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ABSTRACT 

Examples of techniques for processor mode switching are 
disclosed . In one example implementation according to 
aspects of the present disclosure , a computer - implemented 
method for processor mode switching to cause a processing 
system to switch a mode of a processor of a plurality of 
processors , wherein each processor of the plurality of pro 
cessors is one of an active processor or an inactive processor , 
and wherein each active processor is in one of a first mode 
and a second mode may include : setting a processor thresh 
old ; determining whether a number of active processors 
exceeds the processor threshold ; and responsive to deter 
mining that the number of active processors exceeds the 
processor threshold , switching the mode of the processor 
from the first mode to the second mode . 
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PROCESSOR MODE SWITCHING 
BACKGROUND 

[ 0001 ] The present disclosure generally relates to data 
processing systems and , more particularly , relates to switch 
ing modes of a processor in a data processing system . 
0002 ] Computer processing systems may utilize multiple 
processors arranged in a parallel processor complex to 
process tasks in parallel . This enables the processors to 
execute tasks simultaneously . For example , a large task may 
be divided into smaller tasks which can then be executed 
simultaneously or concurrently by the parallel processors of 
the parallel processor complex . Multi - core processors may 
also implement parallel processing techniques to execute 
tasks in parallel threads . 

SUMMARY 
[ 0003 ] According to examples of the present disclosure , 
techniques including methods , systems , and / or computer 
program products for processor mode switching are pro 
vided . An example method for processor mode switching to 
cause a processing system to switch a mode of a processor 
of a plurality of processors , wherein each processor of the 
plurality of processors is one of an active processor or an 
inactive processor , and wherein each active processor is in 
one of a first mode and a second mode may include setting 
a processor threshold . The method may further include 
determining whether a number of active processors exceeds 
the processor threshold . The method may further include , 
responsive to determining that the number of active proces 
sors exceeds the processor threshold , switching the mode of 
the processor from the first mode to the second mode . 
[ 0004 ] Additional features and advantages are realized 
through the techniques of the present disclosure . Other 
aspects are described in detail herein and are considered a 
part of the disclosure . For a better understanding of the 
present disclosure with the advantages and the features , refer 
to the following description and to the drawings . 

suitable processing tasks for the computing system . How 
ever , as the number of processors increases ( e . g . , 8 proces 
sors ) , the processors may become inefficient . For example , 
if each processor is configured as a general purpose proces 
sor , the processors may be unable to efficiently manage task 
execution . 
[ 0011 ] Various implementations are described below by 
referring to several examples for configuring processors 
using different modes to transition some processors between 
general purpose processors to specific purpose processors . 
In some data processing systems , processors may be enabled 
and / or disable as needed . In some cases , where a computing 
system only has a few processors enabled , each processor 
may be configured as a general purpose processor that is able 
to perform any suitable processing tasks for the computing 
system . As system demands increase , additional processors 
may be enabled . As the number of processors increase , the 
processing system may become inefficient if each processor 
is configured as a general purpose processor . 
[ 0012 ] Example embodiments of the disclosure include or 
yield various technical features , technical effects , and / or 
improvements to technology . Example embodiments of the 
disclosure provide processor mode switching to cause a 
processor to switch between a general purpose processor 
mode and a dispatcher processor mode . In particular , a 
threshold is set , and it is determined whether a number of 
active processors exceeds the threshold . If the number of 
active processors exceeds the threshold , the processor is 
switched to a dispatcher processor mode , but if the number 
of active processors does not exceed the threshold , the 
dispatcher processor is switched to ( or remains in ) a general 
purpose processor mode . These aspects of the disclosure 
constitute technical features that yield the technical effect 
avoiding unproductive work while still allowing for fast task 
dispatching . As a result of these technical features and 
technical effects , a processing system in accordance with 
example embodiments of the disclosure represents an 
improvement to dispatching techniques . It should be appre 
ciated that the above examples of technical features , tech 
nical effects , and improvements to technology of example 
embodiments of the disclosure are merely illustrative and 
not exhaustive . 
[ 0013 ] FIGS . 1A , 1B , and 1C illustrate a block diagram of 
a processing system 100 for processor mode switching 
according to examples of the present disclosure . As illus 
trated in FIGS . 1A , 1B , and 1C , the processing system 100 
may include multiple processors , such as processor 101 , 
processor 102 , processor 103 , processor 104 , processor 105 , 
processor 106 , processor 107 , and processor 108 . 
[ 0014 ] A customer may only want to access some of the 
processors , such as to reduce costs , in a processing system 
in which the customer pays for processing time of each of 
the processors . However , at times the customer may want to 
access additional of the processors . For example , at some 
times , the customer may only desire to access three of the 
eight processors of the processing system 100 . In this case , 
as illustrated in FIG . 1A , the processors 101 - 103 are active 
and the processors 104 - 108 are inactive as shown by the 
crosshatching 
[ 0015 ] At other times , for example , the customer may 
desire to access other numbers of processors , such as all 
eight processors of the processing system . In this case , as 
illustrated in FIG . 1B , the processors 101 - 108 are all active 
and no processors are inactive . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0005 ] . The subject matter which is regarded as the inven 
tion is particularly pointed out and distinctly claimed in the 
claims at the conclusion of the specification . The foregoing 
and other features , and advantages thereof , are apparent 
from the following detailed description taken in conjunction 
with the accompanying drawings in which : 
[ 0006 ] FIGS . 1A , 1B , and 1C illustrate block diagrams of 
processing systems for processor mode switching according 
to examples of the present disclosure ; 
[ 0007 ] FIG . 2 illustrates a flow diagram of a method for 
processor mode switching according to examples of the 
present disclosure ; 
[ 0008 ] FIG . 3 illustrates a flow diagram of a method for 
processor mode switching according to examples of the 
present disclosure ; and 
[ 0009 ] FIG . 4 illustrates a block diagram of a processing 
system for implementing the techniques described herein 
according to examples of the present disclosure . 

DETAILED DESCRIPTION 
[ 0010 ] In data processing systems with a few processors 
( e . g . , 4 processors ) , each processor may be configured as a 
general purpose processor that is able to perform any 
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[ 0016 ] Thus , in some situations , as demands on the pro 
cessing system 100 increase , additional processors may be 
enabled . Conversely , as demands on the processing system 
100 decrease , some processors may be disabled . As the 
number of processors increases , the processing system 100 
may become inefficient if each processor is configured as a 
general purpose processor . 
0017 ] One processor from a group of processors can be 

designated as a dispatcher processor to dispatch work to the 
other processors in the group for processing . Other proces 
sors that are not the dispatching processor look for work 
units ( tasks ) that are ready to begin execution . For example , 
the processor 101 may be designated as a dispatcher pro 
cessor ( e . g . , the dispatcher processor 111 of FIG . 1C ) , and 
the processors 102 - 108 may remain general purpose pro 
cessors to process the work . 
[ 0018 ] The processing system 100 can cause a processor 
to switch modes so that not every processor is equal ( i . e . , not 
every processor is a general purpose processor ) . In 
examples , the mode switching module 110 can switch 
between two different modes . In a first mode , each of the 
processors is a general purpose processor and can perform 
any tasks . In a second mode , a processor ( s ) is assigned 
specific tasks . 
[ 0019 ] For example , when in the second mode , a first 
processor ( e . g . , the processor 101 ) is designated as a dis 
patcher processor 111 , which is assigned to a specific task . 
One example of a specific task is to act to process tasks on 
a suspend queue and dispatch tasks from the suspend queue 
to a ready queue to be executed by the remaining general 
purpose processors ( e . g . , the processors 102 - 108 ) . In this 
example , other processors ( e . g . , the processors 102 - 108 ) are 
prevented from running the suspend queue . In this way , the 
dispatcher processor 111 determines “ who is ready to run ? ” 
in relation to tasks and other processors . 
[ 0020 ] Another of the general purpose processors ( e . g . , the 
processor 102 ) may be assigned to bring in new work ( e . g . , 
new work processor 112 ) . In this example , the additional 
remaining processors ( e . g . , the processors 103 - 108 ) are 
assigned as task processors . The task processors fetch tasks 
off the ready queue , separate them , and perform the work . 
[ 0021 ] To determine whether to designate a processor as a 
dispatcher processor , the mode switching module 110 deter 
mines whether a threshold number of processors is 
exceeded . For example , a threshold may be set to three 
processors . If more than three processors are enabled , the 
threshold is considered to be exceeded . In another example , 
a threshold may be set to five , and if more than five 
processors are enabled , the threshold is considered to be 
exceeded . It should be appreciated that the threshold may be 
predefined , such as by a manufacturer . Additionally , the 
threshold may be adjustable ( either up or down ) . For 
example , the threshold may be preset at three but may be 
adjustable ( such as by the user , provider , manufacturer , etc . ) 
to four . 
[ 0022 ] The various components , modules , engines , etc . 
described regarding FIG . 1 may be implemented as instruc 
tions stored on a computer - readable storage medium , as 
hardware modules , as special - purpose hardware ( e . g . , appli 
cation specific hardware , application specific integrated cir 
cuits ( ASICs ) , as embedded controllers , hardwired circuitry , 
etc . ) , or as some combination or combinations of these . In 
examples , the engine ( s ) described herein may be a combi 
nation of hardware and programming . The programming 

may be processor executable instructions stored on a tan 
gible memory , and the hardware may include a processing 
device for executing those instructions . Thus a system 
memory can store program instructions that when executed 
by a processing device ( such as one or more of the proces 
sors 100 - 108 ) implement the engines described herein . 
Other engines may also be utilized to include other features 
and functionality described in other examples herein . 
[ 0023 ] Alternatively or additionally , the processing sys 
tem 100 may include dedicated hardware , such as one or 
more integrated circuits , Application Specific Integrated 
Circuits ( ASICs ) , Application Specific Special Processors 
( ASSPs ) , Field Programmable Gate Arrays ( FPGAs ) , or any 
combination of the foregoing examples of dedicated hard 
ware , for performing the techniques described herein . 
[ 0024 ] FIG . 2 illustrates a flow diagram of a method 200 
for processor mode switching according to examples of the 
present disclosure . The method 200 may be performed , for 
example , by the processing system 100 of FIGS . 1A - 1C , by 
the processing system 20 of FIG . 4 , or by another suitable 
processing system . In particular , the method 200 causes a 
processing system ( e . g . , the processing system 100 ) to 
switch a mode of a processor ( e . g . , the processor 101 ) of a 
plurality of processors ( e . g . , the processors 101 - 108 ) . Each 
processor of the plurality of processors is one of an active 
processor or an inactive processor , and each active processor 
is in one of a first mode and a second mode . It should be 
appreciated that the first mode may be a general purpose 
processor mode and the second mode may be a special 
purpose processor mode . 
[ 0025 ] . At block 202 , the method 200 includes setting a 
processor threshold . The processor threshold indicates a 
number of processors that , when exceeded , cause the pro 
cessing system to switch the mode of one of the processors 
from a general purpose processor to a special purpose 
processor , such as a dispatcher processor . 
[ 0026 ] At block 204 , the method 200 includes determining 
whether a number of active processors exceeds the processor 
threshold . For example , if the processor threshold is set to 
three processors , the processor threshold is exceeded if the 
number of active processors exceeds three . 
[ 0027 ] At block 206 , the method 200 includes switching 
the mode of the processor from the first mode to the second 
mode responsive to determining that the number of active 
processors exceeds the processor threshold . That is , when 
the processor threshold is exceeded ( i . e . , the number of 
active processors exceeds the processor threshold ) , the pro 
cessing system 100 , via the mode switching module 110 , 
switches the mode of one of the general purpose processors 
to make the processor a special purpose processor . 
[ 0028 ] In some examples , in the second mode the proces 
sor operates on a suspend queue . For example , the processor 
in the dispatcher processor mode processes tasks on a 
suspend queue . Additionally , in some examples , the proces 
sor in the dispatcher processor mode dispatches tasks from 
the suspend queue to a ready queue to be executed by the 
active processors of the first mode . 
[ 0029 ] Additional processes also may be included , and it 
should be understood that the processes depicted in FIG . 2 
represent illustrations , and that other processes may be 
added or existing processes may be removed , modified , or 
rearranged without departing from the scope and spirit of the 
present disclosure . 



US 2018 / 0203700 A1 Jul . 19 , 2018 

[ 0030 ] FIG . 3 illustrates a flow diagram of a method 300 
for processor mode switching according to examples of the 
present disclosure . The method 300 may be performed , for 
example , by the processing system 100 of FIGS . 1A - 1C , by 
the processing system 20 of FIG . 4 , or by another suitable 
processing system . 
[ 0031 ] At block 302 , a threshold ( i . e . , a processor thresh 
old ) is set . For example , the threshold may be set at four 
active processors . At decision block 304 , it is determined 
whether the number of active processors exceeds the thresh 
old . 
[ 0032 ] If , at decision block 304 it is determined that the 
number of active processors exceeds the threshold , a pro 
cessor is switched to a dispatcher mode at block 306 so that 
the processor becomes a dispatcher processor . If , however , 
at decision block 304 it is determined that the number of 
active processors does not exceed the threshold , the proces 
sor is switched to a general purpose mode at block 308 , such 
that the processor becomes a general purpose processor . 
[ 0033 ] The method 300 may then continue back to deci 
sion block 304 for additional iterations . In this way , the 
number of active processors is continually monitored and a 
processor can be switched between the dispatcher mode and 
the general purpose mode based on the number of active 
processors . 
[ 0034 ] In some examples , as illustrated at block 310 , the 
threshold can be optionally adjusted ( e . g . , manually by a 
user , automatically by a processing system , etc . ) . This 
enables the threshold to be adjusted up or down as appro 
priate . The method 300 then continues to determine whether 
the number of processors exceeds the threshold at block 304 
and proceeds with processor switching at block 306 , 308 . 
( 0035 ] Additional processes also may be included , and it 
should be understood that the processes depicted in FIG . 3 
represent illustrations , and that other processes may be 
added or existing processes may be removed , modified , or 
rearranged without departing from the scope and spirit of the 
present disclosure . 
100361 . It is understood in advance that the present disclo 
sure is capable of being implemented in conjunction with 
any other type of computing environment now known or 
later developed . For example , FIG . 4 illustrates a block 
diagram of a processing system 20 for implementing the 
techniques described herein . In examples , processing system 
20 has one or more central processing units ( processors ) 
21a , 216 , 21c , etc . ( collectively or generically referred to as 
processor ( s ) 21 and / or as processing device ( s ) ) . In aspects of 
the present disclosure , each processor 21 may include a 
reduced instruction set computer ( RISC ) microprocessor . 
Processors 21 are coupled to system memory ( e . g . , random 
access memory ( RAM ) 24 ) and various other components 
via a system bus 33 . Read only memory ( ROM ) 22 is 
coupled to system bus 33 and may include a basic input / 
output system ( BIOS ) , which controls certain basic func 
tions of processing system 20 . 
[ 0037 ] Further illustrated are an input / output ( I / O ) adapter 
27 and a communications adapter 26 coupled to system bus 
33 . I / O adapter 27 may be a small computer system interface 
( SCSI ) adapter that communicates with a hard disk 23 
and / or a tape storage drive 25 or any other similar compo 
nent . I / O adapter 27 , hard disk 23 , and tape storage device 
25 are collectively referred to herein as mass storage 34 . 
Operating system 40 for execution on processing system 20 
may be stored in mass storage 34 . A network adapter 26 

interconnects system bus 33 with an outside network 36 
enabling processing system 20 to communicate with other 
such systems . 
[ 0038 ] A display ( e . g . , a display monitor ) 35 is connected 
to system bus 33 by display adaptor 32 , which may include 
a graphics adapter to improve the performance of graphics 
intensive applications and a video controller . In one aspect 
of the present disclosure , adapters 26 , 27 , and / or 32 may be 
connected to one or more I / O busses that are connected to 
system bus 33 via an intermediate bus bridge ( not shown ) . 
Suitable I / O buses for connecting peripheral devices such as 
hard disk controllers , network adapters , and graphics adapt 
ers typically include common protocols , such as the Periph 
eral Component Interconnect ( PCI ) . Additional input / output 
devices are shown as connected to system bus 33 via user 
interface adapter 28 and display adapter 32 . A keyboard 29 , 
mouse 30 , and speaker 31 may be interconnected to system 
bus 33 via user interface adapter 28 , which may include , for 
example , a Super I / O chip integrating multiple device adapt 
ers into a single integrated circuit . 
[ 0039 ] In some aspects of the present disclosure , process 
ing system 20 includes a graphics processing unit 37 . 
Graphics processing unit 37 is a specialized electronic 
circuit designed to manipulate and alter memory to accel 
erate the creation of images in a frame buffer intended for 
output to a display . In general , graphics processing unit 37 
is very efficient at manipulating computer graphics and 
image processing , and has a highly parallel structure that 
makes it more effective than general - purpose CPUs for 
algorithms where processing of large blocks of data is done 
in parallel . 
[ 0040 ] Thus , as configured herein , processing system 20 
includes processing capability in the form of processors 21 , 
storage capability including system memory ( e . g . , RAM 24 ) , 
and mass storage 34 , input means such as keyboard 29 and 
mouse 30 , and output capability including speaker 31 and 
display 35 . In some aspects of the present disclosure , a 
portion of system memory ( e . g . , RAM 24 ) and mass storage 
34 collectively store an operating system such as the AIX® 
operating system from IBM Corporation to coordinate the 
functions of the various components shown in processing 
system 20 . 
[ 0041 ] The present techniques may be implemented as a 
system , a method , and / or a computer program product . The 
computer program product may include a computer readable 
storage medium ( or media ) having computer readable pro 
gram instructions thereon for causing a processor to carry 
out aspects of the present disclosure . 
10042 ] . The computer readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device . The computer readable 
storage medium may be , for example , but is not limited to , 
an electronic storage device , a magnetic storage device , an 
optical storage device , an electromagnetic storage device , a 
semiconductor storage device , or any suitable combination 
of the foregoing . A non - exhaustive list of more specific 
examples of the computer readable storage medium includes 
the following : a portable computer diskette , a hard disk , a 
random access memory ( RAM ) , a read - only memory 
( ROM ) , an erasable programmable read - only memory 
( EPROM or Flash memory ) , a static random access memory 
( SRAM ) , a portable compact disc read - only memory ( CD 
ROM ) , a digital versatile disk ( DVD ) , a memory stick , a 
floppy disk , a mechanically encoded device such as punch 
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cards or raised structures in a groove having instructions 
recorded thereon , and any suitable combination of the fore 
going . A computer readable storage medium , as used herein , 
is not to be construed as being transitory signals per se , such 
as radio waves or other freely propagating electromagnetic 
waves , electromagnetic waves propagating through a wave 
guide or other transmission media ( e . g . , light pulses passing 
through a fiber - optic cable ) , or electrical signals transmitted 
through a wire . 
[ 0043 ) Computer readable program instructions described 
herein can be downloaded to respective computing / process 
ing devices from a computer readable storage medium or to 
an external computer or external storage device via a net 
work , for example , the Internet , a local area network , a wide 
area network and / or a wireless network . The network may 
comprise copper transmission cables , optical transmission 
fibers , wireless transmission , routers , firewalls , switches , 
gateway computers and / or edge servers . A network adapter 
card or network interface in each computing / processing 
device receives computer readable program instructions 
from the network and forwards the computer readable 
program instructions for storage in a computer readable 
storage medium within the respective computing / processing 
device . 
[ 0044 ) Computer readable program instructions for carry 
ing out operations of the present disclosure may be assem 
bler instructions , instruction - set - architecture ( ISA ) instruc 
tions , machine instructions , machine dependent instructions , 
microcode , firmware instructions , state - setting data , or 
either source code or object code written in any combination 
of one or more programming languages , including an object 
oriented programming language such as Smalltalk , C + + or 
the like , and conventional procedural programming lan 
guages , such as the “ C ” programming language or similar 
programming languages . The computer readable program 
instructions may execute entirely on the user ' s computer , 
partly on the user ' s computer , as a stand - alone software 
package , partly on the user ' s computer and partly on a 
remote computer or entirely on the remote computer or 
server . In the latter scenario , the remote computer may be 
connected to the user ' s computer through any type of 
network , including a local area network ( LAN ) or a wide 
area network ( WAN ) , or the connection may be made to an 
external computer ( for example , through the Internet using 
an Internet Service Provider ) . In some examples , electronic 
circuitry including , for example , programmable logic cir 
cuitry , field - programmable gate arrays ( FPGA ) , or program 
mable logic arrays ( PLA ) may execute the computer read 
able program instructions by utilizing state information of 
the computer readable program instructions to personalize 
the electronic circuitry , in order to perform aspects of the 
present disclosure . 
[ 0045 ] Aspects of the present disclosure are described 
herein with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) , and computer 
program products according to aspects of the present dis 
closure . It will be understood that each block of the flow 
chart illustrations and / or block diagrams , and combinations 
of blocks in the flowchart illustrations and / or block dia 
grams , can be implemented by computer readable program 
instructions . 
[ 0046 ) . These computer readable program instructions may 
be provided to a processor of a general purpose computer , 
special purpose computer , or other programmable data pro 
cessing apparatus to produce a machine , such that the 
instructions , which execute via the processor of the com 
puter or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks . These 

computer readable program instructions may also be stored 
in a computer readable storage medium that can direct a 
computer , a programmable data processing apparatus , and / 
or other devices to function in a particular manner , such that 
the computer readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function / act 
specified in the flowchart and / or block diagram block or 
blocks . 
[ 0047 ] The computer readable program instructions may 
also be loaded onto a computer , other programmable data 
processing apparatus , or other device to cause a series of 
operational steps to be performed on the computer , other 
programmable apparatus or other device to produce a com 
puter implemented process , such that the instructions which 
execute on the computer , other programmable apparatus , or 
other device implement the functions / acts specified in the 
flowchart and / or block diagram block or blocks . 
[ 0048 ] . The flowchart and block diagrams in the figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods , and com 
puter program products according to various aspects of the 
present disclosure . In this regard , each block in the flowchart 
or block diagrams may represent a module , segment , or 
portion of instructions , which comprises one or more 
executable instructions for implementing the specified logi 
cal function ( s ) . In some alternative implementations , the 
functions noted in the block may occur out of the order noted 
in the figures . For example , two blocks shown in succession 
may , in fact , be executed substantially concurrently , or the 
blocks may sometimes be executed in the reverse order , 
depending upon the functionality involved . It will also be 
noted that each block of the block diagrams and / or flowchart 
illustration , and combinations of blocks in the block dia 
grams and / or flowchart illustration , can be implemented by 
special purpose hardware - based systems that perform the 
specified functions or acts or carry out combinations of 
special purpose hardware and computer instructions . 
[ 0049 ] The descriptions of the various examples of the 
present disclosure have been presented for purposes of 
illustration , but are not intended to be exhaustive or limited 
to the embodiments disclosed . Many modifications and 
variations will be apparent to those of ordinary skill in the 
art without departing from the scope and spirit of the 
described techniques . The terminology used herein was 
chosen to best explain the principles of the present tech 
niques , the practical application or technical improvement 
over technologies found in the marketplace , or to enable 
others of ordinary skill in the art to understand the tech 
niques disclosed herein . 
What is claimed is : 
1 . A computer - implemented method for processor mode 

switching to cause a processing system to switch a mode of 
a processor of a plurality of processors , wherein each 
processor of the plurality of processors is one of an active 
processor or an inactive processor , and wherein each active 
processor is in one of a first mode and a second mode , the 
method comprising : 

setting a processor threshold ; 
determining whether a number of active processors 

exceeds the processor threshold ; and 
responsive to determining that the number of active 

processors exceeds the processor threshold , switching 
the mode of the processor from the first mode to the 
second mode . 

2 . The computer - implemented method of claim 1 , 
wherein the first mode is a general purpose processor mode . 
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3 . The computer - implemented method of claim 1 , 
wherein the second mode is a dispatcher processor mode . 

4 . The computer - implemented method of claim 3 , 
wherein the processor in the dispatcher processor mode 
processes tasks on a suspend queue . 

5 . The computer - implemented method of claim 4 , 
wherein the processor in the dispatcher processor mode 
dispatches tasks from the suspend queue to a ready queue to 
be executed by the active processors of the first mode . 

6 . The computer - implemented method of claim 4 , 
wherein the processor in the dispatcher processor mode 
brings in new tasks and places the new tasks on a ready 
queue to be executed by the active processors . 

7 . The computer - implemented method of claim 1 , further 
comprising , responsive to determining that the number of 
active processors does not exceed the processor threshold , 
switching the mode of the processor from the second mode 
to the first mode . 

8 . The computer - implemented method of claim 1 , further 
comprising adjusting the processor threshold . 

9 . A system for processor mode switching to cause a 
processing system to switch a mode of a processor of a 
plurality of processors , wherein each processor of the plu 
rality of processors is one of an active processor or an 
inactive processor , and wherein each active processor is in 
one of a first mode and a second mode , the system com 
prising : 

a memory comprising computer readable instructions ; 
and 

a processing device for executing the computer readable 
instructions for performing a method , the method com 
prising : 
setting a processor threshold ; 
determining whether a number of active processors 

exceeds the processor threshold ; and 
responsive to determining that the number of active 

processors exceeds the processor threshold , switch 
ing the mode of the processor from the first mode to 
the second mode . 

10 . The system of claim 9 , wherein the first mode is a 
general purpose processor mode . 

11 . The system of claim 9 , wherein the second mode is a 
dispatcher processor mode . 

12 . The system of claim 11 , wherein the processor in the 
dispatcher processor mode processes tasks on a suspend 
queue . 

13 . The system of claim 12 , wherein the processor in the 
dispatcher processor mode dispatches tasks from the sus 
pend queue to a ready queue to be executed by the active 
processors of the first mode . 

14 . The system of claim 12 , wherein the processor in the 
dispatcher processor mode brings in new tasks and places 
the new tasks on a ready queue to be executed by the active 
processors . 

15 . The system of claim 9 , the method further comprising , 
responsive to determining that the number of active proces 
sors does not exceed the processor threshold , switching the 
mode of the processor from the second mode to the first 
mode . 

16 . The system of claim 9 , the method further comprising 
adjusting the processor threshold . 

17 . A computer program product for processor mode 
switching to cause a processing system to switch a mode of 
a processor of a plurality of processors , wherein each 
processor of the plurality of processors is one of an active 
processor or an inactive processor , and wherein each active 
processor is in one of a first mode and a second mode , the 
computer program product comprising : 

a computer readable storage medium having program 
instructions embodied therewith , the program instruc 
tions executable by a processing device to cause the 
processing device to perform a method comprising : 
setting a processor threshold ; 
determining whether a number of active processors 

exceeds the processor threshold ; and 
responsive to determining that the number of active 

processors exceeds the processor threshold , switch 
ing the mode of the processor from the first mode to 
the second mode . 

18 . The computer program product of claim 17 , wherein 
the first mode is a general purpose processor mode . 

19 . The computer program product of claim 17 , wherein 
the second mode is a dispatcher processor mode . 

20 . The computer program product of claim 19 , wherein 
the processor in the dispatcher processor mode processes 
tasks on a suspend queue . 

* * * * * 


