
US 20230010046A1 

( 19 ) United States 
( 12 ) Patent Application Publication ( 10 ) Pub . No .: US 2023/0010046 A1 ( 

( 43 ) Pub . Date : Jan. 12 , 2023 YAN 

( 54 ) FOG NODE SCHEDULING METHOD AND 
APPARATUS , COMPUTER DEVICE , AND 
STORAGE MEDIUM 

( 52 ) U.S. CI . 
CPC > H04L 67/60 ( 2022.05 ) ; 

H04L 67/1004 ( 2013.01 ) 
( 71 ) Applicant : Tencent Technology ( Shenzhen ) 

Company Limited , Shenzhen ( CN ) 
( 57 ) ABSTRACT 

( 72 ) Inventor : Qinhuai YAN , Shenzhen ( CN ) 
( 21 ) Appl . No .: 17 / 950,977 
( 22 ) Filed : Sep. 22 , 2022 

Related U.S. Application Data 
( 63 ) Continuation of application No. PCT / CN2021 / 

122151 , filed on Sep. 30 , 2021 . 

This application relates to a fog node scheduling method 
performed by a computer device , and a storage medium . 
The method includes : searching for candidate fog nodes 
storing a resource requested by a fog node scheduling 
request initiated by a client ; performing effectiveness filtra 
tion on the candidate fog nodes to obtain effective fog nodes 
having predefined connectivity with the client ; acquiring 
collected load information of the effective fog nodes ; per 
forming scheduling in the effective fog nodes based on the 
load information to obtain a scheduling result , where the 
scheduling result includes an identification of a target fog 
node obtained through scheduling and service flow allo 
cated to the target fog node ; and returning the scheduling 
result to the client so that the client can acquire the resource 
from the target fog node according to the identification and 
the service flow . 

( 30 ) Foreign Application Priority Data 
Nov. 12 , 2020 ( CN ) 202011258119.0 

Publication Classification 

( 51 ) Int . CI . 
H04L 67/60 
H04L 67/1004 

( 2006.01 ) 
( 2006.01 ) 

104 106 108 

Network Network 
M 

Network 
Network 

110 

102 

Network 

8 



Patent Application Publication Jan. 12 , 2023 Sheet 1 of 8 US 2023/0010046 A1 

104 106 108 

Network Network 

ell 

Network 
Network 

110 

102 

Network 

FIG . 1 



Patent Application Publication Jan. 12 , 2023 Sheet 2 of 8 US 2023/0010046 A1 

S202 

Search for candidate fog nodes storing a resource requested by a fog 
node scheduling request initiated by a client side 

S204 

Perform effectiveness filtration on the candidate fog nodes to obtain 
effective fog nodes 

S206 

Acquire collected load information of the effective fog nodes 

S208 

Perform scheduling in the effective fog nodes based on the load 
information to obtain a scheduling result , wherein the scheduling 

result includes an identification of a target fog node obtained 
through scheduling and service flow allocated to the target fog node 

S210 

Return the scheduling result to the client side so that the client side 
can acquire the resource from the target fog node according to the 

identification and the service flow 

FIG . 2 



Patent Application Publication Jan. 12 , 2023 Sheet 3 of 8 US 2023/0010046 A1 

Target fog 
node Client Server Index server 

Acquire a fog node 
-scheduling request of 

a resource 
Search for candidate 
fog nodes with the 

resource 

Filter the candidate fog 
nodes according to 
network information 

and P2P communication 
information 

Schedule the fog nodes 
in the effective fog 

nodes remaining after 
filtration based on load 

information Return a scheduling 
result 

P2P communication 
connection 

Acquire the resource 

FIG . 3 
/ S402 

Rank effective fog nodes according to load information to obtain an 
effective fog node sequence 

S404 

Compute distribution probability of the fog nodes in the effective 
fog node sequence 

S406 

Schedule the effective fog node sequence according to the 
distribution probability to obtain a scheduling result a 

FIG . 4 



Patent Application Publication Jan. 12 , 2023 Sheet 4 of 8 US 2023/0010046 A1 

Target fog 
node Client Server Index server 

S502 : Initiate a fog 
node scheduling 

request about a video 
on demand 

S504a : Locally inquire 
alternative fog nodes 
with the video on 

demand 
$ 504b : Inquire the 

alternative fog nodes 
with the video on 
demand through the 

index server 

ille 

S506 : Filter the 
alternative fog nodes 
according to network 
information and P2P 

communication 
information of the 

alternative fog nodes 
S508 : Schedule 

effective fog nodes 
according to a real 

time upload bandwidth 
value of the fog nodes 

S510 : Return a 
scheduling result 

S512 : Download the 
video on demand 

FIG . 5 



Patent Application Publication Jan. 12 , 2023 Sheet 5 of 8 US 2023/0010046 A1 

Fog node 
TYTY 

Client side 

*** Fog node 
scheduling Scheduling 

result request 

Scheduling server 
Scheduling 
module 

Real - time load 
information report 

Index server Information collection 
server 

Information 
collection module 

Index module 

FIG . 6 



Patent Application Publication Jan. 12 , 2023 Sheet 6 of 8 US 2023/0010046 A1 

Client Scheduling module Index module 

S702 : Initiate a fog node scheduling 
request 

$ 704 : Inquire resource 
information if a cache is not hit 

S706 : Return the resource 
information 

S708 : Inquire static information 
of candidate fog nodes with a 

resource 

S710 : Return the static information 

S712 : Construct and cache a 
mapping relation according to 

the resource information and the 
static information 

S714 : Screen the candidate fog 
nodes with the resource to obtain 

effective fog nodes 
S716 : Inquire updated static 

information if the static 
information is out of date 

8718 : Return the updated static 
information 

S720 : Perform filtration 
according to the updated static 

information 
S722 : Inquire load information 

of the effective fog nodes 
S724 : Return the load information 

S726 : Calculate distribution 
probability according to the load 
information and determine an 
allocated target fog node based 
on the distribution probability to 

obtain a scheduling result S728 : Return the scheduling result 

FIG . 7 



Patent Application Publication Jan. 12 , 2023 Sheet 7 of 8 US 2023/0010046 A1 

Fog node scheduling device 
802 

Search module 

804 

Filter module 

806 

Acquisition module 
808 

Scheduling module 
810 

Feedback module 

FIG . 8 

Fog node scheduling device 

802 812 

Search module Confirm module 

804 814 

Filter module Screening module 

806 816 

Acquisition module Computing module 

808 818 

Scheduling module Adjustment module 
810 

Feedback module 

FIG . 9 



Patent Application Publication Jan. 12 , 2023 Sheet 8 of 8 US 2023/0010046 A1 

Processor 
System bus 

Internal memory 
Operating system 

Network interface 
Computer readable 

instruction 

Database 

Nonvalatile storage 
medium 

Computer device 

FIG . 10 



US 2023/0010046 A1 Jan. 12 , 2023 
1 

FOG NODE SCHEDULING METHOD AND 
APPARATUS , COMPUTER DEVICE , AND 

STORAGE MEDIUM 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

2 

[ 0001 ] This application is a continuation application of 
PCT Patent Application No. PCT / CN2021 / 122151 , entitled 
" FOG NODE SCHEDULING METHOD AND APPARA 
TUS , AND COMPUTER DEVICE AND STORAGE MED 
IUM ” filed on Sep. 30 , 2021 , which claims priority to Chi 
nese Patent Application No. 202011258119.0 , filed with the 
State Intellectual Property Office of the People's Republic of 
China on Nov. 12 , 2020 , and entitled “ FOG NODE SCHE 
DULING METHOD AND APPARATUS , COMPUTER 
DEVICE , AND STORAGE MEDIUM ” , all of which are 
incorporated herein by reference in their entirety . 

2 

a 
FIELD OF THE TECHNOLOGY 

[ 0002 ] This application relates to the field of Internet tech 
nologies , and in particular , to a fog node scheduling method 
and apparatus , a computer device , and a storage medium . 

BACKGROUND OF THE DISCLOSURE 

[ 0003 ] With the high - speed development of the Internet 
technology , the number of Internet users is rapidly increased , 
which brings more and more pressure to a cloud server , and 
meanwhile the service quality of the business will be 
affected by the higher pressure of the cloud server . To better 
serve the users , persons skilled in industry focus on fog 
nodes closer to the users , effectively organize and integrate 
the fog nodes into a fog computing service . Fog computing is 
a decentralized infrastructure that places storage and proces 
sing components at the edge of the cloud , where data sources 
such as application users and sensors exist . 
[ 0004 ] In a conventional solution , when needing to use the 
fog nodes for service , a user side will send a service request 
to a back - end server , the back - end server will inquire the 
corresponding fog node according to the service request 
and then feeds the inquired fog node to the user side , and 
accordingly the user side provides the corresponding service 
according to the fed - back fog node . However , the fog nodes 
obtained by the conventional solution possibly cannot ensure 
reliable and stable proceeding of the service for the users . 

cation of a target fog node obtained through scheduling 
and service flow allocated to the target fog node ; and 

[ 0011 ] returning the scheduling result to the client , 
wherein the client is configured to acquire the resource 
from the target fog node according to the identification 
and the service flow . 

[ 0012 ] A fog node scheduling apparatus includes : 
[ 0013 ] a search module configured to search for candi 

date fog nodes storing a resource requested by a fog 
node scheduling request initiated by a client ; 

[ 0014 ] a filter module configured to perform effective 
ness filtration on the candidate fog nodes to obtain 
effective fog nodes having predefined connectivity 
with the client ; 

[ 0015 ] an acquisition module configured to acquire col 
lected load information of the effective fog nodes ; 

[ 0016 ] a scheduling module configured to perform sche 
duling in the effective fog nodes based on the load infor 
mation to obtain a scheduling result , where the schedul 
ing result includes an identification of a target fog node 
obtained through scheduling and service flow allocated 
to the target fog node ; and 

[ 0017 ] a feedback module configured to return the sche 
duling result , wherein the client is configured to acquire 
the resource from the target fog node according to the 
identification and the service flow . 

[ 0018 ] A computer device is provided , including a mem 
ory and a processor , the memory storing computer - readable 
instructions that , when executed by the processor , cause the 
computer device to implement the following operations : 

[ 0019 ] searching for candidate fog nodes storing a 
resource requested by a fog node scheduling request 
initiated by a client ; 

[ 0020 ] performing effectiveness filtration on the candi 
date fog nodes to obtain effective fog nodes having pre 
defined connectivity with the client ; 

[ 0021 ] acquiring collected load information of the effec 
tive fog nodes ; 

[ 0022 ] performing scheduling in the effective fog nodes 
based on the load information to obtain a scheduling 
result , where the scheduling result includes an identifi 
cation of a target fog node obtained through scheduling 
and service flow allocated to the target fog node ; and 

[ 0023 ] returning the scheduling result to the client , 
wherein the client is configured to acquire the resource 
from the target fog node according to the identification 
and the service flow . 

[ 0024 ] A non - transitory computer - readable storage med 
ium is provided , storing computer - readable instructions , 
and the computer - readable instructions , when executed by 
a processor of a computer device , implementing the follow 
ing steps : 

[ 0025 ] searching for candidate fog nodes storing a 
resource requested by a fog node scheduling request 
initiated by a client ; 

[ 0026 ] performing effectiveness filtration on the candi 
date fog nodes to obtain effective fog nodes having pre 
defined connectivity with the client ; 

[ 0027 ] acquiring collected load information of the effec 
tive fog nodes ; 

[ 0028 ] performing scheduling in the effective fog nodes 
based on the load information to obtain a scheduling 
result , where the scheduling result includes an identifi 
cation of a target fog node obtained through scheduling 
and service flow allocated to the target fog node ; and 
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SUMMARY 

[ 0005 ] According to various embodiments provided in this 
application , a fog node scheduling method and apparatus , a 
computer device , and a storage medium are provided . 
[ 0006 ] A fog node scheduling method is performed by a 
server , and includes : 

[ 0007 ] searching for candidate fog nodes storing a 
resource requested by a fog node scheduling request 
initiated by a client ; 

[ 0008 ] performing effectiveness filtration on the candi 
date fog nodes to obtain effective fog nodes having pre 
defined connectivity with the client ; 

[ 0009 ] acquiring collected load information of the effec 
tive fog nodes ; 

[ 0010 ] performing scheduling in the effective fog nodes 
based on the load information to obtain a scheduling 
result , where the scheduling result includes an identifi 
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[ 0029 ] returning the scheduling result to the client , 
wherein the client is configured to acquire the resource 
from the target fog node according to the identification 
and the service flow . 

[ 0030 ] A computer - readable instruction product is pro 
vided , where the computer - readable instruction product 
includes computer - readable instructions , and the computer 
instructions are stored in a computer - readable storage med 
ium . The processor of the computer device reads the compu 
ter - readable instructions from the computer - readable storage 
medium , and the processor executes the computer - readable 
instructions , to cause the computer device to perform the 
foregoing fog node scheduling method . 
[ 0031 ] Details of one or more embodiments of this appli 
cation are provided in the subsequent accompanying draw 
ings and descriptions . Other features , objectives , and advan 
tages of this application become apparent from the 
specification , the accompanying drawings , and the claims . 2 

BRIEF DESCRIPTION OF THE DRAWINGS 

7 

[ 0032 ] To describe the technical solutions in the embodi 
ments of this application more clearly , the accompanying 
drawings required for describing the embodiments are 
briefly described hereinafter . Apparently , the accompanying 
drawings in the following description show merely some 
embodiments of this application , and a person of ordinary 
skill in the art may obtain other accompanying drawings 
from these accompanying drawings without creative efforts . 
[ 0033 ] FIG . 1 is a diagram of an application environment 
of a fog node scheduling method according to an 
embodiment . 
[ 0034 ] FIG . 2 is a schematic flowchart of a fog node sche 
duling method according to an embodiment . 
[ 0035 ] FIG . 3 is a schematic flowchart of a fog node sche 
duling method according to another embodiment . 
[ 0036 ] FIG . 4 is a schematic flowchart of performing a fog 
node scheduling step according to distribution probability 
computed according to an embodiment . 
[ 0037 ] FIG . 5 is a schematic flowchart of downloading a 
video on demand through a fog node scheduling method 
according to an embodiment . 
[ 0038 ] FIG . 6 is a structural block diagram of a fog node 
scheduling system according to an embodiment . 
[ 0039 ] FIG . 7 is a schematic flowchart of a fog node sche 
duling method according to another embodiment . 
[ 0040 ] FIG . 8 is a structural block diagram of a fog node 
scheduling apparatus according to an embodiment . 
[ 0041 ] FIG . 9 is a structural block diagram of a fog node 
scheduling apparatus according to another embodiment . 
[ 0042 ] FIG . 10 is a diagram of an internal structure of a 
computer device in an embodiment . 

terminal 102 , a scheduling server 104 , an index server 106 , 
an information acquisition server 108 and a fog node 110 . 
[ 0045 ] The terminal 102 is provided with a client , may 
issue a fog node scheduling request through the client and 
acquires resources from a target fog node according to ser 
vice flow on the basis of a fed - back scheduling result . The 
terminal 102 and the fog node 110 may be a smartphone , a 
tablet computer , a notebook computer , a desktop computer , a 
smart speaker , a smartwatch , or the like , but is not limited 
thereto . 
[ 0046 ] The scheduling server 104 may respond to the fog 
node scheduling request initiated by the client , schedules the 
fog node 110 and feeds the scheduling result back to the 
client . 
[ 0047 ] The index server 106 stores all resource informa 
tion in a fog computing Peer - to - Peer Content Delivery Net 
work ( PCDN ) service , and the resource information includes 
a resource file name , a resource ID , a file size , a file check 
code , etc .; and in addition , information of all on - line fog 
nodes is further stored and includes equipment information 
of the fog nodes , network information , load information , etc. 
The index server 106 further maintains a mapping relation 
between the resource and fog nodes , and thus for a certain 
resource , the scheduling server 104 can rapidly inquire the 
fog nodes with the resource , thereby rapidly determining a 
range for fog node scheduling . 
[ 0048 ] The information acquisition server 108 is config 
ured to collect the equipment information , the network infor 
mation , the load information , etc. of the fog node 110. In 
addition , the information acquisition server 108 may com 
pute an upload bandwidth predicted value at next moment 
through a least square method according to a real - time 
upload bandwidth value of each line on the fog node , and 
synchronously sends the upload bandwidth predicted value 
to the index server 106 . 
[ 0049 ] The fog node 110 may report the own network 
information and load information and information of the 
other fog nodes to the information acquisition server 108 . 
The specifically - reported information includes the equip 
ment information , the network information and the load 
information of the fog node . The equipment information 
includes a fog node identification ( ID ) and a fog node equip 
ment supplier identification . The network information 
includes information of a network with the fog node , an 
Internet Protocol ( IP ) address of the fog node and other 
information . The load information includes a central proces 
sing unit ( CPU ) information of the fog node , an internal 
memory usage information of the fog node , an upload band 
width value of the fog node , etc. 
[ 0050 ] The scheduling server 104 , the ex server 106 and 
the information acquisition server 108 may be independent 
physical servers and may also be an integration server with 
functions of the above three servers ; In addition , the server 
may be alternatively a server cluster formed by a plurality of 
physical servers , or may be a cloud server that provides basic 
cloud computing services such as a cloud service , a cloud 
database , cloud computing , a cloud function , cloud storage , 
a network service , cloud communication , a middleware ser 
vice , a domain name service , a security service , a content 
delivery network ( CDN ) , big data , and an Al platform . 
[ 0051 ] The terminal 102 , the scheduling server 104 , the 
index server 106 , the information acquisition server 108 
and the fog node 110 may be connected through Bluetooth , 
a Universal Serial Bus ( USB ) or a network or other commu 

DESCRIPTION OF EMBODIMENTS 

[ 0043 ] To make the objectives , technical solutions , and 
advantages of this application clearer and more understand 
able , this application is further described in detail below with 
reference to the accompanying drawings and the embodi 
ments . It is to be understood that the specific embodiments 
described herein are only used for explaining this applica 
tion , and are not used for limiting this application . 
[ 0044 ] A fog node scheduling method provided by this 
application may be applied to an application environment 
shown in FIG . 1. The application environment includes a 
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nication link manners , which is not limited by this 
application . 
[ 0052 ] In an embodiment , as shown in FIG . 2 , a fog node 
scheduling method is provided , and the method applied to a 
scheduling server 104 ( hereinafter referred to as the server ) 
shown in FIG . 1 is exemplarily explained and includes the 
following steps : 
[ 0053 ] S202 . Search for candidate fog nodes storing a 
resource requested by a fog node scheduling request when 
the fog node scheduling request initiated by a client is 
received 
[ 0054 ] The client may be a program installed on a terminal 
and providing a local service for a client , such as a video 
client providing a video - on - demand or download service , 
and a fog node scheduling request about video on demand 
or video download may be initiated to the scheduling server 
through the video client . 
[ 0055 ] Fog nodes may be equipment providing services in 
fog computing , such as mobile phones , tablet personal com 
puters or notebook computers of the other users , and when 
the client demands for a video resource , the video resource 
may be downloaded from the equipment , with the video 
resource , of the other users . 
[ 0056 ] The fog node scheduling request may be used for 
requesting for the server to schedule the fog nodes storing 
corresponding resources and feeds a scheduling request to 
the client . Scheduling may refer to that a part of fog nodes 
are selected from the fog nodes storing the corresponding 
resources and are allocated to the client so that the client 
can perform corresponding services through the part of fog 
nodes , for example , the video resource is downloaded from 
the scheduled part of fog nodes , or corresponding service 
data are processed from the scheduled part of fog nodes . 
[ 0057 ] In an embodiment , when a fog node scheduling 
request initiated by a client is received , a server determines 
a requested resource according to the fog node scheduling 
request and then searches for all fog nodes with the resource , 
and all the sought fog nodes may serve as candidate fog 
nodes ; or a part of fog nodes are selected from all the sought 
fog nodes to serve as the candidate fog nodes according to a 
data size of the resource . For example , for a video resource , 
when the video resource is a short video and there are many 
sought fog nodes , a part of fog nodes may be selected from 
all the sought fog nodes to serve as the candidate fog nodes ; 
and in addition , all the sought fog nodes may serve as the 
candidate fog nodes . 
[ 0058 ] In an embodiment , step S202 may specifically 
include the following steps : A server acquires resource infor 
mation of a resource requested by a fog node scheduling 
request . Mapped fog node information is searched with the 
resource information as an index based on a pre - stored map 
ping relation from the resource information to fog node 
information to obtain candidate fog nodes . 
[ 0059 ] The resource information may be related to the 
resource and includes but not limited to a resource file 
name , a resource ID , a file size , a file check code and other 
information . The mapping relation may refer to a mapping 
relation between the resource and the fog nodes , and the fog 
nodes with the resource can be obtained according to the 
mapping relation when the resource information is sought . 
It is to be indicated that the resource may be various data 
resources in a network and includes but not limited to videos , 
audio , texts , images and other data resources . The stored 
resources are shown in a file form , thus , the above file 

name is a resource name , the above file size is a resource 
size , and the above file check code is a resource check code . 
[ 0060 ] The mapping relation from the resource informa 
tion to the fog node information also refers to a mapping 
relation from the resources to the fog nodes . 
[ 0061 ] In an embodiment , the above step of acquiring the 
resource information according to the fog node scheduling 
request specifically may include : Acquire locally - cached 
resource information through a server according to the fog 
node scheduling request when the resource information cor 
responding to the fog node scheduling request is locally 
cached . Send an inquiry request to an index server when no 
resource information corresponding to the fog node schedul 
ing request is locally cached , thereby enabling the index ser 
ver to inquire the resource information corresponding to the 
resource based on the inquiry request . Receive the resource 
information fed back by the index server . 
[ 0062 ] Specifically , the server detects whether the resource 
information corresponding to the fog node scheduling 
request is locally cached or not ; if yes , the locally - cached 
resource information is acquired according to the fog node 
scheduling request ; and if not , the inquiry request is sent to 
the index server , and the resource information inquired and 
fed back by the index server in response to the inquiry 
request . 
[ 0063 ] The server may cache the resource information , 
related information of the fog nodes and the mapping rela 
tion from the resources to the nodes so that when the fog 
node scheduling request initiated by the client is received , a 
local cache can be searched for the resource information cor 
responding to the fog node scheduling request and candidate 
fog nodes with the resource requested by the fog node sche 
duling request according to the resource information and the 
mapping relation . For example , when the fog node schedul 
ing request is received at a time and the resource information 
and related information of the corresponding fog nodes are 
acquired from the index server according to the fog node 
scheduling request , the server may cache the resource infor 
mation and the related information of the corresponding fog 
nodes and establishes a mapping relation between the 
resource and the fog nodes with the resource according to 
the resource information and the resource information . 
[ 0064 ] When receiving the fog node scheduling request 
initiated by the client , the server firstly searches the local 
cache for the corresponding resource information , and if 
the resource information corresponding to the fog node sche 
duling request is sought in the local cache , the candidate fog 
nodes with the resource requested by the fog node schedul 
ing request are determined based on the resource information 
and the corresponding mapping relation . If no resource infor 
mation corresponding to the fog node scheduling request is 
sought in the local cache , the inquiry request is generated 
according to the resource requested by the fog node schedul 
ing request and sent to the index server , and accordingly , the 
index server searches for the corresponding resource infor 
mation according to the inquiry request and then sends the 
resource information to the server . After acquiring the 
resource information , the server determines the candidate 
fog nodes with the resource requested by the fog node sche 
duling request according to the resource information and the 
corresponding mapping relation ; or , the index server is con 
tinuously inquired for the candidate fog nodes with the 
resource identified in index information . 
[ 0065 ] S204 . Perform effectiveness filtration on the candi 
date fog nodes to obtain effective fog nodes . 

2 



US 2023/0010046 A1 Jan. 12 , 2023 
4 

a 

a 

[ 0066 ] The effective fog nodes refer to available fog nodes 
capable of communicating with the fog nodes . For example , 
if an Internet Protocol ( IP ) of the fog node is a normal 
address , and peer - to - peer ( P2P ) communication can be per 
formed between the fog node and the client , it is to be shown 
that the fog node is the effective fog node . 
[ 0067 ] In an embodiment , S204 may specifically include 
the following steps : Acquire network information of candi 
date fog nodes through a server . Filter the fog nodes corre 
sponding to abnormal network information out of the candi 
date fog nodes . Filter the candidate fog nodes based on 
connectivity between the candidate fog nodes remaining 
after filtration and a client . 
[ 0068 ] The network information may be network informa 
tion of a network with the candidate fog nodes , such as a 
network type , a network speed and network stability . In addi 
tion , the network information may also be an IP address or 
port address of the candidate fog nodes . Connectivity may 
refer to whether P2P communication can be performed 
between the candidate fog nodes and the client . 
[ 0069 ] Specifically , in the candidate fog nodes , the server 
filters out the fog nodes corresponding to private network IP 
addresses and abnormal IP addresses to obtain the candidate 
fog nodes remaining after filtration . Then , the server filters 
out the candidate fog nodes unable to perform P2P commu 
nication from the candidate fog nodes remaining after filtra 
tion so as to obtain the effective fog nodes . IP addresses of 
the effective fog nodes are normal , and P2P communication 
can be performed between the effective fog nodes and the 
client . The abnormal IP addresses include error IP addresses 
or empty IP addresses . 
[ 0070 ] In an embodiment , before S204 , steps include : 
Determine a network type of a network with candidate fog 
nodes , a supplier identification and a location through a ser 
ver . Screen the effective fog nodes according to the network 
type , the supplier identification and the location to obtain the 
effective fog nodes remaining after screening . 
[ 0071 ] The network type is used for identifying networks 
supplied by different network operators . The supplier identi 
fication is an identification of a supplier or a producer sup 
plying or producing the fog nodes . 
10072 ] In an embodiment , after effective fog nodes are 
obtained , a server may screen the effective fog nodes by 
screening strategies including a fog node network operator 
screening strategy , a fog node supplier screening strategy 
and a fog node area screening strategy . Specifically , the ser 
ver screens the effective fog nodes according to the fog node 
network operator screening strategy , namely , selecting one 
or more network types of effective fog nodes , for example , 
effective fog nodes in a telecom network or a unicom net 
work or a mobile network are selected . Then , the server 
screens the effective fog nodes remaining after first - time 
screening according to the fog node supplier screening strat 
egy , namely , screening the effective fog nodes supplied by 
different fog node suppliers , for example , there are fog node 
suppliers a - e each having the plurality of effective fog nodes , 
a fixed number of effective fog nodes may be selected from 
the effective fog nodes in each fog node supplier so as to 
balance a bandwidth proportion of each fog node supplier . 
Finally , the server screens the effective fog nodes remaining 
after second - time screening according to the fog node area 
screening strategy , namely screening the effective fog nodes 
in a specific area , for example , if a user is located in city a , 
the effective fog node closest to the user will be preferably 
selected . 

[ 0073 ] S206 . Acquire collected load information of the 
effective fog nodes . 
[ 0074 ] The load information includes CPU information of 
the fog nodes , internal memory usage information of the fog 
nodes , upload bandwidth values of the fog nodes , etc. 
[ 0075 ] In an embodiment , the fog nodes acquire the self 
load information in real time and then report the load infor 
mation to an information acquisition server , the information 
acquisition server firstly sends the load information to an 
index server , then predicates the load information through a 
prediction algorithm to obtain a load information predicted 
value at next sampling time , and synchronously sends the 
load information predicted value the index server . 
[ 0076 ] In an embodiment , when a server obtains effective 
fog nodes , whether load information of the effective fog 
nodes is locally cached or not is judged , if the load informa 
tion of the effective fog nodes is cached , the load information 
of the effective fog nodes is acquired from a local cache ; and 
if no load information of the effective fog nodes is cached , 
the index server is searched for the load information of the 
effective fog nodes . A searching manner may include : the 
server sends an inquiry request related to the load informa 
tion of the effective fog nodes to the index server so that the 
index server can search for the load information of the effec 
tive fog nodes according to the load information , and then 
feed the sought load information back to the server . 
[ 0077 ] In an embodiment , when locally - cached load infor 
mation or load information stored by an index server are not 
newest load information , a server sends a load information 
inquiry request to the index server , then , the index server 
transmits the load information inquiry request to an informa 
tion acquisition server , and accordingly the information 
acquisition server can acquire the newest load information 
from effective fog nodes after receiving the load information 
inquiry request . 
[ 0078 ] S208 . Perform scheduling in the effective fog nodes 
based on the load information to obtain a scheduling result . 
The scheduling result includes an identification of a target 
fog node obtained through scheduling and service flow allo 
cated to the target fog node . 
[ 0079 ] Scheduling may refer to selecting the correspond 
ing target fog node from the effective fog nodes based on the 
load information and allocating corresponding service flow 
to the target fog node . The target fog node obtained through 
scheduling may be allocated to a client so as to perform a 
corresponding service . In addition , a scheduled target fog 
node is the above target fog node obtained through 
scheduling 
[ 0080 ] In an embodiment , S208 may specifically include 
the following steps : Rank effective fog nodes based on load 
information through a server to obtain an effective fog node 
sequence . Compute distribution probability of the fog nodes 
in the effective fog node sequence . Perform scheduling on 
the effective fog node sequence according to the distribution 
probability to obtain a scheduling result . 
[ 0081 ] Specifically , when the load information includes 
CPU information of the fog nodes , a CPU occupation situa 
tion of the effective fog nodes may be determined according 
to the CPU information , and a target fog node needing to be 
scheduled is determined according to the CPU occupation 
situation ; and / or when the load information includes internal 
memory usage information of the fog nodes , an internal 
memory occupation situation of the effective fog nodes 
may be determined according to the internal memory usage 
information , and the target fog node needing to be scheduled 

a 
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is determined according to the internal memory occupation 
situation , and / or when the load information includes upload 
bandwidth values of the fog nodes , the target fog node need 
ing to be scheduled may be determined according to the 
upload bandwidth value . In addition , after the target node 
needing to be scheduled is determined , service flow allo 
cated to the target fog node may be determined according 
to the load information . 
[ 0082 ] For example , higher service flow is allocated to a 
target fog node with a high upload bandwidth value . Corre 
spondingly , lower service flow is allocated to a target fog 
node with a low upload bandwidth value . For example , 
lower service flow is allocated to a target fog node with a 
high internal memory occupancy rate or CPU occupancy 
rate . Higher service flow is allocated to a target fog node 
with a low internal memory occupancy rate or CPU occu 
pancy rate . 
[ 0083 ] It is to be indicated that when the upload bandwidth 
value is less than a preset bandwidth value , corresponding 
effective fog nodes are not allocated to the client . When the 
internal memory occupancy rate or CPU occupancy rate is 
higher than a preset occupancy rate , corresponding effective 
fog nodes are not allocated to the client . 
[ 0084 ] S210 . Return the scheduling result to the client so 
that the client can acquire the resource from the target fog 
node according to the identification and the service flow . 
[ 0085 ] In an embodiment , a server returns a scheduling 
result to a client so that the client can search for a corre 
sponding target fog node according to an identification in 
the scheduling result and then acquires resources from the 
target fog node according to service flow . For example , 
assuming that there are target fog nodes a and b , an upload 
bandwidth value of the target fog node a is 100 Mbit / s , and 
an upload bandwidth value of the target fog node b is 
50 Mbit / s , service flow allocated to the target fog node a 
may be twice as much as that allocated to the target fog 
node b , and if the service flow allocated to the target fog 
node a is 20 Mbit , the service flow allocated to the target 
fog node b is 10 Mbit , a 20 Mbit resource is acquired from 
the target fog node a , and a 10 Mbit resource is acquired from a 
the target fog node a . 
[ 0086 ] To more clearly and visually know a solution of this 
application , the solution of this application is summarized in 
combination with FIG . 3 , which is specifically shown as 
below : a client sends a fog node scheduling request for 
acquiring a resource to a server ; the server searches for can 
didate fog nodes with the resource when receiving the fog 
node scheduling request , then filters the candidate fog 
nodes according to their respective network information 
and P2P connectivity , and then schedules effective fog 
nodes obtained after filtering according to load information , 
thereby determining a target fog node allocated to the client ; 
and finally , a scheduling result is fed back to the client so that 
the client can determine the target fog node according to an 
identification in the scheduling result and perform P2P com 
munication link , thereby acquiring the resource from the tar 
get fog node . 
[ 0087 ] In the above embodiment , when the fog node sche 
duling request initiated by the client is received , the candi 
date fog nodes with the resource requested by the fog node 
scheduling request are sought and then subjected to effec 
tiveness filtration so that the effective fog nodes can be 
obtained , and the scheduled fog nodes are ensured to be 
available effective fog nodes . In addition , the scheduled fog 
nodes are ensured to have load capacity by obtaining the load 

information of the effective fog nodes and obtaining the 
scheduling result through scheduling in the effective fog 
nodes based on the load information , and accordingly , a 
user can obtain the available fog nodes with the load capa 
city . The scheduling result is fed back to the client so that the 
client can acquire the resource from the target fog node 
according to the identification in the scheduling result and 
the service flow , and since all the scheduled fog nodes are 
available and have load capacity , the service for the user can 
be ensured to be reliably and stably proceeded when the cli 
ent acquires the resource , and service reliability and stability 
are improved . 
[ 0088 ] In an embodiment , as shown in FIG . 4 , S210 may 
specifically include the following steps : 
[ 0089 ] S402 . Rank effective fog nodes according to load 
information to obtain an effective fog node sequence . 
[ 0090 ] The effective fog node sequence is an ordered 
sequence obtained after ranking the effective fog nodes . 
[ 0091 ] In an embodiment , load information includes an 
upload_capacity ; and a server computes a weight of each 
effective fog node based on the upload_capacity , selects a 
variable value within a preset section , computes a character 
istic value of each effective fog node according to the weight 
and the variable value , and ranks the effective fog nodes 
according to the characteristic values . 
[ 0092 ] The upload_capacity can refer to an upload band 
width capacity value ( Kbit / s ) of the effective fog nodes . 
[ 0093 ] In an embodiment , a server acquires preset para 
meters and makes a ratio of an upload_capacity to the preset 
parameters as a weight of effective fog nodes ; or , the 
acquires a weight coefficient and makes a product of the 
weight coefficient and the upload capacity as the weight of 
the effective fog nodes . 
[ 0094 ] For example , effective fog node characteristic value 
computing and ranking manners are as follow : 

[ 0095 ] 1 ) Characteristic value computing 
[ 0096 ] The weight of each effective fog node is com 
puted according to the upload bandwidth capacity 
value , and a computational formula : weight = u 
pload_capacity / 45000 ; and 

[ 0097 ] a random variable X is ac ed from a section 
[ 0,1 ] , namely XeU ( 0,1 ) , a characteristic value m of 
each effective fog node is computed , and a computa 
tional formula of m : ght / x . 

[ 0098 ] 2 ) Ranking manner 
[ 0099 ] After the characteristic values m of all the effective 
fog nodes are computed , the effective fog nodes are ranked 
according to the characteristic values m from high to low , 
and an effective fog node sequence L ranking according to 
the characteristic values m from high to low is obtained . 
[ 0100 ) S404 . Compute distribution probability of the fog 
nodes in the effective fog node sequence . 
[ 0101 ] The distribution probability may refer to scheduled 
probability of the fog nodes in the effective fog node 
sequence , namely probability of allocating the fog nodes to 
the client to perform corresponding services . 
[ 0102 ] In an embodiment , when load information includes 
an upload_capacity and a real - time upload bandwidth value , 
a server acquires initial distribution probability of each fog 
node in an effective fog node sequence ; a real - time band 
width usage ratio of each fog node in the effective fog node 
sequence is computed based on the upload_capacity and the 
real - time upload bandwidth value ; and distribution probabil 
ity of each fog node in the effective fog node sequence is 
computed according to the initial distribution probability , 

weight 
m = 
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the real - time bandwidth usage ratio and target probability 
parameters . 
[ 0103 ] The real - time upload bandwidth value may refer to 
a real - time upload bandwidth value of each effective fog 
node , namely , a real - time upload rate of each effective fog 
node . The real - time bandwidth usage ratio may refer to a 
real - time bandwidth usage ratio of each effective fog node 
and is in positive correlation to the real - time upload band 
width value , namely , the higher the real - time bandwidth 
value , the higher the real - time bandwidth usage ratio 
becomes . The target probability parameters may be influ 
ence factors during distribution probability calculation and 
are affected by the real - time bandwidth usage ratio . 
[ 0104 ] Specifically , the server may make a ratio of the 
upload_capacity to the real - time upload bandwidth value 
as the real - time bandwidth usage ratio . 
[ 0105 ] In an embodiment , a step of computing distribution 
probability specifically may include the following steps : 
Input initial distribution probability , a real - time bandwidth 
usage ratio and a target probability parameter into a distri 
bution probability computational formula through a server 
and compute distribution probability of fog nodes in an 
effective fog node sequence according to the distribution 
probability computational formula . The distribution prob 
ability computational formula : 

[ 0109 ] In an embodiment , when fog nodes in an effective 
fog node sequence are multi - line aggregated fog nodes , a 
server sequentially selects at least two lines from lines cor 
responding to the multi - line aggregated fog nodes , respec 
tively computes real - time bandwidth usage ratios of the at 
least two lines , and makes the maximum real - time band 
width usage ratio as the real - time bandwidth usage ratio cor 
responding to the multi - line aggregated fog nodes . 
[ 0110 ] For example , two lines are randomly selected from 
all lines of the multi - line aggregated fog nodes firstly . 
Assuming that a linel and a line2 are selected , upload band 
width usage ratios : n1 = ( a real - time upload bandwidth value 
of the fog node linel ) / ( an upload capacity of the fog node 
linel ) and n2 = ( a real - time upload bandwidth value of the 
fog node line2 ) / ( an upload capacity of the fog node line2 ) 
of the two lines are computed correspondingly . A target 
probability parameter kl of the fog node linel and a target 
probability parameter k2 of the line2 are inputted into the 
distribution probability computational formula of the fog 
nodes to compute distribution probability of the two lines , 
and the distribution probability computational formula is as 
below : 

a 

Po 
P1 ( ( 1 – Pole Kixh + Po ) 

p Po 

( 1- Pole Text + Po 

P2 Po 
k2x112 ( ( 1 – Po ) ekzxin + Po ) [ 0106 ] po represents the initial distribution probability , k 

represents the target probability parameter , and n represents 
the real - time bandwidth usage ratio . A default value of the 
initial distribution probability po may be set according to 
actual situations , and may be set as 0.9 . A target probability 
parameter k is maintained for each line of the fog nodes and 
may be adjusted in real time according to the bandwidth 
usage ratio . 

1 ) A Single - Line Scenario 
[ 0107 ] In an embodiment , when fog nodes in an effective 
fog node sequence are single - line fog nodes , distribution 
probability computing steps include : Compute real - time 
bandwidth usage ratios of the single - line fog nodes based 
on an upload_capacity and a realtime upload bandwidth 
value through a server , and compute distribution probability 
of the fog nodes in the effective fog node sequence accord 
ing to the real - time bandwidth usage ratio , the initial distri 
bution probability and target probability parameters . The 
above distribution probability computational formula may 
be utilized for computing the distribution probability of the 
fog nodes in the effective fog node sequence . 
[ 0108 ] For example , in the single - line scenario , namely 
when the fog nodes in the effective fog node sequence are 
the single - line fog nodes , a computational formula of the 
real - time upload bandwidth usage ratio of each fog node in 
the effective fog node sequence : n = ( a real - time upload 
bandwidth value of each fog node ) an upload_capacity 
value of each fog node ) , and the real - time upload bandwidth 
usage ratio n is inputted into the distribution probability 
computational formula to obtain the distribution probability 
p . 

[ 0111 ] The line with the maximum probability is selected 
from the linel and the line2 to represent the fog node . If 
pl > p2 , the linel is selected for representing the fog node 
at the time ; and meanwhile , the distribution probability pl 
of the linel serves as the distribution probability of the fog 
node and accordingly serves as a basis for node scheduling . 
[ 0112 ] It is mentioned that a target probability parameter 
is maintained for each line of the fog nodes above , and a 
maintaining manner for the target probability parameters 
includes the specific steps : Acquire bandwidth usage ratios 
of the fog nodes in the effective fog node sequence within a 
target historical time period . Compute a bandwidth usage 
ratio predicted value at next sampling time based on each 
bandwidth usage ratio . Obtain the target probability para 
meters according to the bandwidth usage ratio predicted 
values and adjustment on initial probability parameters by 
an adjustment factor . 
( 0113 ] For example , an upload bandwidth usage ratio pre 
dicted value n ' at next sampling time is computed through a 
least square method according to line upload bandwidth 
usage ratios one minute ago . Whether the initial probability 
parameters need to be adjusted or not is judged according to 
the predicted value n ' , and if adjustment is needed , the initial 
probability parameters are adjusted according to the adjust 
ment factor . 
[ 0114 ] The adjustment factor is composed of an adjust 
ment step and an adjustment coefficient , and the adjustment 
step is equal to 0.01 and may be other values . Different pre 
dicted values n ' correspond to different adjustment coeffi 
cients . For example , an adjustment process is as below : 
assuming that the initial probability parameter is ko , when 
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the predicted value n ' is less than a threshold a , the target 
probability parameter k = k0-0.01t1 , and t1 is an adjustment 
coefficient when the predicted value n ' is less than the 
threshold a ; and when the predicted value n ' is greater than 
a threshold b , the target probability parameter k = k0 + 0.01t2 , 
and t2 is an adjustment coefficient when the predicted value 
n ' is greater than the threshold b . 
[ 0115 ) S406 . Perform scheduling on the effective fog node 
sequence according to the distribution probability to obtain a 
scheduling result 
[ 0116 ] The effective fog nodes with the high distribution 
probability have the higher probability of being allocated to 
the client . 
[ 0117 ] In an embodiment , a server sequentially schedules 
an effective fog node sequence according to distribution 
probability from high to low , and when the number of the 
scheduled fog nodes reaches the number of scheduled and 
configured nodes , service flow is allocated to each scheduled 
target fog node based on the distribution probability or 
weights or characteristic values of the fog nodes . 
[ 0118 ] As an example , a server computes a corresponding 
weight according to an upload bandwidth capacity value of 
each effective fog node , then selects a random variable X in a 
section [ 0,1 ] , computes a characteristic value m of each 
effective fog node , and ranks the effective fog nodes accord 
ing to the characteristic values m to obtain an effective fog 
node sequence L ; and distribution probability p of each 
effective fog node is computed according to the effective 
fog node sequence L , and whether the effective fog nodes 
need to be allocated or not is judged according to the distri 
bution probability p . For example , if the distribution prob 
ability p of a certain effective fog node a is 0.61 at present , 
the effective fog node a has 61 % chance of being selected 
out . When the selected effective fog nodes conform to the 
number of the scheduled and configured nodes , a scheduling 
process is stopped , and the selected nodes serve as a schedul 
ing result to be sent back to the client , thereby finishing the 
whole scheduling process . 
[ 0119 ] In the above embodiment , after the effective fog 
nodes are ranked based on the characteristic values of the 
effective fog nodes to obtain the effective fog node sequence , 
the distribution probability of the fog nodes in the effective 
fog node sequence is computed , then , the effective fog node 
sequence is scheduled according to the distribution probabil 
ity so as to ensure that all the scheduled target fog nodes have 
load capacity so that the user can obtain the available fog 
nodes with the load capacity , and when the client acquires 
the resources , reliable and stable proceeding of the service 
for the user can be ensured , and service reliability and stabi 
lity are improved . In addition , during distribution probability 
calculation , the target probability parameters are adopted for 
calculation and change along with the bandwidth usage ratio 
predicted values so that the computed distribution probabil 
ity can be matched with the current upload bandwidth value , 
namely the higher the upload bandwidth value , the higher the 
distribution probability is , then , the probability of allocating 
the corresponding effective fog nodes to the client is higher , 
accordingly , the fog node allocation effect is improved , and 
the fog node usage ratio is increased . 
[ 0120 ] This application further provides a video - on 
demand application scenario applying the above fog node 
scheduling method . As shown in FIG . 5 , application of the 
fog node scheduling method to the application scenario is as 
below : 

[ 0121 ] S502 . Initiate a video - on - demand fog node schedul 
ing request to a server through a client . 
[ 0122 ] The server is a scheduling server . 
[ 0123 ] S504a . Locally inquire candidate fog nodes with 
videos on demand through the server when video informa 
tion related to the videos on demand , related information of 
fog nodes and a mapping relation between the videos and the 
fog nodes are locally cached . 
[ 0124 ] S504b . Enable an index server to inquire candidate 
fog nodes with the videos on demand through the server 
when the video information related to the videos on demand , 
the related information of the fog nodes and the mapping 
relation between the videos and the fog nodes are not locally 
cached . 
[ 0125 ] S506 . Filter the candidate fog nodes through the 
server according to network information and P2P communi 
cation information of the candidate fog nodes to obtain effec 
tive fog nodes . 
[ 0126 ] S508 . Schedule the effective fog nodes through the 
server according to real - time upload bandwidth values of the 
fog nodes to obtain a scheduling result . 
[ 0127 ] S510 . Feed the scheduling result back to the client 
through the server . 
[ 0128 ] S512 . Download demand data from scheduled tar 
get fog nodes through the client according to the scheduling 
result . 
[ 0129 ] Different target fog nodes correspond to different 
service flows if the real - time upload bandwidth values are 
different . 
[ 0130 ] As shown in FIG . 6 , this application further pro 
vides a fog node scheduling system composed of a client , a 
fog node , a scheduling server , an index server and an infor 
mation acquisition server . The scheduling server is provided 
with a scheduling module , the index server is provided with 
an index module , and the information acquisition server is 
provided with a fog node information collection module . 
[ 0131 ] A working principle of the system is as below : 
heartbeat communication is periodically performed between 
the fog node and the information collection module , and 
real - time load information is periodically reported to the 
information collection module . The information collection 
module synchronously sends the load information to the 
index module after collecting the load information of the 
fog node . When the client initiates a fog node scheduling 
request , the scheduling module inquires the index module 
for a resource requested at present , obtains all fog nodes 
with the resource , and makes a reasonable fog node schedul 
ing decision according to their respective fog node P2P con 
nectivity , network information and the load information . 
[ 0132 ] Then , the scheduling module , the index module and 
the information collection module are respectively 
described : 

a 

Information Collection Module 

2 

[ 0133 ] The information collection module is configured to 
collect the real - time load information of the fog node . 
[ 0134 ] The fog node periodically reports self real - time 
information , and specific reported information includes fog 
node ID , an equipment supplier of the fog node , a memory 
usage situation of the fog node , an internal memory usage 
situation of the fog node , an upload bandwidth of the fog 
node and other real - time information . For PCDN , a real 
time upload bandwidth value on each network line on the 
fog node is mostly focused at present and is processed 
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through a least square method to compute an upload band 
width predicted value at next sampling time , and the upload 
bandwidth predicted value is synchronously sent to the index 
module . 

Index Module 

[ 0135 ] All resource information in fog computing service 
are stored in the index module and includes a resource file 
name , a resource ID , a resource file size , a file check code , 
etc .; and in addition , related information of all on - line fog 
nodes is further stored and includes equipment information 
of the fog nodes , network information , load information , etc. 
[ 0136 ] The index module further maintains a mapping 
relation between the resource and the fog nodes , and thus 
for a filel of a certain resource , the scheduling module can 
inquire the fog nodes with the filel of the resource , thereby 
rapidly determining a range for current fog node scheduling . 

a 

Scheduling Module 

abnormal network information are filtered out , and then the 
remaining candidate fog nodes are effective fog nodes . 
[ 0142 ] After the filtering operation , the scheduling logic 
module performs scheduling decision making on the effec 
tive fog nodes remaining after filtering according to real 
time load information to obtain final scheduling result . 
Before scheduling , whether the real - time load information 
of the effective fog nodes is newest information or not is 
checked firstly , and if updating is needed , the newest real 
time load information is called from the index module . 
[ 0143 ] The scheduling logic module makes a final fog 
node scheduling decision according to the real - time load 
information of the effective fog nodes . In the scheduling pro 
cess , a characteristic value of each effective fog node is com 
puted firstly , and specific steps for computing the character 
istic values include : 

[ 0144 ] 1 ) Compute a weight of each effective fog node 
according to an upload_capacity ( kbit / s ) of each effec 
tive fog node , where a computational formula : weight = 
upload_capacity / 45000 . 

[ 0145 ] 2 ) Select a random variable X from a section 
[ 0,1 ] , namely XeU ( 0,1 ) and compute the characteristic 
value m of each effective fog node , where a computa 
tional formula of the characteristic value m : right / x . 

[ 0146 ] After the characteristic values m of all the effective 
fog nodes are computed , the effective fog nodes are ranked 
according to the characteristic values m from high to low , 
thereby obtaining an effective fog node sequence L. 
[ 0147 ] Distribution probability p of each effective fog 
node is computed according to the effective fog node 
sequence L , and whether the effective fog nodes need to be 
allocated or not is judged according to the distribution prob 
ability . For example , if the distribution probability p of a 
certain effective fog node is 0.61 at present , the effective 
fog node has 61 % chance of being allocated . When the allo 
cated fog nodes conform to the number of scheduled and 
configured nodes , a scheduling process is stopped , and the 
selected effective fog nodes serve as a scheduling result to be 
sent back to the client . The effective fog nodes selected 
according to the distribution probability p are the target fog 
nodes in the above embodiment . 
[ 0148 ] For distribution probability calculation , there are 
two types of fog nodes including single - line fog nodes and 
multi - line aggregated fog nodes in a current fog computing 
service . A distribution probability computational formula of 
the fog nodes : 

[ 0137 ] The scheduling module includes following parts : 1 ) 
a message processing module configured to receive , send 
and process the fog node scheduling request and perform 
reply ; 2 ) a local cache module locally caching the inquired 
resource information and part of information of the fog 
nodes so as to reduce a load of the index module , where , 
the part of information is the equipment information of the 
fog nodes and the network information ; and 3 ) a scheduling 
logic module for selecting and scheduling the fog nodes . 
[ 0138 ] After receiving the fog node scheduling request , the 
scheduling module firstly checks whether the resource 
assigned by the current fog node scheduling request hits a 
local cache or not ; and if the resource requested by the cur 
rent fog node scheduling request does not hit the local cache , 
an inquiry request related to the resource information is 
initiated to the index module , and after the resource informa 
tion is inquired , the index module is inquired about related 
information of the fog nodes with the resource . After two 
time inquiry , the scheduling module organizes two - time 
inquiry results , establishes the mapping relation between 
the resource and the fog nodes and caches the mapping rela 
tion in the local cache module . After the resource requested 
by the current fog node scheduling request hits the local 
cache , needed information is directly read from the local 
cache for scheduling decision making . 
[ 0139 ] After the resource information is acquired , the sche 
duling logic module performs preliminary screening on the 
fog nodes according to a current scheduling decision making 
rule . During preliminary fog node screening , the candidate 
fog nodes with the resource are screened according to a fog 
node network operator screening strategy , a fog node sup 
plier screening strategy , a fog node area screening strategy 
to obtain a primary selection result of the fog nodes . 
[ 0140 ] The scheduling logic module filters the primary 
selection result of the fog nodes to remove the unusable 
fog nodes . When the fog nodes are filtered , whether equip 
ment information and network information of the current fil 
tered candidate fog nodes need to be updated or not is 
checked , and newest equipment information and network 
information are called from the index module for the candi 
date fog nodes with the information needing to be updated . 
[ 0141 ] During filtering operation , the fog nodes unable to 
perform P2P communication with the client are filtered out 
of all the candidate fog nodes , in addition , the fog nodes with 

m = 

Po 
p = ( 1 – Po ) ek * n + Po 

[ 0149 ] PO is initial distribution probability of the target fog 
nodes and is 0.9 as default ; k is a probability parameter , and 
k is maintained for each line of the fog nodes and may be 
adjusted in real time ; and n is a current upload bandwidth 
usage ratio of the fog nodes , and calculation modes are dif 
ferent for two kinds of different fog nodes . 
[ 0150 ] For distribution probability calculation , the sche 
duling logic module may sequentially compute the distribu 
tion probability p of each fog node according to the effective 
fog node sequence L. For different types of fog nodes , there 
are two calculation modes : 
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1 ) Single - Line Fog Nodes 

[ 0151 ] For the single - line fog nodes , an upload bandwidth 
usage ratio n of the single - line fog nodes may be computed 
according to a computational formula : n = ( a real - time upload 
bandwidth value of each fog node ) / ( an upload_capacity 
value of each fog node ) . 
2 ) Multi - Line Aggregated Fog Nodes 
[ 0152 ] Firstly , two lines are randomly selected as alterna 
tives from all lines of the fog nodes . Assuming that a linel 
and a line2 are randomly selected , upload bandwidth usage 
ratios : nl = ( a real - time upload bandwidth value of the fog 
node linel ) / ( an upload capacity of the fog node linel ) and 
m2 = ( a real - time upload bandwidth value of the fog node 
line2 ) / ( an upload capacity of the fog node line2 ) of the 
two lines are computed correspondingly . The distribution 
probability of the two lines may be computed by inputting 
a probability parameter kl of the linel and a probability 
parameter k2 of the line2 into the distribution probability 
computational formula of the fog nodes , and the distribution 
probability computational formula : 

P1 
Po 

( ( 1 - pole kix + po ) 

P2 Po 

( 1 - Po ) e * 2 * 1 ) + po ) xn2 

[ 0166 ] S704 . Judge whether a cache is hit or not when 
the scheduling module receives the fog node scheduling 
request . If the cache is not hit , an index module is 
inquired about resource information . 

[ 0167 ] S706 . Return the resource information through 
the index module . 
[ 0168 ] The fog nodes with a resource requested by the 

fog node scheduling request can be determined 
according to the resource information . 

[ 0169 ] S708 . Inquire static information of candidate fog 
nodes with the resource through the scheduling module . 
[ 0170 ] The static information refers to network infor 
mation of the candidate fog nodes and P2P commu 
nication information with the client . 

[ 0171 ] S710 . Return the static information of the candi 
date fog nodes through the index module . 

[ 0172 ] $ 712 . Construct and cache a mapping relation 
according to the resource information and the static 
information through the scheduling module . 

[ 0173 ] $ 714 . Screen the candidate fog nodes with the 
resource to obtain effective fog nodes through the sche 
duling module . 

[ 0174 ] S716 . Inquire updated static information through 
the scheduling module if the static information is out of 
date . 

[ 0175 ] S718 . Return the updated static information 
through the index module . 

[ 0176 ] S720 . Perform filtering according to the updated 
static information through the scheduling module . 

[ 0177 ] S722 . Acquire load information of the effective 
fog nodes through the scheduling module . 

[ 0178 ] S724 . Return the load information through the 
index module . 

[ 0179 ] S726 . Compute distribution probability accord 
ing to the load information through the scheduling mod 
ule , determine allocated target fog nodes based on the 
distribution probability and obtain a scheduling result . 

[ 0180 ] $ 728 . Return the scheduling result through the 
scheduling module so as to acquire the resource from 
the target fog nodes according to the scheduling result . 

[ 0181 ] Through a solution of the above scheme , fog com 
puting service reliability and usability can be improved on a 
scheduling side , and meanwhile the usage ratio of the fog 
nodes is improved as much as possible by guaranteeing 
that the fog nodes are not overloaded . 
[ 0182 ] It is to be understood that , although the steps in the 
flowcharts of FIG . 2 , FIG . 4 , FIG . 5 , and FIG . 7 are sequen 
tially displayed according to indication of arrows , the steps 
are not necessarily sequentially performed in the sequence 
indicated by the arrows . Unless clearly specified in this spe 
cification , there is no strict sequence limitation on the execu 
tion of the steps , and the steps may be performed in another 
sequence . Moreover , at least some of the steps in FIG . 2 , 
FIG . 4 , and FIG . 5 to FIG . 7 may include a plurality of 
steps or a plurality of stages . These steps or stages are not 
necessarily performed at the same moment , but may be per 
formed at different times . These steps or stages are not 
necessarily executed sequentially , but may be performed 
with at least one part of the other steps or steps of other 
steps or stages in turn . 
[ 0183 ] In an embodiment , as shown in FIG . 8 , a fog node scheduling apparatus is provided and may adopt a software 
module or hardware module or combination of the software 
module and the hardware module to become a part of a com 
puter device , and the apparatus specifically includes : a 

[ 0153 ] Then , the line with the higher probability is selected 
to represent the effective fog node . If pl > p2 , the linel is 
selected for representing the effective fog node at the time ; 
and meanwhile , the distribution probability pl of the linel 
serves as the distribution probability of the fog node and 
accordingly serves as a basis for node scheduling . 
[ 0154 ] Probability parameter maintenance or adjustment : a 
probability parameter k is maintained for each line of the fog 
nodes and may be adjusted in real time . In other words , the 
scheduling module maintains a real - time probability para 
meter k for each network line , where k is a nonnegative num 
ber . A probability parameter adjusting algorithm is as below : 

[ 0155 ] 1 ) An upload bandwidth usage ratio predicted 
value n ' at next sampling time is computed through a 
least square method according to upload bandwidth 
usage ratios of the lines one minute ago . Whether initial 
probability parameters need to be adjusted or not is 
judged according to the predicted value n ' , where an 
adjustment step is equal to 0.01 . 

[ 0156 ] 2 ) Assuming that the initial probability parameter 
is ko , a probability parameter adjusting process is as 
below : 
[ 0157 ] when n ' < 60 % , k = k0-35 x 0.01 ; 
[ 0158 ] when 60 % < n ' < 75 % , k = k0- 5 x 0.01 ; 
[ 0159 ] when 75 % < n ' < 95 % , k = kO- 0.01 ; 
[ 0160 ] when 95 % < 7 ' < 105 % , k is not changed ; 
[ 0161 ] when 105 % < » ' < 125 % , k = k0 + 0.01 ; 
[ 0162 ] when 125 % < » ' < 150 % , k = k0 +5 x 0.01 ; and 
[ 0163 ] When 9 ' > 150 % , k = k0 + 10 x 0.01 . 

[ 0164 ] As an example , for a fog node scheduling process , 
refer to FIG . 7 , and the specific steps are as below : 

[ 0165 ) S702 . Send a fog node scheduling request to a 
scheduling module through a client . 

a 

2 
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2 2 search module 802 , a filter module 804 , an acquisition mod 
ule 806 , a scheduling module 808 and a feedback module 
810 , where 

[ 0184 ] the search module 802 is configured to search for 
candidate fog nodes storing a resource requested by a 
fog node scheduling request when the fog node schedul 
ing request initiated by a client is received ; 

[ 0185 ] the filter module 804 is configured to perform 
effectiveness filtration on the candidate fog nodes to 
obtain effective fog nodes ; 

[ 0186 ] the acquisition module 806 is configured to 
acquire collected load information of the effective fog 
nodes ; 

[ 0187 ] the scheduling module 808 is configured to per 
form scheduling in the effective fog nodes based on the 
load information to obtain a scheduling result , and the 
scheduling result includes an identification of a target 
fog node obtained through scheduling and service flow 
allocated to the target fog node ; and 

[ 0188 ] the feedback module 810 is configured to return 
the scheduling result to the client so that the client can 
acquire the resource from the target fog node according 
to the identification and the service flow . 

[ 0189 ] In an embodiment , a search module 802 is further 
configured to acquire resource information of a resource 
requested by a fog node scheduling request , and search for 
mapped fog node information with the resource information 
as an index based on a pre - stored mapping relation from 
resource information to fog node information to obtain can 
didate fog nodes . 
[ 0190 ] In an embodiment , a search module 802 is further 
configured to acquire locally - cached resource information 
according to a fog node scheduling request when the 
resource information corresponding to the fog node schedul 
ing request is locally cached , send an inquiry request to an 
index server when no resource information corresponding to 
the fog node scheduling request is locally cached , thereby 
enabling the index server to inquire the resource information 
corresponding to the resource based on the inquiry request , 
and receive the resource information fed back by the index 

a 

nodes are ensured to have load capacity by obtaining load 
information of the effective fog nodes and obtaining a sche 
duling result through scheduling in the effective fog nodes 
based on the load information , and accordingly , a user can 
obtain the available fog nodes with the load capacity . The 
scheduling result is fed back to the client so that the client 
can acquire the resource from a target fog node according to 
the identification in the scheduling result and the service 
flow , and since all the scheduled fog nodes are available 
and have load capacity , the service for the user can be 
ensured to be reliably and stably proceeded when the client 
acquires the resource , and service reliability and stability are 
improved 
[ 0196 ] In an embodiment , a scheduling module 808 is 
further configured to rank effective fog nodes according to 
load information to obtain an effective fog node sequence , 
compute distribution probability of the fog nodes in the 
effective fog node sequence , and perform scheduling on the 
effective fog node sequence according to the distribution 
probability to obtain a scheduling result . 
[ 0197 ] In an embodiment , a scheduling module 808 is 
further configured to compute a weight of each effective 
fog node based on upload_capacity , select a variable value 
in a preset section , compute a characteristic value of each 
effective fog node according to the weight and the variable 
value , and rank the effective fog nodes according to the char 
acteristic values . 
[ 0198 ] In an embodiment , load information includes an 
upload_capacity and a real - time upload bandwidth value ; 
and a scheduling module 808 is further configured to acquire 
initial distribution probability of fog nodes in an effective 
fog node sequence , a real - time bandwidth usage ratio of 
each fog node in the effective fog node sequence is com 
puted based on the upload_capacity and the real - time upload 
bandwidth value ; and distribution probability of each fog 
node in the effective fog node sequence is computed accord 
ing to the initial distribution probability , the real - time band 
width usage ratio and target probability parameters . 
[ 0199 ] In an embodiment , a scheduling module 808 is 
further configured to input initial distribution probability , a 
real - time bandwidth usage ratio and a target probability para 
meter into a distribution probability computational formula 
and compute distribution probability of fog nodes in an 
effective fog node sequence according to the distribution 
probability computational formula . The distribution prob 
ability computational formula : 

server . 

p = 
po 

( 1 – po ) etin + po kxn + 

[ 0191 ] In an embodiment , as shown in FIG . 9 , the appara 
tus further includes : 

[ 0192 ] a confirm module 812 configured to determine a 
network type of a network with candidate fog nodes , a 
supplier identification and a location before effective 
ness filtration is performed on the candidate fog nodes 
to obtain effective fog nodes ; and 

[ 0193 ] a screening module 814 configured to screen the 
effective fog nodes according to the network type , the 
supplier identification and the location to obtain the 
effective fog nodes remaining after screening . 

[ 0194 ] In an embodiment , a filter module 804 is further 
configured to acquire network information of candidate fog 
nodes , filter fog nodes corresponding to abnormal network 
information out of the candidate fog nodes , and filter the 
candidate fog nodes based on connectivity between the can 
didate fog nodes remaining after filtration and a client . 
[ 0195 ] In the above embodiment , when a fog node sche 
duling request initiated by the client is received , the candi 
date fog nodes with a resource requested by the fog node 
scheduling request are sought and then subjected to effec 
tiveness filtration so that the effective fog nodes can be 
obtained , and the scheduled fog nodes are ensured to be 
available effective fog nodes . In addition , the scheduled fog 

a 

[ 0200 ] po represents the initial distribution probability , k 
represents the target probability parameter , and y represents ? 
the real - time bandwidth usage ratio . 
[ 0201 ] In an embodiment , as shown in FIG . 9 , the appara 
tus further includes : 

[ 0202 ] an acquisition module 806 further configured to 
acquire bandwidth usage ratios of fog nodes in an effec 
tive fog node sequence within a target historical time 
period ; 

[ 0203 ] a computing module 816 configured to compute 
a bandwidth usage ratio predicted value at next sam 
pling time based on each bandwidth usage ratio ; and 

[ 0204 ] an adjustment module 818 configured to obtain 
target probability parameters according to the band 
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width usage ratio predicted values and adjustment on 
initial probability parameters by an adjustment factor . 

[ 0205 ] In an embodiment , a scheduling module 808 is 
further configured to compute a real - time bandwidth usage 
ratio of each single - line fog node based on an upload_capa 
city and a real - time upload bandwidth value when fog nodes 
in an effective fog node sequence are the single - line fog 
nodes , sequentially select at least two lines from lines corre 
sponding to multi - line aggregated fog nodes when fog nodes 
in the effective fog node sequence are the multi - line aggre 
gated fog nodes , respectively compute real - time bandwidth 
usage ratios of the at least two lines , and make the maximum 
real - time bandwidth usage ratio as the real - time bandwidth 
usage ratio corresponding to the multi - line aggregated fog 
nodes . 
[ 0206 ] In the above embodiment , after the effective fog 
nodes are ranked based on the characteristic values of the 
effective fog nodes to obtain the effective fog node sequence , 
the distribution probability of the fog nodes in the effective 
fog node sequence is computed . Then the effective fog node 
sequence is scheduled according to the distribution probabil 
ity so as to ensure that all the scheduled target fog nodes have 
load capacity so that the user can obtain the available fog 
nodes with the load capacity . Furthermore , when the client 
acquires the resources , reliable and stable proceeding of the 
service for the user can be ensured , and service reliability 
and stability are improved . In addition , during distribution 
probability calculation , the target probability parameters 
are adopted for calculation and change along with the band 
width usage ratio predicted values so that the computed dis 
tribution probability can be matched with the current upload 
bandwidth value , namely the higher the upload bandwidth 
value , the higher the distribution probability is , then , the 
probability of allocating the corresponding effective fog 
nodes to the client is higher , accordingly , the fog node allo 
cation effect is improved , and the fog node usage ratio is 
increased 
[ 0207 ] For a specific limitation on a fog node scheduling 
apparatus , refer to the limitation on the fog node scheduling 
method above . Details are not described herein again . Each 
module in the fog node scheduling apparatus may be imple 
mented in whole or in part by software , hardware , or a com 
bination thereof . The foregoing modules may be built in or 
independent of a processor of a computer device in a hard 
ware form , or may be stored in a memory of the computer 
device in a software form , so that the processor invokes and 
performs an operation corresponding to each of the fore 
going modules . 
[ 0208 ] In an embodiment , a computer device is provided . 
The computer device may be a server , and an internal struc 
ture diagram thereof may be shown in FIG . 10. The compu 
ter device includes a processor , a memory , and a network 
interface connected through a system bus . The processor of 
the computer device is configured to provide computing and 
control capabilities . The memory of the computer device 
includes a non - volatile storage medium and an internal mem 
ory . The non - volatile storage medium stores an operating 
system , computer - readable instructions , and a database . 
The internal memory provides an environment for running 
of the operating system and the computer - readable instruc 
tions in the non - volatile storage medium . A database of a 
computer device is configured to store load information , net 
work information and resource information . The network 
interface of the terminal is configured to communicate with 

an external terminal through a network connection . A com 
puter readable instruction is executed by a processor so as to 
achieve the fog node scheduling method . 
[ 0209 ] A person skilled in the art may understand that , the 
structure shown in FIG . 10 is only a block diagram of a part 
of a structure related to a solution of this application and does 
not limit the computer device to which the solution of this 
application is applied . Specifically , the computer device may 
include more or fewer members than those in the drawings , 
or include a combination of some members , or include dif 
ferent member layouts . 
[ 0210 ] In an embodiment , a computer device is provided , 
including a memory and a processor , the memory storing 
computer - readable instructions , the processor , when execut 
ing the computer - readable instructions , implementing the 
steps in the foregoing method embodiments . 
[ 0211 ] In an embodiment , a computer - readable storage 
medium is provided , storing computer - readable instructions , 
the computer - readable instructions , when executed by a pro 
cessor , implementing the steps in the foregoing method 
embodiments . 
[ 0212 ] In an embodiment , a computer program product is 
provided , where the computer program product includes 
computer - readable instructions , and the computer - readable 
instructions are stored in the computer - readable storage 
medium . The processor of the computer device reads the 
computer - readable instructions from the computer - readable 
storage medium , and the processor executes the computer 
readable instructions , to cause the computer device to per 
form the steps in the method embodiments . 
[ 0213 ] A person of ordinary skill in the art may understand 
that all or some of the procedures of the methods of the fore 
going embodiments may be implemented by computer - read 
able instructions instructing relevant hardware . The compu 
ter - readable instructions may be stored in a non - volatile 
computer - readable storage medium . When the computer 
readable instructions are executed , the procedures of the 
embodiments of the foregoing methods may be included . 
Any reference to a memory , a storage , a database , or another 
medium used in the embodiments provided in this applica 
tion may include at least one of a non - volatile memory and a 
volatile memory . The non - volatile memory may include a 
read - only memory ( ROM ) , a magnetic tape , a floppy disk , 
a flash memory , an optical memory , and the like . The volatile 
memory may include a random access memory ( RAM ) or an 
external cache . For the purpose of description instead of lim 
itation , the RAM is available in a plurality of forms , such as a 
static RAM ( SRAM ) or a dynamic RAM ( DRAM ) . 
[ 0214 Technical features of the foregoing embodiments 
may be randomly combined . To make description concise , 
not all possible combinations of the technical features in 
the foregoing embodiments are described . However , the 
combinations of these technical features shall be considered 
as falling within the scope recorded by this specification pro 
vided that no conflict exists . 
[ 0215 ] The foregoing embodiments only describe several 
implementations of this application , which are described 
specifically and in detail , but cannot be construed as a lim 
itation to the patent scope of this application . For a person of 
ordinary skill in the art , several transformations and 
improvements can be made without departing from the idea 
of this application . These transformations and improvements 
belong to the protection scope of this application . Therefore , 
the protection scope of this application is subject to the pro 
tection scope of the appended claims . In this application , the 

a 

a 
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term “ unit ” or “ module ” in this application refers to a com 
puter program or part of the computer program that has a 
predefined function and works together with other related 
parts to achieve a predefined goal and may be all or partially 
implemented by using software , hardware ( e.g. , processing 
circuitry and / or memory configured to perform the prede 
fined functions ) , or a combination thereof . Each unit or mod 
ule can be implemented using one or more processors ( or 
processors and memory ) . Likewise , a processor ( or proces 
sors and memory ) can be used to implement one or more 
modules or units . Moreover , each module or unit can be 
part of an overall module that includes the functionalities 
of the module or unit . 

2 

What is claimed is : 
1. A fog node scheduling method performed by a computer 

device , the method comprising : 
searching for candidate fog nodes storing a resource 

requested by a fog node scheduling request initiated by 
a client ; 

performing effectiveness filtration on the candidate fog 
nodes to obtain effective fog nodes having predefined 
connectivity with the client ; 

acquiring collected load information of the effective fog 
nodes ; 

performing scheduling in the effective fog nodes based on 
the load information to obtain a scheduling result , the 
scheduling result comprising an identification of a target 
fog node obtained through scheduling and service flow 
allocated to the target fog node ; and 

returning the scheduling result to the client , wherein the cli 
ent is configured to acquire the resource from the target 
fog node according to the identification and the service 
flow . 

2. The method according to claim 1 , wherein the searching 
for the candidate fog nodes storing the resource requested by 
the fog node scheduling request comprises : 

acquiring resource information of the resource requested by 
the fog node scheduling request ; 

acquiring a pre - stored mapping relation from the resource 
information to fog node information ; and 

searching for the fog node information based on the map 
ping relation and the resource information to obtain the 
candidate fog nodes . 

3. The method according to claim wherein the acquiring 
the resource information of the resource requested by the fog 
node scheduling request comprises : 

acquiring locally - cached resource information according to 
the fog node scheduling request when the resource infor 
mation corresponding to the fog node scheduling request 
is locally cached ; 

transmitting an inquiry request to an index server when no 
resource information corresponding to the fog node sche 
duling request is locally cached so as to enable the index 
server to inquire the resource information corresponding 
to the resource based on the inquiry request ; and 

receiving the resource information fed back by the index 
server . 

4. The method according to claim 1 , wherein the method 
further comprises : 

determining a network type of a network with the candidate 
fog nodes , a supplier identification and a location , and 

screening the effective fog nodes according to the network 
type , the supplier identification and the location to obtain 
the effective fog nodes . 

5. The method according to claim 1 , wherein the performing 
effectiveness filtration on the candidate fog nodes comprises : 

acquiring network information of the candidate fog nodes ; 
eliminating fog nodes corresponding to abnormal network 

information from the candidate fog nodes , and 
filtering the remaining candidate fog nodes based on peer 

to - peer ( P2P ) connectivity between the remaining candi 
date fog nodes and the client . 

6. The method according to claim 1 , wherein the performing 
scheduling in the effective fog nodes based on the load infor 
mation to obtain the scheduling result comprises : 

ranking the effective fog nodes according to the load infor 
mation to obtain an effective fog node sequence ; 

computing distribution probability of the fog nodes in the 
effective fog node sequence ; and 

performing scheduling on the effective fog node sequence 
according to the distribution probability to obtain the 
scheduling result . 

7. The method according to claim 6 , wherein the load infor 
mation comprises an upload_capacity ; and the ranking the 
effective fog nodes according to the load information 
comprises : 
computing a weight of each effective fog node based on the 

upload_capacity ; 
selecting a variable value in a preset section ; 
computing a characteristic value of each effective fog node 

according to the weight and the variable value ; and 
ranking the effective fog nodes according to the character 

istic values . 
8. The method according to claim 6 , wherein the load infor 

mation comprises the upload_capacity and a real - time upload 
bandwidth value ; and the computing the distribution probabil 
ity of the fog nodes in the effective fog node sequence 
comprises : 

acquiring initial distribution probability of each fog node in 
the effective fog node sequence ; 

computing a real - time bandwidth usage ratio of each fog 
node in the effective fog node sequence based on the 
upload capacity and the real - time upload bandwidth 
value ; and computing the distribution probability of 
each fog node in the effective fog node sequence accord 
ing to the initial distribution probability , the real - time 
bandwidth usage ratio and target probability parameters . 

9. The method according to claim 8 , wherein the computing 
the distribution probability of each fog node in the effective 
fog node sequence according to the initial distribution prob 
ability , the real - time bandwidth usageratio and the target prob 
ability parameters comprises : 

computing the distribution probability of each fog node in 
the effective fog node sequence with the initial distribu 
tion probability , the real - time bandwidth usage ratio and 
the target probability parameters as parameters in a dis 
tribution probability computational formula , the distribu 
tion probability computational formula being : 

? 

Po p = 
( 1– Po let kxn + Po 

po representing the initial distribution probability , k repre 
senting the target probability parameter , and n represent 
ing the real - time bandwidth usage ratio . 

10. The method according to claim 8 , further comprising : 
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scheduling request is locally cached so as to enable the 
index server to inquire the resource information corre 
sponding to the resource based on the inquiry request ; and 

receiving the resource information fed back by the index 
server . 

2 

acquiring bandwidth usage ratios of the fog nodes in the 
effective fog node sequence within a target historical 
time period ; 

computing a bandwidth usage ratio predicted value at next 
sampling time based on each bandwidth usage ratio ; and obtaining the target probability parameters according to the 
bandwidth usage ratio predicted values and adjustment 
on initial probability parameters by an adjustment factor . 

11. The method according to claim 8 , wherein the comput 
ing the real - time bandwidth usage ratio of each fog node in the 
effective fog node sequence based on the upload_capacity and 
the real - time upload bandwidth value comprises : 

computing the real - time bandwidth usage ratio of each sin 
gle - line fog node based on the upload_capacity and the 
real - time upload bandwidth value when fog nodes in the 
effective fog node sequence are the single - line fog nodes , 
and 

sequentially selecting at least two lines from lines corre 
sponding to multi - line aggregated fog nodes when fog 
nodes in the effective fog node sequence are the multi 
line aggregated fog nodes , respectively computing real 
time bandwidth usage ratios of the at least two lines , and 
making the maximum real - time bandwidth usage ratio as 
the real - time bandwidth usage ratio corresponding to the 
multi - line aggregated fog nodes . 

12. A computer device , comprising a memory and a proces 
sor , the memory storing computer - readable instructions that , 
when executed by the processor , cause the computer device to 
implement a fog node scheduling method comprising : 

searching for candidate fog nodes storing a resource 
requested by a fog node scheduling request initiated by 
a client ; 

performing effectiveness filtration on the candidate fog 
nodes to obtain effective fog nodes having predefined 
connectivity with the client ; 

acquiring collected load information of the effective fog 
nodes ; 

performing scheduling in the effective fog nodes based on 
the load information to obtain a scheduling result , the 
scheduling result comprising an identification of a target 
fog node obtained through scheduling and service flow 
allocated to the target fog node ; and 

returning the scheduling result to the client , wherein the cli 
ent is configured to acquire the resource from the target 
fog node according to the identification and the service 
flow . 

13. The computer device according to claim 12 , wherein the 
searching for the candidate fog nodes storing the resource 
requested by the fog node scheduling request comprises : 

acquiring resource information of the resource requested by 
the fog node scheduling request ; 

acquiring a pre - stored mapping relation from the resource 
information to fog node information , and 

searching for the fog node information based on the map 
ping relation and the resource information to obtain the 
candidate fog nodes . 

14. The computer device according to claim 13 , wherein the 
acquiring the resource information of the resource requested 
by the fog node scheduling request comprises : 

acquiring locally - cached resource information according to 
the fog node scheduling request when the resource infor 
mation corresponding to the fog node scheduling request 
is locally cached ; 

transmitting an inquiry request to an index server when no 
resource information corresponding to the fog node 

15. The computer device according to claim 12 , wherein the 
method further comprises : 

determining a network type of a network with the candidate 
fog nodes , a supplier identification and a location ; and 

screening the effective fog nodes according to the network 
type , the supplier identification and the location to obtain 
the effective fog nodes . 

16. The computer device according to claim 12 , wherein the 
performing effectiveness filtration on the candidate fog nodes 
comprises : 

acquiring network information of the candidate fog nodes ; 
eliminating fog nodes corresponding to abnormal network 

information from the candidate fog nodes , and 
filtering the remaining candidate fog nodes based on peer 

to - peer ( P2P ) connectivity between the remaining candi 
date fog nodes and the client . 

17. The computer device according to claim 12 , wherein the 
performing scheduling in the effective fog nodes based on the 
load information to obtain the scheduling result comprises : 

ranking the effective fog nodes according to the load infor 
mation to obtain an effective fog node sequence ; 

computing distribution probability of the fog nodes in the 
effective fog node sequence ; and 

performing scheduling on the effective fog node sequence 
according to the distribution probability to obtain the 
scheduling result 

18. A non - transitory computer - readable storage medium , 
storing computer - readable instructions that , when executed 
by a processor of a computer device , cause the computer 
device to implement a fog node scheduling method 
comprising 

searching for candidate fog nodes storing a resource 
requested by a fog node scheduling request initiated by 
a client ; 

performing effectiveness filtration on the candidate fog 
nodes to obtain effective fog nodes having predefined 
connectivity with the client ; 

acquiring collected load information of the effective fog 
nodes ; 

performing scheduling in the effective fog nodes based on 
the load information to obtain a scheduling result , the 
scheduling result comprising an identification of a target 
fog node obtained through scheduling and service flow 
allocated to the target fog node ; and 

returning the scheduling result to the client , wherein the cli 
ent is configured to acquire the resource from the target 
fog node according to the identification and the service 
flow . 

19. The non - transitory computer - readable storage medium 
according to claim 18 , wherein the searching for the candidate 
fog nodes storing the resource requested by the fog node sche 
duling request comprises : 

acquiring resource information of the resource requested by 
the fog node scheduling request ; 

acquiring a pre - stored mapping relation from the resource 
information to fog node information , and 
searching for the fog node information based on the map 

ping relation and the resource information to obtain the 
candidate fog nodes . 

20. The non - transitory computer - readable storage medium 
according to claim 19 , wherein the acquiring the resource 

2 
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information of the resource requested by the fognode schedul 
ing request comprises : 

acquiring locally - cached resource information according to 
the fog node scheduling request when the resource infor 
mation corresponding to the fog node scheduling request 
is locally cached ; 

transmitting an inquiry request to an index server when no 
resource information corresponding to the fog node sche 
duling request is locally cached so as to enable the index 
server to inquire the resource information corresponding 
to the resource based on the inquiry request ; and 

receiving the resource information fed back by the index 
server . 

* * * * * 


