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Description

BACKGROUND

[0001] Video games may use controllers that generate
rich data streams. For example, a depth camera may be
used to generate a control signal for a video game. A
depth camera generates a three-dimensional image of
the space viewed by the camera. Other rich data streams
include video and audio data. Player movement within
the three-dimensional image may be detected and inter-
preted, perhaps in conjunction with other input data, to
manipulate a video game.
[0002] WO2005061068 teaches that interactive video
may involve user controlled characters. Additional inter-
action in broadcast interactive video may be provided by
using video objects and detecting any coincidence be-
tween a user controlled character and the video objects.
If coincidence is detected, an event may be triggered.
Such an event may involve device control of the user
controlled character.
[0003] WO9932990 teaches a software agent is a func-
tional part of a user-interactive software application run-
ning on a data processing system. The agent creates a
user-perceptible effect in order to mask latency present
in delivery of data to the user. The agent creates the
effect employing cinematographic techniques.
[0004] EP2340877 teaches an rich input sensor device
having direct access to an IP-based network, in particular
to the Internet, for transmitting sensor signals or data
derived thereof as user-related input data via the IP-
based network to a remote computing device or server,
preferably to a cloud of servers, which then process these
input data for controlling the running entertainment pro-
gram.

SUMMARY

[0005] According to aspects of the present invention
there is provided a method and media as defined in the
accompanying claims.
[0006] This summary is provided to introduce a selec-
tion of concepts in a simplified form that are further de-
scribed below in the detailed description. This summary
is not intended to identify key features or essential fea-
tures of the claimed subject matter, nor is it intended to
be used in isolation as an aid in determining the scope
of the claimed subject matter.
[0007] Embodiments of the present invention split
game processing and rendering between a client and a
game server. A rendered video game image is received
from a game server and combined with a rendered image
generated by the game client to form a single video game
image that is presented to a user. Game play may be
controlled using a rich sensory input, such audio data
conveying speech and three-dimensional image data
generated by a depth camera, or other device capable
of generating three-dimensional image data. The three-

dimensional image data describes the shape, size, and
orientation of objects present in a play space. The play
space is the area in which players are present and viewed
by the input device.
[0008] The rich sensory input is received by a client
device and then communicated to a game server, poten-
tially with some preprocessing, and is also consumed
locally on the client, at least in part. In one embodiment,
latency sensitive features are the only features proc-
essed on the client and rendered on the client. For ex-
ample, an avatar that moves in response to user actions
captured in the three-dimensional image data may be
rendered on the client while the rest of the video game
image is rendered on the server. In addition to an avatar,
latency sensitive game features, such as manipulation
of real or virtual game objects that move in response to
a user’s movements, may also be rendered on the client.
For example, if an avatar is holding a baseball bat, the
baseball bat held by the avatar may also be rendered by
the client. Where multiple players are located in view of
the control input device, multiple avatars or game fea-
tures directly linked to the multiple players may be client
rendered. In a remote multi-game player setting where
other players are connected via a network and are not in
the same geographic location or play space, then the
other player’s avatars are rendered on the server.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] Embodiments of the invention are described in
detail below with reference to the attached drawing fig-
ures, wherein:

FIG. 1 is a block diagram of an exemplary computing
environment suitable for implementing embodi-
ments of the invention;
FIG. 2 is a diagram of online gaming environment,
in accordance with an embodiment of the present
invention;
FIG. 3 is a diagram of a remote gaming computing
environment, in accordance with an embodiment of
the present invention;
FIG. 4 is a diagram of a gaming interface generated
using a rich data stream, in accordance with an em-
bodiment of the present invention;
FIG. 5 is diagram illustrating compositing three ren-
dered images are illustrated, in accordance with an
embodiment of the present invention;
FIG. 6 is a diagram illustrating data flow through a
split rendering process, in accordance with an em-
bodiment of the present invention;
FIG. 7 is a flow chart showing a method of enabling
game play over a remote connection using a data
rich input device, in accordance with an embodiment
of the present invention;
FIG. 8 is a flow chart showing a method of enabling
game play over a remote connection using a data
rich input device, in accordance with an embodiment
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of the present invention; and
FIG. 9 is a flow chart showing a method of enabling
game play over a remote connection using a data
rich input device, in accordance with an embodiment
of the present invention.

DETAILED DESCRIPTION

[0010] The subject matter of embodiments of the in-
vention is described with specificity herein to meet stat-
utory requirements. However, the description itself is not
intended to limit the scope of this patent. Rather, the in-
ventors have contemplated that the claimed subject mat-
ter might also be embodied in other ways, to include dif-
ferent steps or combinations of steps similar to the ones
described in this document, in conjunction with other
present or future technologies. Moreover, although the
terms "step" and/or "block" may be used herein to con-
note different elements of methods employed, the terms
should not be interpreted as implying any particular order
among or between various steps herein disclosed unless
and except when the order of individual steps is explicitly
described.
[0011] Embodiments of the present invention split
game processing and rendering between a client and a
game server. A rendered video game image is received
from a game server and combined with a rendered image
generated by the game client to form a single video game
image that is presented to a user. Game play may be
controlled using a rich sensory input, such audio data
conveying speech and three-dimensional image data
generated by a depth camera, or other device capable
of generating three-dimensional image data. The three-
dimensional image data describes the shape, size, and
orientation of objects present in a play space. The play
space is the area in which players are present and viewed
by the input device.
[0012] The rich sensory input is received by a client
device and then communicated to a game server, poten-
tially with some preprocessing, and is also consumed
locally on the client, at least in part. In one embodiment,
latency sensitive features are the only features proc-
essed on the client and rendered on the client. For ex-
ample, an avatar that moves in response to user actions
captured in the three-dimensional image data may be
rendered on the client while the rest of the video game
image is rendered on the server. In addition to an avatar,
latency sensitive game features, such as manipulation
of real or virtual game objects that move in response to
a user’s movements, may also be rendered on the client.
For example, if an avatar is holding a baseball bat, the
baseball bat held by the avatar may also be rendered by
the client. Where multiple players are located in view of
the control input device, multiple avatars or game fea-
tures directly linked to the multiple players may be client
rendered. In a remote multi-game player setting where
other players are connected via a network and are not in
the same geographic location or play space, then the

other player’s avatars are rendered on the server.
[0013] Embodiments of the present invention split
game processing and rendering between a client and a
game server. A rendered video game image is received
from a game server and combined with a rendered image
generated by the game client to form a single video game
image that is presented to a user. Game play may be
controlled using a rich sensory input, such audio data
conveying speech and three-dimensional image data
generated by a depth camera, or other device capable
of generating three-dimensional image data. The three-
dimensional image data describes the shape, size, and
orientation of objects present in a play space. The play
space is the area in which players are present and viewed
by the input device.
[0014] The rich sensory input is received by a client
device and then communicated to a game server, poten-
tially with some preprocessing, and is also consumed
locally on the client, at least in part. In one embodiment,
latency sensitive features are the only features proc-
essed on the client and rendered on the client. For ex-
ample, an avatar that moves in response to user actions
captured in the three-dimensional image data may be
rendered on the client while the rest of the video game
image is rendered on the server. In addition to an avatar,
latency sensitive game features, such as manipulation
of real or virtual game objects that move in response to
a user’s movements, may also be rendered on the client.
For example, if an avatar is holding a baseball bat, the
baseball bat held by the avatar may also be rendered by
the client. Where multiple players are located in view of
the control input device, multiple avatars or game fea-
tures directly linked to the multiple players may be client
rendered. In a remote multi-game player setting where
other players are connected via a network and are not in
the same geographic location or play space, then the
other player’s avatars are rendered on the server.
[0015] Having briefly described an overview of embod-
iments of the invention, an exemplary operating environ-
ment suitable for use in implementing embodiments of
the invention is described below.

Exemplary Operating Environment

[0016] Referring to the drawings in general, and initially
to FIG. 1 in particular, an exemplary operating environ-
ment for implementing embodiments of the invention is
shown and designated generally as computing device
100. Computing device 100 is but one example of a suit-
able computing environment and is not intended to sug-
gest any limitation as to the scope of use or functionality
of the invention. Neither should the computing device
100 be interpreted as having any dependency or require-
ment relating to any one or combination of components
illustrated.
[0017] The invention may be described in the general
context of computer code or machine-useable instruc-
tions, including computer-executable instructions such
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as program components, being executed by a computer
or other machine, such as a personal data assistant or
other handheld device. Generally, program components,
including routines, programs, objects, components, data
structures, and the like, refer to code that performs par-
ticular tasks, or implements particular abstract data
types. Embodiments of the invention may be practiced
in a variety of system configurations, including handheld
devices, consumer electronics, general-purpose com-
puters, specialty computing devices, etc. Embodiments
of the invention may also be practiced in distributed com-
puting environments where tasks are performed by re-
mote-processing devices that are linked through a com-
munications network.
[0018] With continued reference to FIG. 1, computing
device 100 includes a bus 110 that directly or indirectly
couples the following devices: memory 112, one or more
processors 114, one or more presentation components
116, input/output (I/O) ports 118, I/O components 120,
and an illustrative power supply 122. Bus 110 represents
what may be one or more busses (such as an address
bus, data bus, or combination thereof). Although the var-
ious blocks of FIG. 1 are shown with lines for the sake
of clarity, in reality, delineating various components is
not so clear, and metaphorically, the lines would more
accurately be grey and fuzzy. For example, one may con-
sider a presentation component such as a display device
to be an I/O component 120. Also, processors have mem-
ory. The inventors hereof recognize that such is the na-
ture of the art, and reiterate that the diagram of FIG. 1 is
merely illustrative of an exemplary computing device that
can be used in connection with one or more embodiments
of the invention. Distinction is not made between such
categories as "workstation," "server," "laptop," "handheld
device," etc., as all are contemplated within the scope of
FIG. 1 and reference to "computer" or "computing de-
vice."
[0019] Computing device 100 typically includes a va-
riety of computer-readable media. Computer-readable
media can be any available media that can be accessed
by computing device 100 and includes both volatile and
nonvolatile media, removable and non-removable me-
dia. By way of example, and not limitation, computer-
readable media may comprise computer storage media
and communication media. Computer storage media in-
cludes both volatile and nonvolatile, removable and non-
removable media implemented in any method or tech-
nology for storage of information such as computer-read-
able instructions, data structures, program modules or
other data.
[0020] Computer storage media includes RAM, ROM,
EEPROM, flash memory or other memory technology,
CD-ROM, digital versatile disks (DVD) or other optical
disk storage, magnetic cassettes, magnetic tape, mag-
netic disk storage or other magnetic storage devices.
Computer storage media does not comprise a propagat-
ed data signal.
[0021] Communication media typically embodies com-

puter-readable instructions, data structures, program
modules or other data in a modulated data signal such
as a carrier wave or other transport mechanism and in-
cludes any information delivery media. The term "mod-
ulated data signal" means a signal that has one or more
of its characteristics set or changed in such a manner as
to encode information in the signal. By way of example,
and not limitation, communication media includes wired
media such as a wired network or direct-wired connec-
tion, and wireless media such as acoustic, RF, infrared
and other wireless media. Combinations of any of the
above should also be included within the scope of com-
puter-readable media.
[0022] Memory 112 includes computer-storage media
in the form of volatile and/or nonvolatile memory. The
memory 112 may be removable, nonremovable, or a
combination thereof. Exemplary memory includes solid-
state memory, hard drives, optical-disc drives, etc. Com-
puting device 100 includes one or more processors 114
that read data from various entities such as bus 110,
memory 112 or I/O components 120. Presentation com-
ponent(s) 116 present data indications to a user or other
device. Exemplary presentation components 116 include
a display device, speaker, printing component, vibrating
component, etc. I/O ports 118 allow computing device
100 to be logically coupled to other devices including I/O
components 120, some of which may be built in. Illustra-
tive I/O components 120 include a microphone, joystick,
game pad, satellite dish, scanner, printer, wireless de-
vice, etc.

Exemplary Online Gaming Environment

[0023] Turning now to FIG. 2, an online gaming envi-
ronment 200 is shown, in accordance with an embodi-
ment of the present invention. The online gaming envi-
ronment 200 comprises various game clients connected
through a network 220 to a game service 230. Exemplary
game clients include a game console 210, a tablet 212,
and a personal computer 214. Use of other game clients,
such as smart phones and televisions, are also possible.
The game console 210 may have one or more game
controllers communicatively coupled to it. In one embod-
iment, the tablet 212 may act as an input device for a
game console 210 or a personal computer 214. In an-
other embodiment, the tablet 212 is a stand-alone game
client. Network 220 may be a wide area network, such
as the Internet.
[0024] The controllers associated with game console
210 include game pad 231, tablet 232, headset 236, and
depth camera 234. A game console may be associated
with control devices that generate both a rich data stream
and a basic data stream. Individual controllers are capa-
ble of generating different kinds of data streams and a
single controller could generate both a rich data stream
and an basic data stream.
[0025] The game pad 231 may be capable of generat-
ing basic control signals, such as those generated by
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button selections and joystick movement. Movement da-
ta such as that generated by accelerometers and gyros
within the game pad 231 may be examples of rich sensory
data. In some implementations, the movement data is
not considered a rich sensory data.
[0026] The classification of an input stream as rich or
basic depends on the latency caused to the game by
uploading the full control stream. Factors such as avail-
able bandwidth and client capabilities may affect the clas-
sification. In one embodiment, a data stream that adds
more than 80ms of roundtrip latency during communica-
tion to a game server is classified as rich. Roundtrip la-
tency refers to the total delay between the user providing
an input, such as pushing a button, and seeing the result
(e.g., avatar movement) of the input on the display. Un-
less otherwise specified in this disclosure, the term la-
tency refers to roundtrip latency. Thus, the terms latency
and roundtrip latency are used interchangeably. The
80ms of latency is in addition to latency added by baseline
processing on the client and server. Different games may
establish different latency standards. Further, different
game features may have different latency tolerance.
[0027] Embodiments of the present invention may
make a contextual determination of what constitutes a
rich data stream for a particular game, under particular
circumstances. Each game may have a roundtrip laten-
cy-sensitivity rating. The roundtrip latency-sensitive rat-
ing may be determined from user feedback collected from
test groups, or through another method, and associated
with the game. The latency sensitivity rating may be dif-
ferent for different game features or the same for the
entire game. For example, avatar movement may be giv-
en a different sensitivity rating than background move-
ment.
[0028] The rich or basic classification for each input
stream may be determined by identifying the latency sen-
sitivity rating for the present game, determining available
bandwidth, and determining client and server processing
capabilities. The various factors may be combined to de-
termine latency created for the control stream. If it is less
than the latency sensitivity rating then the control stream
is basic, if greater than the latency sensitivity rating then
rich.
[0029] In an embodiment, the latency associated with
a control stream is determined experimentally using a
test control input and test game response. The measured
latency is used to determine whether the control is basic
or rich.
[0030] When the control is determined to be rich via
experimentation or calculation, then client side preproc-
essing of the control stream may be used. Various pre-
processing methods are described in more detail subse-
quently. If the control is basic, then it is uploaded without
being transformed to a reduced control input, but it may
still be processed according to various transport proto-
cols and other processing involved in communicating the
control signal to the server. This other processing occurs
to both preprocessed and unprocessed control signals.

[0031] When certain features are latency sensitive,
then those features may be rendered on the client and
combined with rendered images received from the serv-
er. A feature may be latency sensitive regardless of the
control input. For example, avatar movement may be la-
tency sensitive regardless of the whether the avatar is
controlled using a depth camera or joystick.
[0032] The tablet 232 can be both a game controller
and a game client. Tablet 232 is shown coupled directly
to the game console 210, but the connection could be
indirect through the Internet or a subnet. In one embod-
iment, the game service 230 helps make a connection
between the tablet 232 and the game console. The game
service 230 may associate devices when the devices log
in using the same identification or identification codes
that are linked. Users may also ask that devices be linked
through the game service 230 for use as input or com-
panion devices. The tablet 232 is capable of generating
numerous control streams and may also serve as a dis-
play output mechanism. In addition to being a primary
display, the tablet 232 could provide supplemental game
information different from, but related to information
shown on a primary display coupled to the game console
210, or simply be a control surface. The input streams
generated by the tablet 232 include video and picture
data, audio data, movement data, touch screen data, and
keyboard input data.
[0033] The depth camera 234 generates three-dimen-
sional image data used as a control input. The depth
camera 234 may use infrared camera to determine a
depth, or distance from the camera for each pixel cap-
tured. Stereoscopic depth cameras are also possible. In
addition, the depth camera 234 may capture a color video
stream or picture. The depth camera 234 may have sev-
eral image gathering components. For example, the
depth camera 234 may have multiple cameras. The
depth camera 234 may be used to create user interface
though which the user makes gestures and speaks audio
commands to control game. The user may have no other
controller. In other embodiments, the depth camera 234
may be used in combination with other control input.
[0034] The headset 236, captures audio input from a
player and the player’s surroundings and may also act
as an output device if it is coupled with a headphone or
other speaker.
[0035] Game service 230 may comprise multiple com-
puting devices communicatively coupled to each other.
In one embodiment, the game service 230 is implement-
ed using one or more server farms. The server farms
may be spread out across various geographic regions
including cities throughout the world. In this scenario, the
game clients may connect to the closest server farms.
Embodiments of the present invention are not limited to
this setup.
[0036] The game service 230 allows the game to be
executed within the computing devices provided by the
game service 230. A communication session between
the game service and game clients carries input traffic
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to the game service 230 and returns a rendered game
image. In this embodiment, a computing device that is
part of the game service executes the video game code
using a control stream generated by input devices asso-
ciated with the various game clients. The rendered video
game is then communicated over the network to the
game client where the rendered game is output for dis-
play.

Exemplary Game Client and Game Service for Re-
mote Gaming

[0037] Turning now to FIG. 3, a remote gaming envi-
ronment 300 using rich input control data is shown, in
accordance with an embodiment of the present invention.
The gaming environment 300 includes a game client 310
communicatively coupled to a game server 340 through
a network 330. In one embodiment, the network may be
the Internet. The game client 310 is connected to a first
game input device 312, a second game input device 314,
and a display 316. Exemplary game input devices include
game pads, keyboards, a mouse, a touch pad, a touch
screen, movement aware devices (e.g., accelerometer
and/or gyroscope equipped devices), a microphone for
receiving voice commands, a depth camera, a video
camera, and a trackball. Embodiments of the present in-
vention are not limited to these input devices. The display
316 is capable of displaying video game content. For
example, the display 316 may be a television or computer
screen. In another embodiment, the display 316 is a touch
screen integrated with the game client 310.
[0038] The game client 310 is a computing device that
is able to execute video games. The game client 310
could be a tablet or a laptop computer. In another em-
bodiment, the game client 310 is a game console and
the display 316 is a remote display communicatively cou-
pled to the game console. The game client 310 includes
an operating environment 320, a video composite com-
ponent 321, a game execution environment 322, a game
data store 324, a game-specific preprocessing compo-
nent 326, and a generic pre-processing component 328.
[0039] The operating environment 320 may be provid-
ed by an operating system that manages the hardware
and provides services to application running on the game
client 310. The operating environment may allocate client
resources to different applications as part of the pre-
processing and other functions.
[0040] The game data store 324 stores downloaded
games and partially downloaded games. Games may be
downloaded in playable blocks. To play a game, the
game may need to be loaded from the game data store
324 into active memory associated with the game exe-
cution environment 322. The game data store 324 may
also store player progress files.
[0041] The game-specific preprocessing component
326 processes a rich controller input to generate a re-
duced controller input. The reduced controller input can
take many forms and can vary depending on the type of

rich controller input involved.
[0042] When the rich control input is three-dimensional
image data, the reduced controller input generated by
the client may take the form of skeletal tracking data, a
reduction to surfaces, a reduction to geometry, deltas,
compressed imagery, and a reduction to bounding box-
es. Each of these will be described in more detail subse-
quently, but they all result in control data comprising less
data to communicate to the controller. The reduced con-
troller input is communicated over network 330 to the
game execution environment 348 on the game server
340. The reduced controller input is used as an input that
controls the game in progress.
[0043] The game-specific preprocessing 326 is specif-
ic to the particular game being executed. While the steps
may be similar to the generic preprocessing described
subsequently, a part of the game-specific processing is
specific to a particular game. The code may be game
specific to generate an output in a form that is consum-
able to the particular game. In other words, game specific
code may be used to generate a compatible control sig-
nal. In other cases, the game specific code does some-
thing unique that other games do not do.
[0044] In one embodiment, the game-specific preproc-
essing generates a control input that is specific to the
game. For example, a hand gesture could be interpreted
to mean move the avatar right or to pick up an object in
a first game, but something different in a second game.
In this case, the reduced controller input would simply be
a movement command instead of the three-dimensional
image data. Interpreting three-dimensional image data
to recognize a gesture and form a movement command
is a transformation of one type of input data (depth data)
to a second type (movement). Taking this one-step fur-
ther, the movement data or depth data could be convert-
ed to a control command, such as "throw ball" or "pause
game." This is described as transformation to control. In
other embodiments, relevant control data is separated
from irrelevant control data, but does not change form.
For example, reduced controller input could be a portion
of the three-dimensional image around an object of in-
terest, such as a player’s face or hand, without the rest
of the three-dimensional image data. Isolating a portion
of image data (3D or 2D) is described as a reduction to
a bounding box. In the game-specific preprocessing of
audio commands, the reduced controller input could be
a unique game command or a common game command
described in a game specific way, such as use of game
specific slang.
[0045] In one embodiment, the game-specific preproc-
essing component 326 is extracted or based on a video
game originally written to be processed entirely on the
client side. In this manner, the part of the video game
that processes the rich controller inputs is separated and
put on the client side and the commands for other game
functions are sent up to the execution part of the game,
which resides on the server 340. In this case, there may
be a need to reconcile data that would have otherwise
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been processed instantaneously within the game execu-
tion environment on a client. The signal reconciliation
component 346, explained in more detail subsequently,
may perform this reconciliation.
[0046] The generic preprocessing 328 preprocesses
the rich data input in a way that is applicable to or con-
sumable by multiple games. The reduced controller input
generated by the generic preprocessing component 328
is communicated over network 330 to the game execu-
tion environment 348 where it may be used to manipulate
the game in progress. The examples of generic preproc-
essing steps include skeletal tracking, deltas, reduction
to services, reduction to geometry, reduction to bounding
boxes, and three-dimensional image compression.
When the rich data input includes audio signals the ge-
neric processing could be a speech-to-text translation.
For example, the user could speak the word "pause" and
the generic preprocessing could send a command to
pause the game.
[0047] The game execution environment 322 compris-
es the gaming resources on the client 310 uses to exe-
cute instances of a game or part of a game. In some
embodiments, the client 310 does not include a game
execution embodiment or the computing resources to ex-
ecute the full game. The game execution environment
322 comprises active memory along with computing and
video processing. The game execution environment 322
receives gaming controls and causes the game to be
manipulated and progressed according to its program-
ming. In one embodiment, the game execution environ-
ment 322 outputs a rendered video stream that is com-
municated to a display device.
[0048] In other embodiments, the game execution en-
vironment 322 outputs only code related to latency sen-
sitive game features. Latency sensitive features of a
game may be designated by a game developer and may
also be dynamically determined. In one embodiment, the
game service 340 communicates game code needed to
execute only the latency sensitive features. The execu-
tion environment 322 may not have resources or the code
to execute the entire game. The game execution envi-
ronment 322 may execute part of a game to generate
game images that are combined by the video composite
component 321 with rendered images received from the
game server 340.
[0049] The video composite component 321 merges
rendered video game images received from the game
server 340 with rendered video game images rendered
by the client 310 to form a single image that is output to
display 316. The video composite component may per-
form scaling and other functions to generate a video out-
put that is appropriate.
[0050] The game server 340 comprises a connection
manager 342, a player profile data store 344, a signal
reconciliation component 346, a game execution envi-
ronment 348, a game data store 350, and a game man-
ager 352. Though depicted as a single box, the game
server 340 could be a server farm that comprises numer-

ous machines, or even several server farms.
[0051] The connection manager 342 builds a connec-
tion between the client 310 and the server 340. The con-
nection manager 342 may also provide various authen-
tication mechanisms to make sure that the user is au-
thorized to access the game service provided by the serv-
er 340. The connection manager 342 may also analyze
the bandwidth available within a connection and provide
this information to components as needed. For example,
the resolution of the video game image may be reduced
to accommodate limited bandwidth.
[0052] The player profile data store 344 may work in
conjunction with the connection manager 342 to build
and store player information. Part of the player profile
may comprise demographic and financial information
such as a player’s name, address and credit card infor-
mation or other mechanism for paying for or purchasing
games and experiences provided by the game service.
[0053] In addition, the player profile data store 344 may
store a player’s progress within an individual game. As
a player progresses through a game, the player’s score
and access to game levels may be stored. Further, the
player profile data store 344 may store information about
individual player preferences such as language prefer-
ences. Information regarding a player’s game client and
speed of the network connection may also be stored and
utilized to optimize the gaming experience. For example,
in one embodiment, when a geographically proximate
server farm is busy, players with higher latency Internet
connections may be preferentially connected to proxi-
mate server farms while players with lower latency con-
nections may be connected to server farms that are fur-
ther away. In this way, the players with the network con-
nections that are best able to handle the additional laten-
cy are connected to server farms that create additional
latency because of their location.
[0054] The player profile data store 344 may also store
a usage history for the individual player. A player’s history
of purchasing games, sampling games, or playing games
through a game service that does not require the pur-
chase of the games may be stored. The usage informa-
tion may be analyzed to suggest games of interest to an
individual player. In one embodiment, the purchase his-
tory may include games that are not purchased through
the game service. For example, the purchase history may
be augmented by the player entering in a key from a
game purchased in a retail store. In some embodiments,
the player may then have access to that game both on
their game client 310 and through the game service.
[0055] The game execution environment 348 compris-
es the gaming resources on the game server 340 uses
to execute instances of a game or part of a game. The
game execution environment 348 comprises active
memory along with computing and video processing. The
game execution environment 348 receives control sig-
nals from the game client 310 and causes the game to
be manipulated and progress according to its program-
ming. In one embodiment, the game execution environ-
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ment 348 outputs a rendered video stream that is com-
municated to the game client. In other embodiments, the
game execution environment 322 outputs game geom-
etry, or other representations, which may be combined
with local objects on the gaming client to render the gam-
ing video. The game execution environment 322 may
execute part of a game to generate game images that
are communicated to the game client 310 for combination
with rendered images generated by the game client 310.
[0056] Turning now to FIG. 4, an exemplary depth cam-
era interface is shown, in accordance with an embodi-
ment of the present invention. The depth camera 410
has a view of the player 430. A depth camera 410 gen-
erates three-dimensional image data that is able to cap-
ture the player’s 430 movement. In this case, the player
430 is moving their left arm up and down. A game console
or game server receives the input from the depth camera
410 and uses it to manipulate the avatar 422 shown on
display 420. As can be seen, the movements of the avatar
422 interact with virtual objects 424 and a second player
426. A different person connected to the same game ses-
sion through the game server may control the second
player 426. The virtual objects 424 are balls. The user’s
movements are able to form a control input when cap-
tured by the depth camera 410.
[0057] FIG. 4 also includes a picture-in-picture ("PIP")
image 470 of the player 430. This may be a standard
video image captured by the depth camera 410 or some
other camera. The PIP image may be rendered on the
client without sending the image to the game server be-
cause PIP may be latency sensitive.
[0058] Turning now to FIG. 5, three rendered images
are illustrated, in accordance with an embodiment of the
present invention. The rendered images include server
rendered image 510, client rendered avatar 520, and cli-
ent rendered picture-in-picture 530. These three ren-
dered images are composited together to form the image
shown previously in FIG. 4. The rendered images gen-
erated by the server may also be sent with depth buffer
data in addition to colored image data. The depth buffer
data is used to order the client rendered images and the
server rendered images during the composite process.
For example, the client may render an avatar that is par-
tially obscured by an object rendered by a server when
the images are composited. The depth data is used to
composite the images in the correct depth order. The
server rendered image 510 includes both foreground and
background images that are non-latency sensitive in the
illustrated game. The server rendered image 510 in-
cludes the background area 528, virtual game objects
524, and remote player avatar 526. Virtual game objects
524 are manipulated based on actions taken by the player
locally and the second player remotely. As mentioned
previously, both players are participating in the same
game using different input devices. The game is being
executed in a remote server’s game execution environ-
ment.
[0059] The avatar 522 is rendered by the client. Delays

in avatar 522 movement that might result if the avatar
was rendered by the server can lessen the enjoyment of
the game. Note that the avatar 522 and the virtual objects
524 are both manipulated as a result of control input re-
ceived at the client. At least part of the control input is
sent to the server and at least part of the control input is
consumed by the client. In one embodiment, the entire
control input is sent to the server and the entire control
input is consumed by the client, but only to execute and
render designated game features.
[0060] The picture-in-picture 530 is also rendered by
the client. In one embodiment, the video image is not
communicated to the server along with the other control-
ler input. If the video image is communicated to the serv-
er, it is also consumed by the client to generate the PIP
image. As mentioned, the three rendered images are
composited to form a single video game image that is
output to the user.
[0061] Turning now to FIG. 6, data flow through a pos-
sible embodiment of the present invention is illustrated.
The remote gaming environment 600 includes an input
device 610, a game client 620, a network 630, a game
server 640, and a display 650. The input device 610 gen-
erates a rich data signal, such as three-dimensional im-
age or video data. Other examples of rich data streams
have been described previously. The game client 620
may be a game console or other computing device. Net-
work 630 may be similar to network 330 described pre-
viously and may include the Internet. Game server 640
may be similar to game server 340 described previously.
[0062] Game server 640 executes a video game that
has been manipulated in response to control signals re-
ceived from the game client 620. The display 650 may
be a television, monitor, or other display integrated into
a computing device such as a slate or smart phone. In
embodiments of the invention, the display 650 may be
integrated into the game client 620. For example, the
game client 620 may be a slate or laptop computer that
has an integrated display. It should be mentioned that
the input device 610 may also be integrated into the game
client 620 in some embodiments of the present invention.
For example, a game client could have a depth camera
integrated into the body of the game client 620.
[0063] Initially, the input device 610 generates a rich
data signal that is sent to a signal management compo-
nent 622 on the game client 620. The rich data signal
may be three-dimensional image data generated by a
three-dimensional capture device. The signal manage-
ment component 622 directs all, or portions, of the control
signal to the appropriate destinations. The signal man-
agement component 622 may also perform various pre-
processing on the data signal to prepare it for consump-
tion by the client rendering component 624 or the game
server 640.
[0064] The signal management component 622 sends
at least part of the signal, preprocessed or otherwise,
through network 630 to the game server 640. The game
server 640 consumes the signal to manipulate an ongo-
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ing game session and to render a video game image.
Roughly simultaneously the signal management compo-
nent 622 communicates at least part of the video game
input signal to the client rendering component 624. For
the sake of simplicity, the client rendering component
624 is indicated as a single component. However, a the
client rendering component 624 may be part of a game
execution environment or be related to other components
not shown that execute part of the game in response to
the signal.
[0065] The client rendering component 624 generates
a client rendered video game image that is different than
the server-rendered video game image generated based
on the same or similar signals. Generally, the client ren-
dering component 624 generates images of a particular
game feature that is latency sensitive or more convenient
to render on the client 620. In order to render the image,
at least part of the video game must be executable on
the client 620. Further, the client may need environmental
geometry describing the playing environment surround-
ing the player’s avatar in order to calculate appropriate
movements. For example, the game client 620 would
need to know the avatar is standing in front of a wall, and
not move the avatar forward in response to a move for-
ward instruction. The avatar may similarly navigate
around objects, fall, leap, or perform other actions de-
pending on environmental conditions. The code on the
game client 620 is able to determine avatar movements
that are appropriate for the environmental conditions, in-
cluding other player locations, and game factors, such
as player power level. For example, an instruction to jump
would not be followed by the client if the present game
state indicated the player lacked the present ability to
jump.
[0066] The game server 640 may periodically send
game state information to the client 620 for use in the
client side game code. The game state information may
include environmental geometry describing land, ob-
jects, and other players. In one embodiment, the client
does not track the overall game progress, track game
points, scores, etc. For example, the game client 620
may render an avatar moving the left arm, but not have
awareness whether or not the arm contacted a ball or
whether the resulting ball movement scored a point. The
client may ultimately output a composite image showing
the arm hitting the ball, but the game code may not know
other game information beyond what is needed to render
the avatar changes, or other latency sensitive features.
[0067] The rendered video game image from the game
server 640 and the client rendering component 624 are
both received by the video composite component 626.
The video composite component forms a single video
game image that is output to the display 650.
[0068] Turning now to FIG. 7, a method 700 of playing
a video game using rich sensory data as a control input
in a server based gaming environment is shown, in ac-
cordance with an embodiment of the present invention.
The server based gaming environment may be similar to

the remote gaming environment described previously
with reference to FIG. 3. In general, a game client re-
ceives rich sensory input locally and communicates all
or part of this information to a game server that executes
the game and generates a video game image.
[0069] At step 710, data rich control input is received
as a video game input control at the game client. The
data rich control input may be generated by a depth cam-
era that reflects the size and shape of objects in a volume
of space in view of the camera. The data rich control input
may be speech data received by a microphone or move-
ment data captured by an accelerometer or gyroscope
equipped device. The input device may integrated into
the game client, such as a camera or microphone inte-
grated into a slate or personal computer. The input device
may be located nearby and communicatively coupled to
the game client via a wired or wireless connection. Re-
ceived by the game client does not need to mean the
input is received from an external device. Received by
the game client could mean generated by the game client
and received by a component on the game client, such
as signal component 622 or client rendering component
624, described previously, or a combination of compo-
nents within a game execution environment that handles
game function on the game client..
[0070] At step 720, an integrated video game image is
generated at the client by combining rendered video
game images generated in response to the data rich con-
trol input that are received from a game server with video
game images rendered by the game client in response
to the data rich control input. Thus, a single video game
image is created by combining a video game image ren-
dered by the game server with a video game image ren-
dered by the game client. The images rendered by the
game server and those rendered by the game client are
different. In one embodiment, the two images do not have
features in common. For example, a first avatar is only
present in the client-rendered video game image and is
not present in the server rendered image. Similarly, game
objects or a second player may be rendered in the server
generated image and not be present in the client ren-
dered image.
[0071] In one embodiment, the client generated image
is a picture-in-picture video generated based on the data
rich control input or additional input data comprising color
video. In one embodiment, the picture-in-picture is a
green screen image showing the player in isolation from
background and surrounding objects.
[0072] In one embodiment, the client only renders la-
tency sensitive features. Latency sensitive features may
vary from game to game. Latency sensitive features are
those where a player will experience a degraded game
experience when the video game appearance does not
change in response to control input within a latency
threshold. The latency threshold for each game or game
feature may be determined by developers and associat-
ed with the game. In one embodiment, game features
are latency sensitive if more than a 50 ms delay causes
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game play degradation. In one embodiment, code used
to render an image of the latency sensitive feature is com-
municated to the game client.
[0073] The latency sensitive game feature may be de-
fined narrowly. For example, a first movement of the av-
atar may be latency sensitive, while a second movement,
which is different is not. For example, jumping may be
latency sensitive while walking is not. The client side
game code may first interpret the game control input and
determine whether a latency sensitive game feature is
manipulated by the control input. When a latency sensi-
tive game feature is manipulated then it may be rendered
by the client. When no latency sensitive game features
are manipulated the entire image may be server rendered
and client code would not render any images. For exam-
ple, when the control input opens a menu that pauses
the game, the entire menu navigation may be server ren-
dered.
[0074] In another example, avatar appendages (e.g.,
hands, arms, legs, feet, and head) are latency sensitive,
while the rest of the body is not. In this case, the client
would only render images of the appendages to be com-
bined with a server rendered image that includes the av-
atar body.
[0075] The list of latency sensitive game features ren-
dered by the game client may change as conditions
change. For example, as network conditions slow and
latency created by the network increases, additional fea-
tures may be rendered by the client. When network con-
ditions slow, it may take longer for control input to be
communicated to the game service and a rendered im-
age to be communicated back to the game client. The
total transaction time taken to perform this exchange of
information may be monitored during a game session
and compared against each game features latency
threshold. The game client may do this comparison or
the game server. When the total transaction time ex-
ceeds a latency threshold for a game feature then the
client will begin rendering that game feature. When the
total transaction time falls below the latency threshold
then the game feature may again be rendered by the
server. In this way, rendering of certain game features
may migrate between the client and server depending
on network conditions and latency thresholds associated
with the game features. The server may also monitor
network conditions and send an explicit instruction to the
game client to begin rendering a particular feature.
[0076] Turning now to FIG. 8, a method 800 for playing
a video game using data rich control input as a control
input is shown, in accordance with an embodiment of the
present invention. Method 800 may be executed in a re-
mote gaming environment similar to the one described
previously with reference to FIG. 3.
[0077] At step 810, data rich control input is received
at a game client. The input device may integrated into
the game client, such as a camera or microphone inte-
grated into a slate or personal computer. The input device
may be located nearby and communicatively coupled to

the game client via a wired or wireless connection. Re-
ceived by the game client does not need to mean the
input is received from an external device. Received by
the game client could mean generated by the game client
and received by a component on the game client, such
as signal component 622 or client rendering component
624, described previously, or a combination of compo-
nents within a game execution environment that handles
game function on the game client..
[0078] At step 820, part of the data rich control input
is processed locally at the game client to generate a ren-
dered video game feature. The processing may be done
using game specific code running on the game client.
Game specific code is code associated with the game
running on a game server that is not capable of executing
an entire game but is capable of generating certain im-
ages that is combinable with an image of the overall game
being executed at a game server.
[0079] At step 830, a rendered video game image is
received at the game client from a game server on which
the video game is running. At step 840, the rendered
video game feature is composited with the rendered vid-
eo game image to form a final rendered video. At step
850, the rendered video is output to a display device.
[0080] Turning now to FIG. 9, a method 900 for playing
a video game using three-dimensional image data as a
control input is shown, in accordance with an embodi-
ment of the present invention. Method 900 may be exe-
cuted in a remote gaming environment similar to the one
described previously with reference to FIG. 3.
[0081] At step 910, three-dimensional image data de-
picting an action performed by a player is received at a
game server. The three-dimensional image data depicts
an action performed by a player located with the game
client. The input device may integrated into the game
client, such as a camera or microphone integrated into
a slate or personal computer. The input device may be
located nearby and communicatively coupled to the
game client via a wired or wireless connection. "Re-
ceived" by the game client does not need to mean the
input is received from an external device. Received by
the game client could mean generated by the game client
and received by a component on the game client, such
as signal component 622 or client rendering component
624, described previously, or a combination of compo-
nents within a game execution environment that handles
game function on the game client.
[0082] At step 920, game state information is updated
based on an interpretation of the three-dimensional im-
age data. At step 930, part of the three-dimensional im-
age data is processed at the game server to generate a
server-rendered video game image. The server-ren-
dered video game image is not a complete image of the
video game. One or more game features are rendered
by the game client and combined with the server-ren-
dered video game image to generate a video game image
shown to a user.
[0083] At step 940, a server rendered video game im-
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age is communicated to the game client from a game
server on which the video game is running.

Claims

1. One or more computer-storage media having com-
puter executable instructions embodied thereon that
when executed by a computing device perform a
method (700) of playing a video game using three-
dimensional image data as a control input in a server
based gaming environment, the method comprising:

receiving (71 0), at a game client, three-dimen-
sional image data as a video game control input;
process, at the game client, the three-dimen-
sional image data input to generate a basic con-
trol input;
communicate through a communications net-
work the basic control input from the game client
over the computer network to a game server on
which the video game is running;
process, at the game client, part of the three-
dimensional image data input to generate a cli-
ent-rendered video game feature;
receive, through the communications network
over the computer network at the game client,
a server-rendered video game image from the
game server on which the video game is run-
ning, the server-rendered video game image be-
ing generated in response to a change in game
state caused by the basic control input;
generating (720), at the game client, a compos-
ite video game image by combining the server-
rendered video game image generated by the
game server in response to the three-dimen-
sional image data input with the client-rendered
video game feature; and
output the rendered composite video to a display
device;
wherein a roundtrip duration is processed to de-
termine if the rendered image is generated at
the client or server based on a latency sensitivity
rating.

2. The media of claim 1, wherein the latency sensitivity
rating is determined based on available bandwidth
and client and server processing capabilities.

3. The media of claim 1 or claim 2, wherein the game
client only renders latency sensitive game features.

4. The media of any preceding claim, wherein the cli-
ent-rendered video game feature is an avatar for a
player using the game client.

5. The media of any preceding claim, wherein the game
server does not render an avatar for a player using

the game client.

6. The media of any preceding claim, wherein the cli-
ent-rendered video game feature is generated by
game code that is downloaded from the game server
upon initiation of a game session.

7. A method (800) for playing a video game using three-
dimensional data as a control input, the method com-
prising;

receiving (810), at a game client, the three-di-
mensional data as a video game control input;
processing (820), at the game client, the three-
dimensional image data input to generate a ba-
sic control input;
receiving (830), at the game client, through a
communications network, a server-rendered
video game image from a game server on which
the video game is running, the server-rendered
video game image being generated in response
to a change in game state caused by the basic
control input;
compositing (840) by combining the server-ren-
dered video game image generated by the game
server in response to the three-dimensional im-
age data input with the client-rendered video
game feature a rendered composite video;
outputting (850) the rendered composite video
to a display device;
further comprising processing a roundtrip dura-
tion to determine if the rendered image is com-
posited at the client or server based on a latency
sensitivity rating.

8. The method of claim 7, further comprising process-
ing the latency sensitivity rating based on available
bandwidth and client and server processing capabil-
ities.

9. The method (800) of claim 7 or claim 8, wherein the
processing is performed by game-specific code.

10. The method (800) of any one of claims 7 to 9, wherein
the client-rendered video game feature is an avatar
image responding to a user action detected in the
data rich input.

11. The method (800) of any one of claim 7 to 10, wherein
the client-rendered video game feature is a perspec-
tive change initiated in response to detecting a user
action in the data rich input that is mapped to a per-
spective change instruction.

12. The method (800) of claim 11, wherein the perspec-
tive change is a scene rotation.

13. The method (800) of any one of claim 7 to 12, wherein
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the client-rendered video game feature is a video of
the player shown as a picture-in-picture in combina-
tion with game scenes.

Patentansprüche

1. Ein oder mehrere Computerspeichermedien, die
computerausführbare Anweisungen aufweisen, die
darauf verkörpert sind, die, wenn sie von einer Re-
chenvorrichtung ausgeführt werden, ein Verfahren
(700) des Spielens eines Videospiels unter Verwen-
dung dreidimensionaler Bilddaten als eine Steuer-
eingabe in einer serverbasierten Spielumgebung
durchführen, wobei das Verfahren umfasst:

Empfangen (710), an einem Spiel-Client, drei-
dimensionaler Bilddaten als eine Videospiel-
steuereingabe;
Verarbeiten, an dem Spiel-Client, der dreidi-
mensionalen Bilddateneingabe, um eine grund-
legende Steuereingabe zu erzeugen;
Kommunizieren, durch ein Kommunikations-
netzwerk, der grundlegenden Steuereingabe
aus dem Spiel-Client über das Computernetz-
werk zu einem Spielserver, auf dem das Vide-
ospiel läuft;
Verarbeiten, an dem Spiel-Client, eines Teils
der dreidimensionalen Bilddateneingabe, um
ein Client-gerendertes Videospielmerkmal zu
erzeugen;
Empfangen, durch das Kommunikationsnetz-
werk über das Computernetzwerk an dem Spiel-
Client, eines Server-gerenderten Videospielbil-
des von dem Spielserver, auf dem das Video-
spiel läuft, wobei das Server-gerenderte Video-
spielbild in Reaktion auf eine Veränderung in
einem Spielzustand, die von der grundlegenden
Steuereingabe verursacht wird, erzeugt wird;
Erzeugen (720), an dem Spiel-Client, eines
Kompositvideospielbildes durch Kombinieren
des Server-gerenderten Videospielbildes, das
von dem Spielserver in Reaktion auf die dreidi-
mensionale Bilddateneingabe erzeugt wurde,
mit dem Client-gerenderten Videospielmerk-
mal; und
Ausgabe des gerenderten Kompositvideos an
eine Anzeigevorrichtung;
wobei eine Roundtrip-Dauer verarbeitet wird,
um zu bestimmen, ob das gerenderte Bild an
dem Client oder Server erzeugt wird, basierend
auf einer Latenzempfindlichkeitsbewertung.

2. Medien nach Anspruch 1, wobei die Latenzempfind-
lichkeitsbewertung basierend auf verfügbarer Band-
breite und Client- und Serververarbeitungsfähigkei-
ten bestimmt wird.

3. Medien nach Anspruch 1 oder Anspruch 2, wobei
der Spiel-Client nur latenzempfindliche Spielmerk-
male rendert.

4. Medien nach einem der vorstehenden Ansprüche,
wobei das Client-gerenderte Videospielmerkmal ein
Avatar für einen Spieler, der den Spiel-Client ver-
wendet, ist.

5. Medien nach einem der vorstehenden Ansprüche,
wobei der Spiel-Server keinen Avatar für einen Spie-
ler, der den Game-Client verwendet, rendert.

6. Medien nach einem der vorstehenden Ansprüche,
wobei das Client-gerenderte Videospielmerkmal
durch Spielcode erzeugt wird, der von dem Spielser-
ver bei Initiierung einer Spielsitzung heruntergela-
den wird.

7. Verfahren (800) zum Spielen eines Videospiels un-
ter Verwendung dreidimensionaler Daten als eine
Steuereingabe, wobei das Verfahren umfasst;
Empfangen (810), an einem Spiel-Client, der dreidi-
mensionalen Daten als eine Videospielsteuereinga-
be;
Verarbeiten (820), an dem Spiel-Client, der dreidi-
mensionalen Bilddateneingabe, um eine grundle-
gende Steuereingabe zu erzeugen;
Empfangen (830), an dem Spiel-Client, durch ein
Kommunikationsnetzwerk, eines Server-gerender-
ten Videospielbildes von einem Spielserver, auf dem
das Videospiel läuft, wobei das Server-gerenderte
Videospielbild in Reaktion auf eine Veränderung in
einem Spielzustand, die von der grundlegenden
Steuereingabe verursacht wird, erzeugt wird;
Zusammensetzen (840), durch Kombinieren des
Server-gerenderten Videospielbildes, das von dem
Spielserver in Reaktion auf die dreidimensionale
Bilddateneingabe erzeugt wurde, mit dem Client-ge-
renderten Videospielmerkmal, eines gerenderten
Kompositvideos;
Ausgeben (850) des gerenderten Kompositvideos
an eine Anzeigevorrichtung;
weiter umfassend Verarbeiten einer Roundtrip-Dau-
er, um zu bestimmen, ob das gerenderte Bild an dem
Client oder Server zusammengesetzt wird, basie-
rend auf einer Latenzempfindlichkeitsbewertung.

8. Verfahren nach Anspruch 7, weiter umfassend Ver-
arbeiten der Latenzempfindlichkeitsbewertung ba-
sierend auf verfügbarer Bandbreite und Client- und
Serververarbeitungsfähigkeiten.

9. Verfahren (800) nach Anspruch 7 oder Anspruch 8,
wobei das Verarbeiten von spielspezifischem Code
durchgeführt wird.

10. Verfahren (800) nach einem der Ansprüche 7 bis 9,
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wobei das Client-gerenderte Videospielmerkmal ein
Avatarbild ist, das auf eine Benutzeraktion reagiert,
die in der datenreichen Eingabe erkannt wurde.

11. Verfahren (800) nach einem der Ansprüche 7 bis 10,
wobei das Client-gerenderte Videospielmerkmal ei-
ne perspektivische Veränderung ist, die in Reaktion
auf Erkennen einer Benutzeraktion in der datenrei-
chen Eingabe initiiert wird, die zu einer Perspekti-
venveränderungsanweisung abgebildet wird.

12. Verfahren (800) nach Anspruch 11, wobei die Pers-
pektivenveränderung eine Szenenrotation ist.

13. Verfahren (800) nach einem der Ansprüche 7 bis 12,
wobei das Client-gerenderte Videospielmerkmal ein
Video des Spielers ist, das als ein Bild-im-Bild in
Kombination mit Spielszenen gezeigt wird.

Revendications

1. Un ou plusieurs supports de stockage sur ordinateur
présentant des instructions exécutables par ordina-
teur mises en œuvre sur ceux-ci, qui, lorsqu’elles
sont exécutées par un dispositif informatique, effec-
tuent un procédé (700) visant à jouer à un jeu vidéo
en utilisant des données d’images tridimensionnel-
les comme entrée de commande dans un environ-
nement de jeu basé sur un serveur, le procédé
comprenant :

la réception (71 0), chez un client de jeu, de don-
nées d’images tridimensionnelles comme en-
trée de commande de jeu vidéo ;
le traitement, chez le client de jeu, de l’entrée
de données d’images tridimensionnelles pour
générer une entrée de commande de base ;
la communication, à travers un réseau de com-
munications, de l’entrée de commande de base
du client de jeu via le réseau d’ordinateurs à un
serveur de jeu sur lequel le jeu vidéo tourne ;
le traitement, chez le client de jeu, d’une partie
de l’entrée de données d’images tridimension-
nelles pour générer un élément de jeu vidéo ren-
du client ;
la réception, à travers le réseau de communica-
tions via le réseau d’ordinateurs chez le client
de jeu, d’une image de jeu vidéo rendue serveur
venant du serveur de jeu sur lequel le jeu vidéo
tourne, l’image de jeu vidéo rendue serveur
étant générée en réponse à un changement
d’état de jeu dû à l’entrée de commande de
base ;
la génération (720), chez le client de jeu, d’une
image de jeu vidéo composite en combinant
l’image de jeu vidéo rendue serveur générée par
le serveur de jeu en réponse à l’entrée de don-

nées d’images tridimensionnelles avec l’élé-
ment de jeu vidéo rendu client ; et
la délivrance de la vidéo composite rendue à un
dispositif d’affichage ;
dans lequel ou lesquels une durée complète est
traitée pour déterminer si l’image rendue est gé-
nérée chez le client ou le serveur sur la base
d’un taux de sensibilité de latence.

2. Support(s) selon la revendication 1, dans lequel ou
lesquels le taux de sensibilité de latence est déter-
miné sur la base de la largeur de bande disponible
et des capacités de traitement du client et du serveur.

3. Support(s) selon la revendication 1 ou la revendica-
tion 2, dans lequel ou lesquels le client de jeu rend
uniquement les éléments de jeu sensibles à la laten-
ce.

4. Support(s) selon l’une quelconque des revendica-
tions précédentes, dans lequel ou lesquels l’élément
de jeu vidéo rendu client est un avatar pour un joueur
utilisant le client de jeu.

5. Support(s) selon l’une quelconque des revendica-
tions précédentes, dans lequel ou lesquels le ser-
veur de jeu ne rend pas un avatar pour un joueur
utilisant le client de jeu.

6. Support(s) selon l’une quelconque des revendica-
tions précédentes, dans lequel ou lesquels l’élément
de jeu vidéo rendu client est généré par un code de
jeu qui est téléchargé du serveur de jeu lors de l’ini-
tiation d’une séance de jeu.

7. Procédé (800) de jeu d’un jeu vidéo en utilisant des
données tridimensionnelles comme entrée de com-
mande, le procédé comprenant ;
la réception (810), chez un client de jeu, des données
tridimensionnelles comme entrée de commande de
jeu vidéo ;
le traitement (820), chez le client de jeu, de l’entrée
de données d’images tridimensionnelles pour géné-
rer une entrée de commande de base ;
la réception (830), chez le client de jeu, à travers un
réseau de communications, d’une image de jeu vi-
déo rendue serveur venant d’un serveur de jeu sur
lequel le jeu vidéo tourne, l’image de jeu vidéo ren-
due serveur étant générée en réponse à un chan-
gement d’état de jeu dû à l’entrée de commande de
base ;
la composition (840) en combinant l’image de jeu
vidéo rendue serveur générée par le serveur de jeu
en réponse à l’entrée de données d’images tridimen-
sionnelles avec l’élément de jeu vidéo rendu client
d’une vidéo composite rendue ;
la délivrance (850) de la vidéo composite rendue à
un dispositif d’affichage ;
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comprenant en outre le traitement d’une durée com-
plète pour déterminer si l’image rendue est compo-
sée chez le client ou le serveur sur la base d’un taux
de sensibilité de latence.

8. Procédé selon la revendication 7, comprenant en
outre le traitement du taux de sensibilité de latence
sur la base de la largeur de bande disponible et des
capacités de traitement de client et de serveur.

9. Procédé (800) selon la revendication 7 ou la reven-
dication 8, dans lequel le traitement est effectué par
un code spécifique au jeu.

10. Procédé (800) selon l’une quelconque des revendi-
cations 7 à 9, dans lequel l’élément de jeu vidéo ren-
du client est une image d’avatar répondant à une
action de l’utilisateur détectée dans l’entrée riche en
données.

11. Procédé (800) selon l’une quelconque des revendi-
cations 7 à 10, dans lequel l’élément de jeu vidéo
rendu client est un changement de perspective initié
en réponse à la détection d’une action d’utilisateur
dans l’entrée riche en données qui est mappée avec
une instruction de changement de perspective.

12. Procédé (800) selon la revendication 11, dans lequel
le changement de perspective est une rotation de
scène.

13. Procédé (800) selon l’une quelconque des revendi-
cations 7 à 12, dans lequel l’élément de jeu vidéo
rendu client est une vidéo du joueur représentée en
tant qu’image dans l’image en combinaison avec des
scènes de jeu.
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