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(57) ABSTRACT

A command to load or unload data at a storage location is
received. In response to the command, a storage integration
object associated with the storage location is identified. The
storage integration object identifies a cloud identity object
that corresponds to a cloud identity that is associated with a
proxy identity object corresponding to a proxy identity
granted permission to access the storage location. The data
is loaded or unloaded at the storage location by assuming the
proxy identity.
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LOADING AND UNLOADING DATA AT AN
EXTERNAL STORAGE LOCATION

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a Continuation of U.S. patent
application Ser. No. 17/587,829, filed Jan. 28, 2022, which
is a Continuation of U.S. patent application Ser. No. 17/491,
373 filed on Sep. 30, 2021 and issued as U.S. Pat. No.
11,271,936 on Mar. 8, 2022, which is a Continuation of U.S.
patent application Ser. No. 17/249,971 filed on Mar. 19,
2021 and issued as U.S. Pat. No. 11,165,775 on Nov. 2,
2021, which is a Continuation of U.S. patent application Ser.
No. 16/911,850 filed on Jun. 25, 2020 and issued as U.S. Pat.
No. 10,999,279 on May 4, 2021, which is a Continuation of
U.S. patent application Ser. No. 16/683,641, filed Nov. 14,
2019 and issued as U.S. Pat. No. 10,715,524 on Jul. 14,
2020, the contents of which are hereby incorporated by
reference in their entireties.

TECHNICAL FIELD

[0002] Embodiments of the disclosure relate generally to
a network-based data warehouse and, more specifically, to
external credential-less stages for data warehouse storage
integrations.

BACKGROUND

[0003] A cloud data warehouse (also referred to as a
“network-based data warehouse” or simply as a “data ware-
house”) is a network-based system used for data analysis
and reporting that comprises a central repository of inte-
grated data from one or more disparate sources. A cloud data
warehouse can store current and historical data that can be
used for creating analytical reports for an enterprise. To this
end, data warehouses typically provide business intelligence
tools, tools to extract, transform, and load data into the
repository, and tools to manage and retrieve metadata.
[0004] External stages are components within a cloud data
warehouse that facilitate integrations between a cloud data
warehouse system and a customer-managed storage location
(referred to herein as “storage integrations™). In general,
external stages are used to load data to and unload data from
customer-managed storage locations. In conventional imple-
mentations, external stages must be provided with secret
security credentials to read data from and write data to these
storage locations. However, the exchange of the secret
security credentials creates vulnerabilities that may lead to
exposure of the secret security credentials, which may lead
to unauthorized access of data. Additionally, in conventional
implementations, cloud data warehouse account administra-
tors have limited ability to prohibit creation of external
stages by members in an organization, and an external stage
could potentially be used to exfiltrate confidential data to a
personal location. Further, storage owners do not have
fine-grained control over access permissions for the storage
locations. Conventional external stages are also limited to
use in a single file path and are not able to be used in another
file path, even if the credentials used to create the external
stage are applicable to the other file path.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] The present disclosure will be understood more
fully from the detailed description given below and from the
accompanying drawings of various embodiments of the
disclosure.
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[0006] FIG. 1 illustrates an example computing environ-
ment that includes a network-based data warehouse system
in communication with a cloud storage provider system, in
accordance with some embodiments of the present disclo-
sure.

[0007] FIG. 2 is a data flow diagram illustrating use of an
external credential-less stage object within the computing
environment to load or unload data at a storage location
within the cloud storage provider system to the network-
based data warehouse system, in accordance with some
embodiments of the present disclosure.

[0008] FIG. 3 is an interaction diagram illustrating inter-
actions between components in the computing environment
in loading or unloading data at a storage location within the
cloud storage provider system to the network-based data
warehouse system without exchanging security credentials
associated with the storage location, in accordance with
some embodiments of the present disclosure.

[0009] FIGS. 4 and 5 are flow diagrams illustrating opera-
tions of the network-based data warehouse in performing a
method for loading or unloading data from an external
storage platform using a credential-less external stage
object, in accordance with some embodiments of the present
disclosure.

[0010] FIG. 6 is a block diagram illustrating components
of a compute service manager, in accordance with some
embodiments of the present disclosure.

[0011] FIG. 7 is a block diagram illustrating components
of an execution platform, in accordance with some embodi-
ments of the present disclosure.

[0012] FIG. 8 illustrates a diagrammatic representation of
a machine in the form of a computer system within which a
set of instructions may be executed for causing the machine
to perform any one or more of the methodologies discussed
herein, in accordance with some embodiments of the present
disclosure.

DETAILED DESCRIPTION

[0013] Reference will now be made in detail to specific
example embodiments for carrying out the inventive subject
matter. Examples of these specific embodiments are illus-
trated in the accompanying drawings, and specific details are
set forth in the following description in order to provide a
thorough understanding of the subject matter. It will be
understood that these examples are not intended to limit the
scope of the claims to the illustrated embodiments. On the
contrary, they are intended to cover such alternatives, modi-
fications, and equivalents as may be included within the
scope of the disclosure.

[0014] As noted above, external stages are used in net-
work-based data warehouses to load data to and unload data
from customer-managed storage locations, and conventional
external stages must be provided with secret security cre-
dentials to enable access to these storage locations, which
can create security vulnerabilities for the data. Aspects of the
present disclosure address the above and other deficiencies
of prior data warehouse functionality by creating credential-
less external stage objects that do not require users to share
secret security credentials with a network-based data ware-
house to facilitate loading and unloading of data at storage
locations in external cloud storage provider systems. The
credential-less external state objects described herein also
allow client account administrators to prevent data exfiltra-
tion through fine-grained control of access permissions.
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[0015] Consistent with some embodiments, a network-
based data warehouse creates an integration object compris-
ing an identifier of a storage location (e.g., a universal
resource locator (URL)) in a storage platform of an external
cloud storage provider system (e.g., Amazon Web Services®
(AWS), Microsoft Azure Blob Storage®, or Google Cloud
Storage) to which the network-based data warehouse is to be
provided access to load and unload data. The integration
object further comprises an identifier of a proxy identity
object maintained by the external cloud storage provider
system. Once created, the network-based data warchouse
associates the integration object with a cloud identity object
that the cloud storage provider system associates with the
proxy identity object. The proxy identity object defines a
proxy identity that is granted access to the storage location
and may be assumed by the cloud identity object to load and
unload data at the storage location.

[0016] The data warehouse creates the integration object
based on a command to create the storage integration. The
command can be provided, for example, by an administra-
tive user of a client account the data warehouse. The cloud
identity object that is associated with the integration object
corresponds to the client account to which the user belongs.
A storage integration definition comprises the identifier of
the storage location, the identifier of the proxy identity
object, and an identifier of the cloud storage provider
system. The storage integration definition can, in some
instances, further specify one or more storage locations to
which access is permitted or denied. The storage definition
object can specify certain segments within the storage
location to which access is denied. For example, the storage
location can be identified by a file path that corresponds to
a storage resource within the storage platform such as a
bucket or folder, and the command may specify a sub-folder
within the file path to which access is denied. In another
example, the command may specify one or more file paths
to which access is permitted and in this example, access to
all other file paths will be denied by default.

[0017] The data warehouse creates an external stage object
based on the storage integration object to load or unload data
at the storage location. The external stage object comprises
the identifier of the storage location and an identifier of the
storage integration object. The data warehouse creates the
external stage object based on a command to create the
external stage object provided, for example, by the user that
provided the storage integration definition.

[0018] The network-based data warehouse can receive a
command to load or unload data at the storage location. The
command comprises an identifier of the external stage
object. In response to the command, the data warehouse
utilizes the external stage object to load or unload data at the
storage location in the storage platform of the external cloud
storage provider. In doing so, the network-based data ware-
house uses security credentials associated with the cloud
identity object to access credentials to allow the cloud
identity object to assume the proxy identity to load or unload
the data. In this manner, the external stage object enables
data to be loaded or unloaded at the storage location without
exchanging security credentials associated with the storage
location or storing the security credentials associated with
the storage location with network-based data warehouse
system.

[0019] Credential-less external stage objects, as described
herein, separate the process of giving permissions to a
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storage location from the usage of that storage location to
load and unload data. Credential-less external stage objects
also allow organizations to give permissions to a network-
based data warehouse to use their data locations instead of
giving secret credentials to the data warehouse. Organiza-
tions can specify what roles may create and use storage
locations for access separately from who may create and use
stages set up in advance. For instance, an organization may
allow account administrators to create a connection to a
storage location and because only the account administrators
can create storage integrations, additional storage integra-
tions cannot be created to export data to thereby prevent
confidential data exfiltration to unknown locations. Once
created, non-administrative users can be granted permis-
sions to read and write from fixed storage locations into an
external stage object they create. A lower privilege user may
only have the ability to use an existing stage.

[0020] Users with permissions to create a storage integra-
tion can control what paths under a base location can be
accessed using that integration. Giving account administra-
tors the ability to specify which users may create and use
storage integrations allow an organization to control where
their internal data may flow to, or completely lock down data
export altogether.

[0021] External credential-less stage objects also provide
the benefit of allowing access permissions to storage to be
managed by the cloud storage provider thereby allowing
organizations utilizing the data warehouse to leverage from
their storage provider to manage data access by the network-
based data warehouse. If an account administrator decides to
revoke access by the data warehouse to a storage location,
it can be done immediately using the access controls pro-
vided by the storage provider.

[0022] FIG. 1 illustrates an example computing environ-
ment 100 that includes a network-based data warehouse
system 102 in communication with a cloud storage provider
system 104, in accordance with some embodiments of the
present disclosure. To avoid obscuring the inventive subject
matter with unnecessary detail, various functional compo-
nents that are not germane to conveying an understanding of
the inventive subject matter have been omitted from FIG. 1.
However, a skilled artisan will readily recognize that various
additional functional components may be included as part of
the computing environment 100 to facilitate additional func-
tionality that is not specifically described herein.

[0023] As shown, the computing environment 100 com-
prises the network-based data warehouse system 102 and a
cloud storage provider system 104 (e.g., AWS®, Microsoft
Azure Blob Storage®, or Google Cloud Storage). The
network-based data warehouse system 102 is a network-
based system used for reporting and analysis of integrated
data from one or more disparate sources including one or
more storage locations within the cloud storage provider
system 104. The cloud storage provider system 104 com-
prises a plurality of computing machines and provides
on-demand computer system resources such as data storage
and computing power to the network-based data warehouse
system 102.

[0024] The network-based data warehouse system 102
comprises an access management system 110, a compute
service manager 112, an execution platform 114, and a
database 116. The network-based data warehouse system
102 hosts and provides data reporting and analysis services
to multiple client accounts. The access management system
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110 enables administrative users of client accounts to man-
age access to resources and services provided by the net-
work-based data warchouse system 102. Administrative
users can create and manage identities (e.g., users, roles, and
groups) and use permissions to allow or deny access to the
identities to resources and services.

[0025] The compute service manager 112 coordinates and
manages operations of the network-based data warehouse
system 102. The compute service manager 112 also per-
forms query optimization and compilation as well as man-
aging clusters of computing services that provide compute
resources (also referred to as “virtual warehouses™). The
compute service manager 112 can support any number of
client accounts such as end users providing data storage and
retrieval requests, system administrators managing the sys-
tems and methods described herein, and other components/
devices that interact with compute service manager 112.
[0026] The compute service manager 112 is also coupled
to database 116, which is associated with the data stored the
computing environment 100. The database 116 stores data
pertaining to various functions and aspects associated with
the network-based data warehouse system 102 and its users.
For example, the database 116 stores one or more credential-
less external stage objects 108. In general, an external stage
object 108 specifies a storage location (e.g., a URL) where
data files are stored so that the data in the files can be loaded
into a table stored internally by the data warehouse 102 or
so that data from a table can be unloaded into the data files
stored internally by the data warehouse 102. The one or
more credential-less external stage objects 108 enable the
network-based data warehouse system 102 to access storage
locations within the cloud storage provider system 104
without storing, using, or otherwise accessing security cre-
dentials associated with the storage locations.

[0027] In some embodiments, the database 116 includes a
summary of data stored in remote data storage systems as
well as data available from a local cache. Additionally, the
database 116 may include information regarding how data is
organized in remote data storage systems (e.g., the cloud
storage provider system 104) and the local caches. The
database 116 allows systems and services to determine
whether a piece of data needs to be accessed without loading
or accessing the actual data from a storage device.

[0028] The compute service manager 112 is further
coupled to the execution platform 114, which provides
multiple computing resources that execute various data
storage and data retrieval tasks. The execution platform 114
is coupled to storage platform 122 of the cloud storage
provider system 104. The storage platform 122 comprises
multiple data storage devices 124-1 to 124-N. In some
embodiments, the data storage devices 124-1 to 124-N are
cloud-based storage devices located in one or more geo-
graphic locations. For example, the data storage devices
124-1 to 124-N may be part of a public cloud infrastructure
or a private cloud infrastructure. The data storage devices
124-1 to 124-N may be hard disk drives (HDDs), solid state
drives (SSDs), storage clusters, Amazon S3™ storage sys-
tems or any other data storage technology. Additionally, the
cloud storage provider system 104 may include distributed
file systems (such as Hadoop Distributed File Systems
(HDFS)), object storage systems, and the like.

[0029] The execution platform 114 comprises a plurality
of compute nodes. A set of processes on a compute node
executes a query plan compiled by the compute service
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manager 112. The set of processes can include: a first
process to execute the query plan; a second process to
monitor and delete micro-partition files using a least recently
used (LRU) policy and implement an out of memory (OOM)
error mitigation process; a third process that extracts health
information from process logs and status to send back to the
compute service manager 112; a fourth process to establish
communication with the compute service manager 112 after
a system boot; and a fifth process to handle all communi-
cation with a compute cluster for a given job provided by the
compute service manager 112 and to communicate informa-
tion back to the compute service manager 112 and other
compute nodes of the execution platform 114.

[0030] In addition to the storage platform 122, the cloud
storage provider system 104 also comprises an authentica-
tion and identity management system 118. The authentica-
tion and identity management system 118 allows users to
create and manage identities (e.g., users, roles, and groups)
and use permissions to allow or deny access of the identities
to cloud services and resources. The access management
system 110 of the network-based data warehouse system 102
and the authentication and identity management system 118
of the cloud storage provider system 104 can communicate
and share information so as to enable access and manage-
ment of resources and services shared by users of both the
network-based data warehouse system 102 and the cloud
storage provider system 104.

[0031] In some embodiments, communication links
between elements of the computing environment 100 are
implemented via one or more data communication networks.
These data communication networks may utilize any com-
munication protocol and any type of communication
medium. In some embodiments, the data communication
networks are a combination of two or more data communi-
cation networks (or sub-networks) coupled to one another.
In alternate embodiments, these communication links are
implemented using any type of communication medium and
any communication protocol.

[0032] As shown in FIG. 1, the data storage devices 124-1
to 124-N are decoupled from the computing resources
associated with the execution platform 114. This architec-
ture supports dynamic changes to the network-based data
warehouse system 102 based on the changing data storage/
retrieval needs as well as the changing needs of the users and
systems. The support of dynamic changes allows the net-
work-based data warehouse system 102 to scale quickly in
response to changing demands on the systems and compo-
nents within the network-based data warehouse system 102.
The decoupling of the computing resources from the data
storage devices supports the storage of large amounts of data
without requiring a corresponding large amount of comput-
ing resources. Similarly, this decoupling of resources sup-
ports a significant increase in the computing resources
utilized at a particular time without requiring a correspond-
ing increase in the available data storage resources.

[0033] The compute service manager 112, database 116,
execution platform 114, storage platform 122, and authen-
tication and identity management system 118 are shown in
FIG. 1 as individual discrete components. However, each of
the compute service manager 112, database 116, execution
platform 114, storage platform 122, and authentication and
identity management system 118 may be implemented as a
distributed system (e.g., distributed across multiple systems/
platforms at multiple geographic locations). Additionally,
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each of the compute service manager 112, database 116,
execution platform 114, storage platform 122, and authen-
tication and identity management system 118 can be scaled
up or down (independently of one another) depending on
changes to the requests received and the changing needs of
the network-based data warehouse system 102. Thus, in the
described embodiments, the network-based data warehouse
system 102 is dynamic and supports regular changes to meet
the current data processing needs.

[0034] During typical operation, the network-based data
warehouse system 102 processes multiple jobs determined
by the compute service manager 112. These jobs are sched-
uled and managed by the compute service manager 112 to
determine when and how to execute the job. For example,
the compute service manager 112 may divide the job into
multiple discrete tasks and may determine what data is
needed to execute each of the multiple discrete tasks. The
compute service manager 112 may assign each of the
multiple discrete tasks to one or more nodes of the execution
platform 114 to process the task. The compute service
manager 112 may determine what data is needed to process
a task and further determine which nodes within the execu-
tion platform 114 are best suited to process the task. Some
nodes may have already cached the data needed to process
the task and, therefore, be a good candidate for processing
the task. Metadata stored in the database 116 assists the
compute service manager 112 in determining which nodes in
the execution platform 114 have already cached at least a
portion of the data needed to process the task. One or more
nodes in the execution platform 114 process the task using
data cached by the nodes and, if necessary, data retrieved
from the cloud storage provider system 104. It is desirable
to retrieve as much data as possible from caches within the
execution platform 114 because the retrieval speed is typi-
cally much faster than retrieving data from the cloud storage
provider system 104.

[0035] As shown in FIG. 1, the computing environment
100 separates the execution platform 114 from the storage
platform 122. In this arrangement, the processing resources
and cache resources in the execution platform 114 operate
independently of the data storage devices 124-1 to 124-» in
the cloud storage provider system 104. Thus, the computing
resources and cache resources are not restricted to specific
data storage devices 124-1 to 124-n. Instead, all computing
resources and all cache resources may retrieve data from,
and store data to, any of the data storage resources in the
cloud storage provider system 104.

[0036] FIG. 2 is a data flow diagram illustrating use of an
external stage object 200 within the computing environment
100, in accordance with some embodiments of the present
disclosure. The external stage object 200 is an example of
the credential-less external stage object(s) 108 illustrated in
FIG. 1. The external stage object 200 is generated by the
compute service manager 112 and stored in the database 116.
The external stage object 200 is generated by the compute
service manager 112 within a client account 204. The
compute service manager 112 creates the external stage
object 200 based on input received from a computing device
in communication with the network-based data warehouse
system 102. For example, a user 206 of the client account
204 can utilize a command line or other user interface
provided to a computing device 206 by the network-based
data warehouse system 102 to provide a command to create
the external stage object 200.
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[0037] The external stage object 200 is a component used
to load or unload data at a storage location within the storage
platform 122 to the network-based data warehouse system
102. In this particular example, the external stage object 200
specifies a storage location corresponding to a storage
resource 208 within the storage platform 122 as a location
from which data can be loaded or unloaded. The storage
resource 208 resides on one or more of the storage devices
124-1 to 124-N of the storage platform 122. The external
stage object 200 further comprises a reference (e.g., a
pointer) to a storage integration object 202.

[0038] The storage integration object 202 is created within
the client account 204 by the compute service manager 112
and is stored within the database 116. The compute service
manager 112 creates the external stage object 200 based on
input received from the computing device 206 of the user
205 of the client account 204 in communication with the
network-based data warehouse system 102. For example, the
user 206 can utilize the command line or other user interface
provided to the computing device 206 by the network-based
data warehouse system 102 to provide a command to create
the storage integration object 202.

[0039] It shall be appreciated that the user who provides
the command to create the external stage object 200 may be
a different user from the user that provides the command to
create the storage integration object 202. For example, a first
user with administrator privileges—an administrative
user—may provide the command to create the storage
integration object 202 and as part of the command, may
grant permission to a second user to use the storage inte-
gration object 202 to create external stage objects. In this
example, the second user may provide the command to
create the external stage object 200.

[0040] The storage integration object 202 defines a storage
integration between the network-based data warehouse sys-
tem 102 and an externally managed storage location in the
storage platform 122. More specifically, the storage integra-
tion object 202 describes properties of a storage integration
between the network-based data warehouse system 102 and
the customer managed storage resource 208 (e.g., a folder,
data bucket, or other storage resource). The storage integra-
tion object 202 comprises an identifier of a storage location
corresponding to the storage resource 208 (e.g., a URL) and
an identifier of the cloud storage provider system 104. In
some embodiments, the storage integration object 202 may
further specify one or more storage locations to which
access to data is to be denied. For example, the external
stage object 200 may identify a base storage location to
which access is to be allowed using a file path and the
storage integration object 202 may further identify a portion
of'the base storage location to which access is to be allowed
or denied with a sub-path of the file path.

[0041] Once created, the compute service manager 112
associates the storage integration object 202 with a cloud
identity object 210 within a service account 212 maintained
by the authentication and identity management system 118
that is associated with the network-based data warehouse
system 102 and the client account 204. The cloud identity
object 210 is an identity within the cloud storage provider
system 104 associated with the client account 204. The
cloud identity object 210 may be created when the client
account 204 is created. A unique identifier (e.g., an Amazon
Resource Name (ARN)) is associated with the cloud identity
object 210 at creation. A storage provider administrator can
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utilize the authentication and identity management system
118 to grant permission to the cloud identity object 210 to
access storage using the identifier of the cloud identity
object 210.

[0042] The compute service manager 112 may store cloud
storage provider identity identifiers in the database 116 in an
encrypted format. The compute service manager 112 may
further store security credentials associated with each cloud
storage provider identity in the database 116 in an encrypted
format.

[0043] The cloud storage provider system 104 generates a
proxy identity object 214 within a client account 216 of the
cloud storage provider system 104. The client account 216
is the account of the client corresponding to the client
account 204 within the cloud storage provider system 104.
The cloud storage provider system 104 generates the proxy
identity object 214 based on input specified by an adminis-
trative user of the client account 216. In some instances, the
administrative user of the client account 216 is the user 205.
[0044] The proxy identity object 214 defines a proxy
identity with an associated trust policy for making services
requests within the cloud storage provider system 104. More
specifically, the proxy identity object 214 includes a set of
permissions that allow the cloud identity object 210 to
assume the proxy identity to read data from and write data
to the storage resource 208. Rather than being uniquely
associated with a single person like a user, the proxy identity
object 214 defines a proxy identity that can be assumed by
multiple users.

[0045] Insome instances, the proxy identity defined by the
proxy identity object 214 does not have long-term security
credentials, and in these instances, another identity that is
assuming the proxy identity utilizes temporary security
credentials provided by the authentication and identity man-
agement system 118 to access the proxy identity. Consistent
with these embodiments, the temporary security credentials
may expire after an expiration time.

[0046] The cloud storage provider system 104 assigns a
unique identifier to the proxy identity object 214 (e.g., an
Amazon® Resource Name (ARN)). The unique identifier of
the proxy identity object 214 is used by the storage admin-
istrator to grant access to storage.

[0047] In response to receiving a command to load data
from the storage location corresponding to the storage
resource 208 to an internally managed storage resource (e.g.,
a table) or to unload data from the internally managed
storage resource to the storage location corresponding to the
storage resource 208, the network-based data warchouse
system 102 uses the external stage object 200 to load or
unload the data. In particular, the compute service manager
112 identifies and accesses the storage integration object 202
using the external stage object 200 and uses the storage
integration object 202 to access security credentials associ-
ated with the cloud identity object 210. The compute service
manager 112 uses security credentials associated with the
cloud identity object 210 to access security credentials from
the authentication and identity management system 118 to
allow the cloud identity object 210 to assume the proxy
identity defined by the proxy identity object 214 to load or
unload data between the internal storage resource and the
storage resource 208.

[0048] FIG. 3 is an interaction diagram illustrating inter-
actions between the network-based data warehouse system
102 and the cloud storage provider system 104 in a method

Mar. 9, 2023

300 for using the external stage object 200 to load or unload
data at the storage resource 208 within the cloud storage
provider system 104 to the network-based data warehouse
system 102, in accordance with some embodiments of the
present disclosure. For ease of explanation, the method 300
is described below with reference to the components illus-
trated in FIGS. 1 and 2 and described above.

[0049] At operation 302, the cloud storage provider sys-
tem 104 creates the proxy identity object 214 within the
client account 216. The cloud storage provider system 104
generates the proxy identity object 214 based on input
specified by an administrative user of the client account 216.
As noted above, the proxy identity object 214 includes a set
of permissions that allow the cloud identity object 210 to
assume the proxy identity to read data from and write data
to the storage resource 208.

[0050] At operation 304, the compute service manager 112
of the network-based data warechouse system 102 creates the
storage integration object 202 in the database 116. The
compute service manager 112 creates the storage integration
object 202 based on a command provided by a first user
(e.g., the user 206) of the client account 204. The first user
may be an administrative user of the client account 204. As
noted above, the storage integration object 202 comprises:
an integration name, an identifier of an externally managed
storage location such as a URL corresponding to the storage
resource 208; an identifier of the cloud storage provider
system 104; and an identifier of the proxy identity object
214. In some embodiments, the storage integration object
200 may further specify one or more storage locations to
which access to data is to be denied. The one or more storage
locations to which access to data is to be denied may
correspond to portions of the storage locations to which
access to the network-based data warehouse system 102 is to
be provided. For example, the external stage object 200 may
identity a base storage location to which access is to be
allowed using a file path and the storage integration object
200 may further identify a portion of the base storage
location to which access is to be denied with a sub-path of
the file path.

[0051] At operation 306, the compute service manager 112
associates the storage integration object 202 with the cloud
identity object 210. The compute service manager 112
associates the storage integration object 202 with the cloud
identity object 210 based on an association between the
client account 204 and the cloud identity object 210.
[0052] At operation 308, the access management system
110 sets usage permissions for the storage integration object
202. The setting of usage permissions for the integration
object may comprise granting a second user permission to
use the storage integration object. In some embodiments, the
access management system 110 may grant usage permission
to an identity that corresponds to multiple users thereby
providing usage permission to each user associated with the
identity.

[0053] At operation 310, the compute service manager 112
creates the external stage object 200. The compute service
manager 112 creates the external stage object 200 based on
an external stage creation command to load or unload data
at a storage location. The storage location may be the same
as the storage location specified in the storage integration
object 202 or may comprise a portion of the storage location
specified in the storage integration object 202. The external
stage object 200 comprises an identifier corresponding to the
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storage location (e.g., the URL corresponding to the storage
location) and a reference to the storage integration object
202 (e.g., a pointer).

[0054] At operation 312, the access management system
110 sets usage permissions for the external stage object 200.
The access management system 110 may set usage permis-
sions based on input received from the second user. The
setting of usage permissions for the integration object may
comprise granting usage permission to a third identity. The
third identity may correspond to a single user or may be
associated with multiple users. Once usage permission is
granted to the third identity, the one or more users associated
with the third identity are allowed to use the external stage
object to load or unload data.

[0055] At operation 314, a cloud storage provider admin-
istrator sets usage permission on the cloud storage provider
system 104 for the proxy identity object. In setting the usage
permissions for the proxy identity object, the cloud storage
provider system 104 grants permission to the cloud identity
object to use the proxy identity object to load and unload
data at the storage location.

[0056] At operation 316, the compute service manager 112
receives a command to load data from the storage location
to an internally managed storage resource (e.g., a table) or
to unload data from the internally managed storage resource
to the storage location. The command comprises the iden-
tifier of the external stage object 200 (e.g., the integration
name). The command may be received from a computing
device of a third user associated with the third identity. In
response to the command, the compute service manager 112
uses the external stage object 200 to execute the command,
at operation 318. In executing the command, the network-
based data warchouse system 102 authenticates with the
proxy identity object 214 using security credentials associ-
ated with the proxy identity object 214 to assume the proxy
identity defined by the proxy identity object 214. The
network-based data warehouse system 102 assumes the
proxy identity object 214 to either load data from the storage
location to an internally managed storage resource (e.g., a
table) or to unload data from the internally managed storage
resource to the storage location, at operation 322.

[0057] FIGS. 4 and 5 are flow diagrams illustrating opera-
tions of the network-based data warehouse system 102 in
performing a method 400 for loading or unloading data from
the storage platform 122 using the external stage object 200,
in accordance with some embodiments of the present dis-
closure. The method 400 may be embodied in computer-
readable instructions for execution by one or more hardware
components (e.g., one or more processors) such that the
operations of the method 400 may be performed by com-
ponents of network-based data warehouse system 102.
Accordingly, the method 400 is described below, by way of
example with reference thereto. However, it shall be appre-
ciated that the method 400 may be deployed on various other
hardware configurations and is not intended to be limited to
deployment within the network-based data warehouse sys-
tem 102.

[0058] At operation 405, the compute service manager 112
receives a command to create a storage integration object
(also referred to as a “storage integration creation com-
mand”). The storage integration creation command is
received from a computing device in communication with
the data warehouse 102 and is specified by a first user via a
command line or Ul provided to the computing device by the
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network-based data warehouse system 102. The first user is
an administrative user belonging to a client account of the
network-based data warehouse system 102. In general, the
command specifies storage locations that are allowed or
blocked as part of a storage integration. For example, the
command can comprise an identifier corresponding to a first
storage location (e.g., a URL) in the storage platform 122 of
the cloud storage provider system 104 to which the network-
based data warehouse is to be allowed access to load and
unload data. The first storage location corresponds to a data
storage resource such as a data folder or a data bucket. The
storage integration creation command further specifies the
cloud storage provider system 104, an integration name, and
an identifier of a proxy identity object maintained by the
cloud storage provider system 104. The proxy identity object
defines a proxy identity that has associated permissions to
access the first storage location. The proxy identity object
further includes permissions that allow a cloud identity to
assume the proxy identity to load and unload data at the first
storage location.

[0059] In some instances, the first storage location may be
a base storage location and the storage integration creation
command can further specify one or more blocked storage
locations to which access by the network-based data ware-
house system 102 is denied. The blocked locations may
correspond to one or more portions of the first storage
location. For example, the first storage location may corre-
spond to a storage bucket (e.g., an S3 storage bucket) and the
storage integration creation command may specify one or
more folders within the storage bucket to which access is to
be denied.

[0060] At operation 410, the compute service manager 112
creates a storage integration object in the database 116 based
on the storage integration creation command. The storage
integration object specifies the first storage location (e.g., a
URL), the cloud storage provider system 104, and the proxy
identity object. More specifically, the storage integration
object comprises a first identifier corresponding to the first
storage location (e.g., a URL), an identifier of the cloud
storage provider system 104, and an identifier of the proxy
identity object (e.g., an ARN). Once created, the network-
based data warehouse system 102, at operation 415, asso-
ciates the integration object with a cloud identity object that
is associated with the proxy identity object. The cloud
identity object defines a cloud identity used to access cloud
services provided by the cloud storage provider system 104.
The cloud identity object is associated with the storage
integration object based on an association between the cloud
identity object and the client account to which the first user
belongs.

[0061] At operation 420, the access management system
110 sets usage permissions for the storage integration object.
The access management system 110 may set usage permis-
sions based on input received from the first user. The setting
of usage permissions for the integration object may com-
prise granting a second identity permission to use the storage
integration object to create one or more external stage
objects. In some embodiments, the second identity corre-
sponds to at least a second user. In some embodiments, the
access management system 110 may grant usage permission
to an identity that corresponds to multiple users thereby
providing usage permission to each user associated with the
identity.
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[0062] At operation 425, the compute service manager 112
receives a command to create an external stage object (also
referred to as a “external stage creation command”). The
external stage creation command is received from a com-
puting device in communication with the data warehouse
102 and is specified by the second user via a command line
or Ul provided to the computing device by the network-
based data warehouse system 102. The external stage cre-
ation command comprises an identifier of a second storage
location (e.g., a URL) and an identifier of the storage
integration object (e.g., the name of the storage integration
object). In some instances, the second storage location may
be the same as the first storage location while in other
instances, the second storage location may correspond to a
location within the first storage location. That is, the second
storage location may correspond to a portion of the first
storage location.

[0063] At operation 430, the compute service manager 112
creates an external stage object based on the external stage
creation command to load or unload data at the second
storage location. The external stage object identifies the
second storage location and includes an association with the
storage integration object. More specifically, the external
stage object comprises the identifier of the second storage
location (e.g., the URL corresponding to the second storage
location) and a reference to the storage integration object
(e.g., a pointer).

[0064] At operation 435, the access management system
110 sets usage permissions for the external stage object. The
access management system 110 may set usage permissions
based on input provided by the second user. The setting of
usage permissions for the integration object may comprise
granting usage permission to a third identity associated with
at least a third user. Once usage permission is granted to the
third identity, at least the third user is allowed to use the
external stage object.

[0065] At operation 440, the compute service manager 112
receives a command to unload from an internal data resource
(e.g., a table) to a third storage location or to load data from
the third storage location to the internal data resource. The
command comprises the identifier of the external stage
object (e.g., the name given to the external stage object). The
command may be received from a computing device of a
third user. In response to the command, the compute service
manager 112, at operation 445, loads or unloads the data at
the third storage location in the storage platform 122 of the
external cloud storage provider using the external stage
object 200. In a first example, the compute service manager
112 copies data from the storage location to a table main-
tained in a storage location that is internal to the network-
based data warehouse system 102. In a second example, the
compute service manager 112 copies data from a table
maintained in an internal storage location to the storage
location specified in the command. The third storage loca-
tion corresponds to the second storage location. For
example, the third storage location may be the same as the
second storage location or may correspond to a location
within the second storage location.

[0066] As shown in FIG. 5, the method 400 may, in some
embodiments, further include operations 505, 510, 515, 520,
and 525. Consistent with these embodiments, the operations
505 and 510 may be performed subsequent to the operation
440 where compute service manager 112 receives the com-
mand to load or unload data at the storage location.
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[0067] At operation 505, the compute service manager 112
identifies the storage integration object based on an asso-
ciation with the external stage object. For example, as noted
above, the external stage object referenced in the command
to load or unload data includes a reference to the integration
object (e.g., a pointer).

[0068] At operation 510, the compute service manager 112
works in conjunction with the access management system
110 to verify user permissions associated with the third user.
In verifying the user permissions associated with the third
user, the compute service manager 112 verifies the third user
has permission to use the external stage object and the
storage integration object.

[0069] Consistent with these embodiments, the operations
515, 520, and 525 may be performed as part of operation 445
(e.g., as a sub-routine or sub-operations) where the compute
service manager 112 loads or unloads data at the storage
location.

[0070] At operation 515, the compute service manager 112
verifies that the third storage location is allowed by the
storage integration object. That is, the compute service
manager 112 checks the third storage location against the
first storage location identified in the storage integration
object to verify that the third storage location is within the
first storage location. The service manager 112 may further
check the third storage location against any blocked storage
locations specified by the storage integration object to
determine whether the third storage location is allowed by
the storage integration object.

[0071] At operation 520, the compute service manager 112
accesses security credentials to be used in authenticating
with the cloud storage provider system 104 to assume the
proxy identity defined by the proxy identity object. In some
embodiments, the security credentials are temporary and
may expire after a time limit is reached (e.g., 1 hour) and
may be limited in scope for use specifically in loading or
unloading data at the first storage location.

[0072] Consistent with some embodiments, the compute
service manager 112 may obtain the security credentials by
transmitting a request to the authentication and identity
management system 118 of the cloud storage provider
system 104 for the security credentials. The request can
comprise or indicate a first identifier corresponding to the
cloud identity object, a second identifier corresponding to
proxy identity object, and security credentials associated
with the cloud identity object. The security credentials
associated with the cloud identity object may be stored in an
encrypted format in the database 116. The authentication and
identity management system 118 of the cloud storage pro-
vider system 104 provides the security credentials in
response to the request.

[0073] At operation 525, the compute service manager 112
causes the cloud identity to assume the proxy identity
defined by the proxy identity object using the credentials
obtained from the authentication and identity management
system 118. That is, the cloud identity interacts with the
storage location (e.g., by loading or unloading data) via the
proxy identity and may exchange data with the compute
service manager 112 using the proxy identity.

[0074] FIG. 6 is a block diagram illustrating components
of the compute service manager 112, in accordance with
some embodiments of the present disclosure. As shown in
FIG. 6, request processing service 602 manages received
data storage requests and data retrieval requests (e.g., jobs to
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be performed on database data). For example, the request
processing service 602 may determine the data necessary to
process a received query (e.g., a data storage request or data
retrieval request). The data may be stored in a cache within
the execution platform 114 or in a data storage device in
cloud storage provider system 104.

[0075] A management console service 604 supports access
to various systems and processes by administrators and other
system managers. Additionally, the management console
service 604 may receive a request to execute a job and
monitor the workload on the system.

[0076] The compute service manager 112 also includes a
job compiler 606, a job optimizer 608 and a job executor
610. The job compiler 606 parses a job into multiple discrete
tasks and generates the execution code for each of the
multiple discrete tasks. The job optimizer 608 determines
the best method to execute the multiple discrete tasks based
on the data that needs to be processed. The job optimizer 608
also handles various data pruning operations and other data
optimization techniques to improve the speed and efficiency
of executing the job. The job executor 610 executes the
execution code for jobs received from a queue or determined
by the compute service manager 112.

[0077] A job scheduler and coordinator 612 sends received
jobs to the appropriate services or systems for compilation,
optimization, and dispatch to the execution platform 114.
For example, jobs may be prioritized and processed in that
prioritized order. In an embodiment, the job scheduler and
coordinator 612 determines a priority for internal jobs that
are scheduled by the compute service manager 112 with
other “outside” jobs such as user queries that may be
scheduled by other systems in the database but may utilize
the same processing resources in the execution platform 114.
In some embodiments, the job scheduler and coordinator
612 identifies or assigns particular nodes in the execution
platform 114 to process particular tasks. A virtual warehouse
manager 614 manages the operation of multiple virtual
warehouses implemented in the execution platform 114. As
discussed below, each virtual warehouse includes multiple
execution nodes that each include a cache and a processor.
[0078] Additionally, the compute service manager 112
includes a configuration and metadata manager 616, which
manages the information related to the data stored in the
remote data storage devices and in the local caches (e.g., the
caches in execution platform 114). The configuration and
metadata manager 616 uses the metadata to determine which
data micro-partitions need to be accessed to retrieve data for
processing a particular task or job. A monitor and workload
analyzer 618 oversee processes performed by the compute
service manager 112 and manages the distribution of tasks
(e.g., workload) across the virtual warehouses and execution
nodes in the execution platform 114. The monitor and
workload analyzer 618 also redistribute tasks, as needed,
based on changing workloads throughout the data ware-
house 102 and may further redistribute tasks based on a user
(e.g., “external”) query workload that may also be processed
by the execution platform 114. The configuration and meta-
data manager 616 and the monitor and workload analyzer
618 are coupled to a data storage device 620. Data storage
device 620 in FIG. 6 represent any data storage device
within the data warehouse 102. For example, data storage
device 620 may represent caches in execution platform 114,
storage devices in cloud storage provider system 104, or any
other storage device.
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[0079] FIG. 7 is a block diagram illustrating components
of the execution platform 114, in accordance with some
embodiments of the present disclosure. As shown in FIG. 7,
the execution platform 114 includes multiple virtual ware-
houses, including virtual warehouse 1, virtual warehouse 2,
and virtual warehouse n. Each virtual warehouse includes
multiple execution nodes that each include a data cache and
a processor. The virtual warehouses can execute multiple
tasks in parallel by using the multiple execution nodes. As
discussed herein, the execution platform 114 can add new
virtual warehouses and drop existing virtual warehouses in
real-time based on the current processing needs of the
systems and users. This flexibility allows the execution
platform 114 to quickly deploy large amounts of computing
resources when needed without being forced to continue
paying for those computing resources when they are no
longer needed. All virtual warehouses can access data from
any data storage device (e.g., any storage device in cloud
storage provider system 104).

[0080] Although each virtual warchouse shown in FIG. 7
includes three execution nodes, a particular virtual ware-
house may include any number of execution nodes. Further,
the number of execution nodes in a virtual warehouse is
dynamic, such that new execution nodes are created when
additional demand is present, and existing execution nodes
are deleted when they are no longer necessary.

[0081] Each virtual warehouse is capable of accessing any
of the data storage devices 124-1 to 124-r shown in FIG. 1.
Thus, the virtual warehouses are not necessarily assigned to
a specific data storage device 124-1 to 124-r and, instead,
can access data from any of the data storage devices 124-1
to 124-n within the cloud storage provider system 104.
Similarly, each of the execution nodes shown in FIG. 7 can
access data from any of the data storage devices 124-1 to
124-n. In some embodiments, a particular virtual warchouse
or a particular execution node may be temporarily assigned
to a specific data storage device, but the virtual warehouse
or execution node may later access data from any other data
storage device.

[0082] In the example of FIG. 7, virtual warehouse 1
includes three execution nodes 702-1, 702-2, and 702-n.
Execution node 702-1 includes a cache 704-1 and a proces-
sor 706-1. Execution node 702-2 includes a cache 704-2 and
a processor 706-2. Execution node 702-7 includes a cache
704-n and a processor 706-n. Each execution node 702-1,
702-2, and 702-r is associated with processing one or more
data storage and/or data retrieval tasks. For example, a
virtual warehouse may handle data storage and data retrieval
tasks associated with an internal service, such as a clustering
service, a materialized view refresh service, a file compac-
tion service, a storage procedure service, or a file upgrade
service. In other implementations, a particular virtual ware-
house may handle data storage and data retrieval tasks
associated with a particular data storage system or a par-
ticular category of data.

[0083] Similar to virtual warehouse 1 discussed above,
virtual warehouse 2 includes three execution nodes 712-1,
712-2, and 712-n. Execution node 712-1 includes a cache
714-1 and a processor 716-1. Execution node 712-2 includes
a cache 714-2 and a processor 716-2. Execution node 712-»
includes a cache 714-r and a processor 716-n. Additionally,
virtual warehouse 3 includes three execution nodes 722-1,
722-2, and 722-n. Execution node 722-1 includes a cache
724-1 and a processor 726-1. Execution node 722-2 includes
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a cache 724-2 and a processor 726-2. Execution node 722-n
includes a cache 724-» and a processor 726-7.

[0084] In some embodiments, the execution nodes shown
in FIG. 7 are stateless with respect to the data the execution
nodes are caching. For example, these execution nodes do
not store or otherwise maintain state information about the
execution node or the data being cached by a particular
execution node. Thus, in the event of an execution node
failure, the failed node can be transparently replaced by
another node. Since there is no state information associated
with the failed execution node, the new (replacement)
execution node can easily replace the failed node without
concern for recreating a particular state.

[0085] Although the execution nodes shown in FIG. 7
each includes one data cache and one processor, alternate
embodiments may include execution nodes containing any
number of processors and any number of caches. Addition-
ally, the caches may vary in size among the different
execution nodes. The caches shown in FIG. 7 store, in the
local execution node, data that was retrieved from one or
more data storage devices in cloud storage provider system
104. Thus, the caches reduce or eliminate the bottleneck
problems occurring in platforms that consistently retrieve
data from remote storage systems. Instead of repeatedly
accessing data from the remote storage devices, the systems
and methods described herein access data from the caches in
the execution nodes which is significantly faster and avoids
the bottleneck problem discussed above. In some embodi-
ments, the caches are implemented using high-speed
memory devices that provide fast access to the cached data.
Each cache can store data from any of the storage devices in
the cloud storage provider system 104.

[0086] Further, the cache resources and computing
resources may vary between different execution nodes. For
example, one execution node may contain significant com-
puting resources and minimal cache resources, making the
execution node useful for tasks that require significant
computing resources. Another execution node may contain
significant cache resources and minimal computing
resources, making this execution node useful for tasks that
require caching of large amounts of data. Yet another execu-
tion node may contain cache resources providing faster
input-output operations, useful for tasks that require fast
scanning of large amounts of data. In some embodiments,
the cache resources and computing resources associated
with a particular execution node are determined when the
execution node is created, based on the expected tasks to be
performed by the execution node.

[0087] Additionally, the cache resources and computing
resources associated with a particular execution node may
change over time based on changing tasks performed by the
execution node. For example, an execution node may be
assigned more processing resources if the tasks performed
by the execution node become more processor-intensive.
Similarly, an execution node may be assigned more cache
resources if the tasks performed by the execution node
require a larger cache capacity.

[0088] Although virtual warehouses 1, 2, and n are asso-
ciated with the same execution platform 114, the virtual
warehouses may be implemented using multiple computing
systems at multiple geographic locations. For example,
virtual warehouse 1 can be implemented by a computing
system at a first geographic location, while virtual ware-
houses 2 and n are implemented by another computing
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system at a second geographic location. In some embodi-
ments, these different computing systems are cloud-based
computing systems maintained by one or more different
entities.

[0089] Additionally, each virtual warehouse is shown in
FIG. 7 as having multiple execution nodes. The multiple
execution nodes associated with each virtual warehouse may
be implemented using multiple computing systems at mul-
tiple geographic locations. For example, an instance of
virtual warehouse 1 implements execution nodes 702-1 and
702-2 on one computing platform at a geographic location
and implements execution node 702-z at a different com-
puting platform at another geographic location. Selecting
particular computing systems to implement an execution
node may depend on various factors, such as the level of
resources needed for a particular execution node (e.g.,
processing resource requirements and cache requirements),
the resources available at particular computing systems,
communication capabilities of networks within a geographic
location or between geographic locations, and which com-
puting systems are already implementing other execution
nodes in the virtual warehouse.

[0090] Execution platform 114 is also fault tolerant. For
example, if one virtual warehouse fails, that virtual ware-
house is quickly replaced with a different virtual warehouse
at a different geographic location.

[0091] A particular execution platform 114 may include
any number of virtual warehouses. Additionally, the number
of virtual warehouses in a particular execution platform is
dynamic, such that new virtual warehouses are created when
additional processing and/or caching resources are needed.
Similarly, existing virtual warehouses may be deleted when
the resources associated with the virtual warehouse are no
longer necessary.

[0092] In some embodiments, the virtual warehouses may
operate on the same data in cloud storage provider system
104, but each virtual warehouse has its own execution nodes
with independent processing and caching resources. This
configuration allows requests on different virtual ware-
houses to be processed independently and with no interfer-
ence between the requests. This independent processing,
combined with the ability to dynamically add and remove
virtual warehouses, supports the addition of new processing
capacity for new users without impacting the performance
observed by the existing users.

[0093] FIG. 8 illustrates a diagrammatic representation of
a machine 800 in the form of a computer system within
which a set of instructions may be executed for causing the
machine 800 to perform any one or more of the method-
ologies discussed herein, according to an example embodi-
ment. Specifically, FIG. 8 shows a diagrammatic represen-
tation of the machine 800 in the example form of a computer
system, within which instructions 816 (e.g., software, a
program, an application, an applet, an app, or other execut-
able code) for causing the machine 800 to perform any one
or more of the methodologies discussed herein may be
executed. For example, the instructions 816 may cause the
machine 800 to execute any one or more operations of any
one or more of the method 300 or 400. As another example,
the instructions 816 may cause the machine 800 to imple-
mented portions of the data flows illustrated in any one or
more of FIGS. 3-5. In this way, the instructions 816 trans-
form a general, non-programmed machine into a particular
machine 800 (e.g., the access management system 110, the
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compute service manager 112, the execution platform 114,
the authentication and identity management system 118, and
the computing devices 206) that is specially configured to
carry out any one of the described and illustrated functions
in the manner described herein.

[0094] In alternative embodiments, the machine 800 oper-
ates as a standalone device or may be coupled (e.g., net-
worked) to other machines. In a networked deployment, the
machine 800 may operate in the capacity of a server machine
or a client machine in a server-client network environment,
or as a peer machine in a peer-to-peer (or distributed)
network environment. The machine 800 may comprise, but
not be limited to, a server computer, a client computer, a
personal computer (PC), a tablet computer, a laptop com-
puter, a netbook, a smart phone, a mobile device, a network
router, a network switch, a network bridge, or any machine
capable of executing the instructions 816, sequentially or
otherwise, that specify actions to be taken by the machine
800. Further, while only a single machine 800 is illustrated,
the term “machine” shall also be taken to include a collec-
tion of machines 800 that individually or jointly execute the
instructions 816 to perform any one or more of the meth-
odologies discussed herein.

[0095] The machine 800 includes processors 810, memory
830, and input/output (/O) components 850 configured to
communicate with each other such as via a bus 802. In an
example embodiment, the processors 810 (e.g., a central
processing unit (CPU), a reduced instruction set computing
(RISC) processor, a complex instruction set computing
(CISC) processor, a graphics processing unit (GPU), a
digital signal processor (DSP), an application-specific inte-
grated circuit (ASIC), a radio-frequency integrated circuit
(RFIC), another processor, or any suitable combination
thereof) may include, for example, a processor 812 and a
processor 814 that may execute the instructions 816. The
term “processor” is intended to include multi-core proces-
sors 810 that may comprise two or more independent
processors (sometimes referred to as “cores”) that may
execute instructions 816 contemporaneously. Although FIG.
8 shows multiple processors 810, the machine 800 may
include a single processor with a single core, a single
processor with multiple cores (e.g., a multi-core processor),
multiple processors with a single core, multiple processors
with multiple cores, or any combination thereof.

[0096] The memory 830 may include a main memory 832,
a static memory 834, and a storage unit 836, all accessible
to the processors 810 such as via the bus 802. The main
memory 832, the static memory 834, and the storage unit
836 store the instructions 816 embodying any one or more
of the methodologies or functions described herein. The
instructions 816 may also reside, completely or partially,
within the main memory 832, within the static memory 834,
within the storage unit 836, within at least one of the
processors 810 (e.g., within the processor’s cache memory),
or any suitable combination thereof, during execution
thereof by the machine 800.

[0097] The I/O components 850 include components to
receive input, provide output, produce output, transmit
information, exchange information, capture measurements,
and so on. The specific I/O components 850 that are included
in a particular machine 800 will depend on the type of
machine. For example, portable machines such as mobile
phones will likely include a touch input device or other such
input mechanisms, while a headless server machine will
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likely not include such a touch input device. It will be
appreciated that the /O components 850 may include many
other components that are not shown in FIG. 8. The /O
components 850 are grouped according to functionality
merely for simplifying the following discussion and the
grouping is in no way limiting. In various example embodi-
ments, the I/O components 850 may include output compo-
nents 852 and input components 854. The output compo-
nents 852 may include visual components (e.g., a display
such as a plasma display panel (PDP), a light emitting diode
(LED) display, a liquid crystal display (LCD), a projector, or
a cathode ray tube (CRT)), acoustic components (e.g.,
speakers), other signal generators, and so forth. The input
components 854 may include alphanumeric input compo-
nents (e.g., a keyboard, a touch screen configured to receive
alphanumeric input, a photo-optical keyboard, or other
alphanumeric input components), point-based input compo-
nents (e.g., a mouse, a touchpad, a trackball, a joystick, a
motion sensor, or another pointing instrument), tactile input
components (e.g., a physical button, a touch screen that
provides location and/or force of touches or touch gestures,
or other tactile input components), audio input components
(e.g., a microphone), and the like.

[0098] Communication may be implemented using a wide
variety of technologies. The I/O components 850 may
include communication components 864 operable to couple
the machine 800 to a network 880 or devices 870 via a
coupling 882 and a coupling 872, respectively. For example,
the communication components 864 may include a network
interface component or another suitable device to interface
with the network 880. In further examples, the communi-
cation components 864 may include wired communication
components, wireless communication components, cellular
communication components, and other communication
components to provide communication via other modalities.
The devices 870 may be another machine or any of a wide
variety of peripheral devices (e.g., a peripheral device
coupled via a universal serial bus (USB)). For example, as
noted above, the machine 800 may correspond to any one of
the access management system 110, the compute service
manager 112, the execution platform 114, the authentication
and identity management system 118 and the devices 870
may include the computing device 206 or any other com-
puting device described herein as being in communication
with the network-based data warehouse system 102 or the
cloud storage provider system 104.

Executable Instructions and Machine Storage Medium

[0099] The various memories (e.g., 830, 832, 834, and/or
memory of the processor(s) 810 and/or the storage unit 836)
may store one or more sets of instructions 816 and data
structures (e.g., software) embodying or utilized by any one
or more of the methodologies or functions described herein.
These instructions 816, when executed by the processor(s)
810, cause various operations to implement the disclosed
embodiments.

[0100] As used herein, the terms “machine-storage
medium,” “device-storage medium,” and “computer-storage
medium” mean the same thing and may be used interchange-
ably in this disclosure. The terms refer to a single or multiple
storage devices and/or media (e.g., a centralized or distrib-
uted database, and/or associated caches and servers) that
store executable instructions and/or data. The terms shall
accordingly be taken to include, but not be limited to,
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solid-state memories, and optical and magnetic media,
including memory internal or external to processors. Spe-
cific examples of machine-storage media, computer-storage
media, and/or device-storage media include non-volatile
memory, including by way of example semiconductor
memory devices, e.g., erasable programmable read-only
memory (EPROM), electrically erasable programmable
read-only memory (EEPROM), field-programmable gate
arrays (FPGAs), and flash memory devices; magnetic disks
such as internal hard disks and removable disks; magneto-
optical disks; and CD-ROM and DVD-ROM disks. The
terms “machine-storage media,” “computer-storage media,”
and “device-storage media” specifically exclude carrier
waves, modulated data signals, and other such media, at
least some of which are covered under the term “signal
medium” discussed below.

Transmission Medium

[0101] In various example embodiments, one or more
portions of the network 980 may be an ad hoc network, an
intranet, an extranet, a virtual private network (VPN), a
local-area network (LAN), a wireless LAN (WLAN), a
wide-area network (WAN), a wireless WAN (WWAN), a
metropolitan-area network (MAN), the Internet, a portion of
the Internet, a portion of the public switched telephone
network (PSTN), a plain old telephone service (POTS)
network, a cellular telephone network, a wireless network, a
Wi-Fi® network, another type of network, or a combination
of two or more such networks. For example, the network 880
or a portion of the network 880 may include a wireless or
cellular network, and the coupling 882 may be a Code
Division Multiple Access (CDMA) connection, a Global
System for Mobile communications (GSM) connection, or
another type of cellular or wireless coupling. In this
example, the coupling 882 may implement any of a variety
of types of data transfer technology, such as Single Carrier
Radio Transmission Technology (1xRTT), Evolution-Data
Optimized (EVDO) technology, General Packet Radio Ser-
vice (GPRS) technology, Enhanced Data rates for GSM
Evolution (EDGE) technology, third Generation Partnership
Project (3GPP) including 3G, fourth generation wireless
(4G) networks, Universal Mobile Telecommunications Sys-
tem (UMTS), High-Speed Packet Access (HSPA), World-
wide Interoperability for Microwave Access (WiMAX),
Long Term Evolution (LTE) standard, others defined by
various standard-setting organizations, other long-range pro-
tocols, or other data transfer technology.

[0102] The instructions 816 may be transmitted or
received over the network 880 using a transmission medium
via a network interface device (e.g., a network interface
component included in the communication components 864)
and utilizing any one of a number of well-known transfer
protocols (e.g., hypertext transfer protocol (HTTP)). Simi-
larly, the instructions 816 may be transmitted or received
using a transmission medium via the coupling 872 (e.g., a
peer-to-peer coupling) to the devices 870. The terms “trans-
mission medium” and “signal medium” mean the same thing
and may be used interchangeably in this disclosure. The
terms “transmission medium” and “signal medium” shall be
taken to include any intangible medium that is capable of
storing, encoding, or carrying the instructions 816 for execu-
tion by the machine 800, and include digital or analog
communications signals or other intangible media to facili-
tate communication of such software. Hence, the terms

Mar. 9, 2023

“transmission medium” and “signal medium” shall be taken
to include any form of modulated data signal, carrier wave,
and so forth. The term “modulated data signal” means a
signal that has one or more of its characteristics set or
changed in such a manner as to encode information in the
signal.

Computer-Readable Medium

% <

[0103] The terms “machine-readable medium,” “com-
puter-readable medium,” and “device-readable medium”
mean the same thing and may be used interchangeably in
this disclosure. The terms are defined to include both
machine-storage media and transmission media. Thus, the
terms include both storage devices/media and carrier waves/
modulated data signals.

[0104] The various operations of example methods
described herein may be performed, at least partially, by one
or more processors that are temporarily configured (e.g., by
software) or permanently configured to perform the relevant
operations. Similarly, the methods described herein may be
at least partially processor-implemented. For example, at
least some of the operations of the methods 300 and 400 may
be performed by one or more processors. The performance
of certain of the operations may be distributed among the
one or more processors, not only residing within a single
machine, but also deployed across a number of machines. In
some example embodiments, the processor or processors
may be located in a single location (e.g., within a home
environment, an office environment, or a server farm), while
in other embodiments the processors may be distributed
across a number of locations.

[0105] Although the embodiments of the present disclo-
sure have been described with reference to specific example
embodiments, it will be evident that various modifications
and changes may be made to these embodiments without
departing from the broader scope of the inventive subject
matter. Accordingly, the specification and drawings are to be
regarded in an illustrative rather than a restrictive sense. The
accompanying drawings that form a part hereof show, by
way of illustration, and not of limitation, specific embodi-
ments in which the subject matter may be practiced. The
embodiments illustrated are described in sufficient detail to
enable those skilled in the art to practice the teachings
disclosed herein. Other embodiments may be used and
derived therefrom, such that structural and logical substitu-
tions and changes may be made without departing from the
scope of this disclosure. This Detailed Description, there-
fore, is not to be taken in a limiting sense, and the scope of
various embodiments is defined only by the appended
claims, along with the full range of equivalents to which
such claims are entitled.

[0106] Such embodiments of the inventive subject matter
may be referred to herein, individually and/or collectively,
by the term “invention” merely for convenience and without
intending to voluntarily limit the scope of this application to
any single invention or inventive concept if more than one
is in fact disclosed. Thus, although specific embodiments
have been illustrated and described herein, it should be
appreciated that any arrangement calculated to achieve the
same purpose may be substituted for the specific embodi-
ments shown. This disclosure is intended to cover any and
all adaptations or variations of various embodiments. Com-
binations of the above embodiments, and other embodi-
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ments not specifically described herein, will be apparent, to
those of skill in the art, upon reviewing the above descrip-
tion.

[0107] In this document, the terms “a” or “an” are used, as
is common in patent documents, to include one or more than
one, independent of any other instances or usages of “at least
one” or “one or more.” In this document, the term “or” is
used to refer to a nonexclusive or, such that “A or B”
includes “A but not B,” “B but not A,” and “A and B,” unless
otherwise indicated. In the appended claims, the terms
“including” and “in which” are used as the plain-English
equivalents of the respective terms “comprising” and
“wherein.” Also, in the following claims, the terms “includ-
ing” and “comprising” are open-ended; that is, a system,
device, article, or process that includes elements in addition
to those listed after such a term in a claim is still deemed to
fall within the scope of that claim.

Examples

[0108] Example 1 is a network-based data warehouse
system comprising: at least one hardware processor; and a
memory storing instructions that cause the at least one
hardware processor to perform operations comprising: cre-
ating, in a database, a storage integration object identifying
a storage location in a storage platform of a cloud storage
provider system and a cloud identity object, the cloud
identity object being associated, at the storage platform of
the cloud storage provider, with a proxy identity object
granted permission to access the storage location; creating,
in the database, an external stage object based on the storage
integration object, the external stage object identifying the
storage location and including association with the storage
integration object; receiving, from a computing device, a
command to load or unload data at the storage location; and
in response to the command, loading or unloading, via the
proxy identity object, the data at the storage location using
the external stage object.

[0109] In Example 2 the subject matter of Example 1
optionally further comprises: setting usage permissions
associated with the integration object; and setting usage
permissions associated with the external stage object.

[0110] In Example 3, the subject matter of any one of
Examples 1 and 2 optionally further comprises: granting a
first user permission to use the storage integration object and
granting a second user permission to use the external stage
object.

[0111] In Example 4, the subject matter of any one of
Examples 1-3 optionally further comprises: receiving a
command to create the storage integration object, the com-
mand identifying the storage location and the cloud storage
provider system, wherein the creating of the storage inte-
gration object is based on the command to create the storage
integration object.

[0112] In Example 5, the subject matter of any one of
Examples 1-4, optionally further comprises receiving a
command to create the external stage object, the command
comprising an identifier corresponding to the storage loca-
tion and an identifier corresponding to the integration object.

[0113] Example 6 comprises the subject matter of any one
of Examples 1-5, wherein the loading or unloading of the
data at the storage location optionally comprises: accessing
first security credentials for accessing the proxy identity
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object using second security credentials associated with the
cloud identity object; and accessing the proxy identity object
using security credentials.

[0114] In Example 7, the subject matter of any one of
Examples 1-6 optionally further comprises: transmitting, to
an access management system of the cloud storage provider
system, a request for the first security credentials, the request
comprising the second security credentials associated with
the cloud identity object.

[0115] In Example 8, the subject matter of any one of
Examples 1-7 optionally further comprises verifying that the
storage location is allowed by the storage integration object
based on information included in the storage integration
object.

[0116] In Example 9, the subject matter of any one of
Examples 1-8 optionally further comprises verifying user
permissions of a user associated with the command.

[0117] In Example 10, the subject matter of any one of
Examples 1-9, optionally further comprises verifying that
the user has permission to use the storage integration object;
and verifying that the user has permission to use the external
stage object.

[0118] Example 11 comprises the subject matter of any
one of Examples 1-10, wherein the storage integration
object optionally includes a first identifier corresponding to
the storage location; and the external stage object optionally
includes a second identifier corresponding to a portion of the
storage location.

[0119] Example 12 is a method comprising: creating, by
one or more hardware processors of a machine, a storage
integration object in a database of a network-based data
warehouse system, the storage integration object identifying
a storage location in a storage platform of the cloud storage
provider system and a cloud identity object, the cloud
identity object being associated, at the storage platform of
the cloud storage provider, with a proxy identity object
granted permission to access the storage location; creating,
in the database, an external stage object based on the storage
integration object, the external stage object identifying the
storage location and including association with the storage
integration object; receiving, from a computing device, a
command to load or unload data at the storage location; and
in response to the command, loading or unloading, via the
proxy identity object, the data at the storage location using
the external stage object.

[0120] In Example 13 the subject matter of Example 12
optionally further comprises: setting usage permissions
associated with the integration object; and setting usage
permissions associated with the external stage object.
[0121] In Example 14, the subject matter of any one of
Examples 12 and 13 optionally further comprises: granting
a first user permission to use the storage integration object
and granting a second user permission to use the external
stage object.

[0122] In Example 15, the subject matter of any one of
Examples 12-14 optionally further comprises: receiving a
command to create the storage integration object, the com-
mand identifying the storage location and the cloud storage
provider system, wherein the creating of the storage inte-
gration object is based on the command to create the storage
integration object.

[0123] In Example 16, the subject matter of any one of
Examples 12-15, optionally further comprises receiving a
command to create the external stage object, the command
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comprising an identifier corresponding to the storage loca-
tion and an identifier corresponding to the integration object.
[0124] Example 17 comprises the subject matter of any
one of Examples 12-16, wherein the loading or unloading of
the data at the storage location optionally comprises: access-
ing the proxy identity object using the security credentials
associated with the proxy identity object.

[0125] In Example 18, the subject matter of any one of
Examples 12-17 optionally further comprises verifying user
permissions of a user associated with the command.
[0126] In Example 19, the subject matter of any one of
Examples 12-18 optionally further comprises verifying that
the user has permission to use the storage integration object;
or verifying that the user has permission to use the external
stage object.

[0127] Example 20 is a computer-storage medium com-
prising instructions that, when executed by a processing
device, configure the processing device to perform opera-
tions comprising: creating, by one or more hardware pro-
cessors of a machine, a storage integration object in a
database of a network-based data warehouse system, the
storage integration object identifying a storage location in a
storage platform of the cloud storage provider system and a
cloud identity object, the cloud identity object being asso-
ciated, at the storage platform of the cloud storage provider,
with a proxy identity object granted permission to access the
storage location; creating, in the database, an external stage
object based on the storage integration object, the external
stage object identifying the storage location and including
association with the storage integration object; receiving,
from a computing device, a command to load or unload data
at the storage location; and in response to the command,
loading or unloading, via the proxy identity object, the data
at the storage location using the external stage object.

[0128] In Example 21, the subject matter of Example 20
optionally further comprises: setting usage permissions
associated with the integration object; and setting usage
permissions associated with the external stage object.

[0129] In Example 22, the subject matter of any one or
more of Examples 20 and 21 optionally further comprises
receiving a command to create the storage integration object,
the command identifying the storage location and the cloud
storage provider system, wherein the creating of the storage
integration object is based on the command to create the
storage integration object.

[0130] In Example 23, the subject matter of any one or
more of Examples 20-22 optionally further comprises
receiving a command to create the external stage object, the
command comprising an identifier corresponding to the
storage location and an identifier corresponding to the
integration object.

[0131] Example 24 comprises the subject matter of any
one of Examples 20-23, wherein the loading or unloading of
the data at the storage location optionally comprises access-
ing first security credentials for accessing the proxy identity
object using second security credentials associated with the
cloud identity object; and accessing the proxy identity object
using security credentials.

[0132] In Example 25, the subject matter of any one of
Examples 20-24, optionally further comprises verifying that
the storage location is allowed by the storage integration
object based on information included in the storage integra-
tion object.
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1. A database system comprising:

at least one hardware processor; and

at least one memory storing instructions that cause the at

least one hardware processor to perform operations
comprising:

receiving, from a computing device, a command to load

or unload data at a storage location in a storage plat-
form of a cloud storage provider system; and

loading or unloading the data at the storage location in the

storage platform based on information included in a
storage integration object associated with the storage
location, the storage integration object describing prop-
erties of a storage integration between the database
system and the storage location in the storage platform
of the cloud storage provider system, the storage inte-
gration object identifying the storage location.

2. The system of claim 1, wherein the operations further
comprise verifying that the storage location is allowed by
the storage integration object based on information included
in the storage integration object.

3. The system of claim 1, wherein the operations further
comprise verifying that a user associated with the command
has permission to use the storage integration object.

4. The system of claim 1, wherein the operations further
comprise:

in response to receiving the command, accessing an

external stage object associated with the storage loca-
tion, the external stage object comprising a pointer to
the storage integration object associated with the stor-
age location; and

identifying, using the pointer included in the external

stage object, the storage integration object associated
with the storage location.

5. The system of claim 4, wherein the operations further
comprising verifying that a user associated with the com-
mand has permission to use the external stage object.

6. The system of claim 4, wherein:

the command is a first command; and

the operations further comprise:

receiving a second command to create an external stage

object, the command comprising an identifier corre-
sponding to the storage location and an identifier cor-
responding to the storage integration object; and

in response to the command, creating, in a database, an

external stage object based on the storage integration
object.

7. The system of claim 1, wherein:

the command is a first command;

the operations further comprise:

receiving a second command to create the storage
integration object, the second command identifying
the storage location and the cloud storage provider
system; and

creating, in a database, the storage integration object in
response to the second command.

8. The system of claim 1, wherein the storage integration
object comprises an identifier of a cloud identity object that
corresponds to a cloud identity that is associated, at the
storage platform of the cloud storage provider system, with
a proxy identity object corresponding to a proxy identity
granted permission to access the storage location.

9. The system of claim 8, wherein the loading or unload-
ing of the data at the storage location comprises causing the
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cloud identity to assume the proxy identity using security
credentials obtained from the cloud storage provider system.

10. A method comprising:

receiving, from a computing device, a command to load

or unload data at a storage location in a storage plat-
form of a cloud storage provider system; and

loading or unloading the data at the storage location in the

storage platform based on information included in a
storage integration object associated with the storage
location, the storage integration object describing prop-
erties of a storage integration between a database
system and the storage location in the storage platform
of the cloud storage provider system, the storage inte-
gration object identifying the storage location.

11. The method of claim 10, further comprising verifying
that the storage location is allowed by the storage integration
object based on information included in the storage integra-
tion object.

12. The method of claim 10, further comprising verifying
that a user associated with the command has permission to
use the storage integration object.

13. The method of claim 10, further comprising:

in response to receiving the command, accessing an

external stage object associated with the storage loca-
tion, the external stage object comprising a pointer to
the storage integration object associated with the stor-
age location; and

identifying, using the pointer included in the external

stage object, the storage integration object associated
with the storage location.

14. The method of claim 13, further comprising verifying
that a user associated with the command has permission to
use the external stage object.

15. The method of claim 14, wherein:

the command is a first command; and

the method further comprises:

receiving a second command to create an external stage

object, the command comprising an identifier corre-
sponding to the storage location and an identifier cor-
responding to the storage integration object; and

in response to the command, creating, in a database, an

external stage object based on the storage integration
object.
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16. The method of claim 10, wherein:

the command is a first command;

the method further comprises:

receiving a second command to create the storage
integration object, the second command identifying
the storage location and the cloud storage provider
system; and

creating, in a database, the storage integration object in
response to the second command.

17. The method of claim 10, further comprising:

setting usage permissions associated with the storage

integration object, the setting of the usage permissions
associated with the storage integration object compris-
ing granting a user permission to use the storage
integration object.

18. The method of claim 10, wherein the storage integra-
tion object comprises an identifier of a cloud identity object
that corresponds to a cloud identity that is associated, at the
storage platform of the cloud storage provider system, with
a proxy identity object corresponding to a proxy identity
granted permission to access the storage location.

19. The method of claim 18, wherein the loading or
unloading of the data at the storage location comprises
causing the cloud identity to assume the proxy identity using
security credentials obtained from the cloud storage provider
system.

20. A non-transitory computer-storage medium compris-
ing instructions that, when executed by one or more pro-
cessors of a machine, configure the machine to perform
operations comprising:

receiving, from a computing device, a command to load

or unload data at a storage location in a storage plat-
form of a cloud storage provider system; and

loading or unloading the data at the storage location in the

storage platform based on information included in a
storage integration object associated with the storage
location, the storage integration object describing prop-
erties of a storage integration between a database
system and the storage location in the storage platform
of the cloud storage provider system, the storage inte-
gration object identifying the storage location.
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