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(57) ABSTRACT

A training data generation device comprises a shelf-image
acquisition unit, a product-image acquisition unit, and a
synthesis unit. The shelf-image acquisition unit acquires a
shelf image constituting one compartment of a shelf on
which a product is displayed. The product-image acquisition
unit acquires a product image of the product displayed on the
shelf. The synthesis unit generates training data by synthe-
sizing the shelf image and the product image, and the
synthesis unit additionally, in accordance with the shape of
the shelf and/or the shape of the product, causes the display
in the product image to differ and synthesizes the result with
the shelf image.
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TRAINING DATA GENERATION DEVICE,

TRAINING DATA GENERATION SYSTEM,

TRAINING DATA GENERATION METHOD,
AND RECORDING MEDIUM

TECHNICAL FIELD

[0001] The present disclosure relates to a training data
generation device, a training data generation method, a
training data system, and a training data generation program.

BACKGROUND ART

[0002] Currently, problem of securing store employees
due to labor shortage is becoming more serious. In such an
environment, it is desired to develop a technology for saving
labor such as product inventory management and product
replenishment work on display shelves and reducing the
burden on employees.

[0003] In order to detect shortage and display disturbance
of products displayed on a shelf or the like in a store, a
method of detecting them using a training model having
learned from images of displayed products is known.
[0004] A large amount of product images (training data)
are required to generate a training model for detecting
product shortage or display disturbance, but it is difficult to
obtain a large amount of high-quality training data.

[0005] PTL 1 discloses a method of synthesizing a back-
ground image and an object image to generate an image for
learning in an image analysis system using machine learn-
ing.

[0006] PTL 2 discloses a method of generating an image
for machine learning training from data such as a vector
model and a 3D model using a neural network.

CITATION LIST

Patent Literature

[0007] [PTL 1] JP 2014-178957 A
[0008] [PTL 2] JP 2019-159630 A
SUMMARY OF INVENTION
Technical Problem
[0009] However, PTLs 1 and 2 do not disclose a technol-

ogy for detecting product shortage or display disturbance in
a store. In order to acquire image data of a product in a store,
it is necessary to set a capturing condition for each store. For
example, even when an image of a specific product is
captured, a showcase for use is different for each store, or
even if the shelf is the same, an orientation of the product
and a display method are different when the product is
displayed. Therefore, if a training model is caused to learn
using, as training data, an image captured at one place,
misidentification is likely to occur in detection of product
shortage or display disturbance in each store, and detection
accuracy is deteriorated. It is difficult to efficiently capture a
large number of high-quality learning images for each store.
[0010] One of the objects of the present disclosure is to
solve the above problem and to provide a technique for
generating training data that prevents misidentification of a
product, when learning a training model for detecting a
product in a store.
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Solution to Problem

[0011] A training data generation device according to one
aspect of the present disclosure includes:
[0012] a shelf-image acquisition unit that acquires a
shelf image constituting one compartment of a shelf on
which a product is displayed;

0013] a product-image acquisition unit that acquires a
p ge acq q
product image of the product displayed on the shelf;
and
0014] a synthesis unit that generates training data b
Y g g Y

synthesizing the shelf image and the product image, in
which
[0015] the synthesis unit, in accordance with at least
one of a shape of the shelf or a shape of the product,
causes display in the product image to differ and
synthesizes a result with the shelf image.
[0016] A training data generation system according to one
aspect of the present disclosure includes:

[0017] the training data generation device described
above;
[0018] a first camera that captures the shelf image and

transmits the shelf image to the training data generation
device; and
[0019] asecond camera that captures the product image
and transmits the product image to the training data
generation device.
[0020] A training data generation method according to one
aspect of the present disclosure includes:
[0021] acquiring a shelf image constituting one com-
partment of a shelf on which a product is displayed;
[0022] acquiring a product image of a product displayed
on the shelf; and
[0023] generating training data by synthesizing the
shelf image and the product image, further including
[0024] in the synthesis, in accordance with at least one
of a shape of the shelf or a shape of the product, causing
display in the product image to differ and synthesized
with the shelf image.
[0025] A training data generation program according to
one aspect of the present disclosure causes a computer to
enable:
[0026] acquiring a shelf image constituting one com-
partment of a shelf on which a product is displayed;
[0027] acquiring a product image of a product displayed
on the shelf; and
[0028] generating training data by synthesizing the
shelf image and the product image, in which
[0029] in the synthesis, in accordance with at least one
of a shape of the shelf or a shape of the product, display
in the product image is caused to differ and synthesized
with the shelf image.
[0030] The program may be stored in a non-transitory
computer-readable recording medium.
[0031] Discretionary combinations of the above constitu-
ent elements and modifications of the expressions of the
present disclosure among methods, devices, systems,
recording media, computer programs, and the like are also
effective as aspects of the present disclosure.
[0032] Various constituent elements of the present disclo-
sure do not necessarily need to be individually independent.
A plurality of constituent elements may be formed as one
member, one constituent element may be formed of a
plurality of members, a certain constituent element may be
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a part of another constituent element, a part of a certain
constituent element may overlap a part of another constitu-
ent element, and the like.

[0033] While the method and the computer program of the
present disclosure describe a plurality of procedures in
order, the order of description does not limit the order of
executing the plurality of procedures. Therefore, when the
method and the computer program of the present disclosure
are implemented, the order of the plurality of procedures can
be changed within a range in which there is no problem in
content.

[0034] Furthermore, the plurality of procedures of the
method and the computer program of the present disclosure
are not limited to being executed at individually different
timings. Therefore, another procedure may occur during
execution of a certain procedure. The execution timing of a
certain procedure and the execution timing of another pro-
cedure may partially or entirely overlap each other.

[0035] Furthermore, the plurality of procedures of the
method and the computer program of the present disclosure
are not limited to being executed at individually different
timings. Therefore, another procedure may occur during
execution of a certain procedure. The execution timing of a
certain procedure and the execution timing of another pro-
cedure may partially or entirely overlap each other.

Advantageous Effects of Invention

[0036] An effect of the present disclosure is to be able to
generate training data that prevents misidentification of a
product, when learning a training model for detecting a
product in a store.

BRIEF DESCRIPTION OF DRAWINGS

[0037] FIG. 1 is a block diagram conceptually illustrating
a configuration example of a training data generation system
according to a first example embodiment of the present
disclosure.

[0038] FIG. 2 is a view illustrating an internal configura-
tion example of a training data generation device and a
learning device according to the first example embodiment
of the present disclosure.

[0039] FIG. 3 is a view illustrating an example of a data
structure of shelf-image information.

[0040] FIG. 4 is a view illustrating an example of a shelf
image.

[0041] FIG. 5is aview illustrating an example of a display
shelf image.

[0042] FIG. 6 is a view illustrating an example of a display
shelf image.

[0043] FIG. 7 is a view illustrating an example of a data

structure of product-image information.

[0044] FIG. 8 is a view illustrating an example of a
product image.
[0045] FIG. 9 is a view illustrating an example of product

images captured from a plurality of angles.

[0046] FIG. 10 is a view illustrating an example of a
synthesized image.

[0047] FIG. 11 is a view illustrating an example of a
synthesized image.

[0048] FIG. 12 is a view illustrating an example of prod-
ucts displayed along a partition.
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[0049] FIG. 13 is a flowchart illustrating an example of
operation of the training data generation device according to
the first example embodiment of the present disclosure.
[0050] FIG. 14 is a block diagram illustrating a configu-
ration example of a training data generation system accord-
ing to a second example embodiment of the present disclo-
sure.

[0051] FIG. 15 is a view illustrating an example of an
arrangement pattern.

[0052] FIG. 16 is a flowchart illustrating an example of
operation of the training data generation device according to
the second example embodiment of the present disclosure.
[0053] FIG. 17 is a block diagram illustrating a configu-
ration example of a training data generation device accord-
ing to a third example embodiment of the present disclosure.
[0054] FIG. 18 is a block diagram illustrating a hardware
configuration example of a computer that implements each
device of the training data generation system.

EXAMPLE EMBODIMENT

[0055] Hereinafter, example embodiments of the present
disclosure will be described with reference to the drawings.
In all the drawings, the same constituent elements are
denoted by the same reference signs, and the description will
be omitted as appropriate. In the following drawings, con-
figurations of parts not involved in the essence of the present
disclosure are omitted and not illustrated.

[0056] Inexample embodiments, “acquisition” includes at
least one of a case where an own device fetches data or
information stored in another device or a recording medium
(active acquisition), and a case where data or information
output from another device is input to the own device
(passive acquisition). Examples of the active acquisition
include requesting or inquiring another device and receiving
a reply thereto, and accessing and reading another device or
a recording medium. Examples of passive acquisition
include receiving information to be distributed (alterna-
tively, transmission, push notification, and the like). Fur-
thermore, “acquisition” may be to selection and acquisition
from among received data or information, or selection and
reception of distributed data or information.

First Example Embodiment

[0057] (Training Data Generation System)

[0058] FIG. 1 is a block diagram conceptually illustrating
a configuration example of a training data generation system
100 according to the first example embodiment of the
present disclosure. The training data generation system 100
includes a training data generation device 1, a learning
device 2, and cameras 3 and 4. The camera 3 and the camera
4 may be connected to the training data generation device 1
via a communication network 5. The training data genera-
tion device 1 and the learning device 2 may be included in
the same hardware or may exist as different pieces of
hardware. The cameras 3 and 4 may be the same camera or
more cameras may be used.

[0059] The camera 3 (also referred to as first camera) is a
camera provided for each store and capturing an image of a
product shelf. The camera 3 may be a camera including a
fisheye lens and capturing a wide area. The camera 3 may be
a camera having a mechanism for moving in the store. The
camera 3 may be a camera owned by a store clerk. The
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camera 3 captures a shelf image constituting one compart-
ment of a product shelf (see FIG. 1).

[0060] The camera 4 (also referred to as second camera) is
a camera for capturing an image of a product. The camera 4
may collectively capture products at a specific capturing
place, or may capture for each store. The camera 4 may be
a camera owned by a store clerk.

[0061] Operation of the training data generation system
100 will be described. The shelf image of a product shelf
captured by the camera 3 and the product image captured by
the camera 4 are sent to the training data generation device
1. The training data generation device 1 generates training
data by synthesizing the shelf image and the product image.
The learning device 2 includes a training model and causes
the training model to learn the generated training data. The
training model performs learning for detecting product
shortage, display disturbance, and the like.

[0062] (Training Data Generation Device)

[0063] Next, internal structures of the training data gen-
eration device 1 and the learning device 2 will be described
with reference to FIG. 2.

[0064] The training data generation device 1 includes a
shelf-image acquisition unit 11, a product-image acquisition
unit 12, a shelf-image storage unit 13, a product-image
storage unit 14, a synthesis unit 15, and a synthesis-image
storage unit 16.

[0065] The shelf-image acquisition unit 11 acquires a shelf
image captured by the camera 3, the shelf image constituting
one compartment of a product shelf for displaying a product.
Specifically, upon acquiring a shelf image acquired from the
camera 3, the shelf-image acquisition unit 11 generates
shelf-image information related to the shelf image, and
stores the shelf image and the shelf-image information in
association with each other in the shelf-image storage unit
13. For example, as illustrated in FIG. 3, the shelf-image
information includes a shelf-image identifier (ID), a captur-
ing date and time, a store name (store ID), a position 1D, and
the presence or absence of a partition.

[0066] The shelf-image ID is an identifier for uniquely
identifying the shelf image. For example, it may be sequen-
tial numbers of the order of capturing.

[0067] The capturing date and time is the date and time
when the camera 3 captured the shelf image. The capturing
date and time may be acquired from a time stamp function
of'the camera 3. By including the capturing date and time of
the shelf image, the synthesis unit 15 can select the shelf
image of the latest capturing date and time when acquiring
the shelf image for synthesis. In a case where it is desired to
acquire a shelf image used in a specific period in a certain
store, the synthesis unit 15 can acquire the shelf image based
on the capturing date and time.

[0068] The store name (store ID) is an identifier for
uniquely identifying a store name or a store. The position ID
is an identifier for specifying the position of a shelf image in
the store. For example, there are 10 shelves (shelf numbers
110 10) in a certain store, and the shelf illustrated in FIG. 4
is arranged in a position of the number 6 at lower right of the
product shelf (hot showcase with the shelf number 1)
illustrated in FIG. 6. In this case, the position ID is “1 (shelf
number)-6 (position number)”.

[0069] The presence or absence of a partition is informa-
tion indicating whether the product shelf has a partition (rail
or the like) (see FIG. 5) for partitioning the display stand or
has no partition (see FIG. 6). As a specific example, the
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presence or absence of a partition is input as “1” if there is
a partition, and “0” if there is no partition. Information other
than the capturing date and time in image information may
be set in advance in the shelf-image acquisition unit 11.
[0070] The product-image acquisition unit 12 acquires a
product image of a product that should be displayed on the
product shelf, the product image being captured by the
camera 4. When acquiring a product image, the product-
image acquisition unit 12 generates product-image informa-
tion (see FIG. 7) related to the product image, and stores the
product image and the product-image information in asso-
ciation with each other into the product-image storage unit
14.

[0071] For example, as illustrated in FIG. 7, the product-
image information includes a product image 1D, a product
name, capturing date and time, an orientation, and the shape
of a product. The product image ID is an identifier for
uniquely identifying the product image (see FIG. 8). The
product name is a name of the product (hash browns in FIG.
8, for example). The capturing date and time is date and time
when the product image is captured. The orientation is an
arrangement in which the product is captured (horizontal
arrangement viewed from directly above in FIG. 8, for
example). For example, as illustrated in FIG. 9, an oblique
arrangement, a vertical arrangement, an oblique two stack-
ing arrangement, and the like may be included. The shape of
a product is information indicating which display the prod-
uct is suitable for.

[0072] Examples of the shape of the product include those
with clear shapes (those with shapes not easily changed) and
those with ambiguous shapes (those with shapes easily
changed). Since those with clear shapes, for example, prod-
ucts having hard surfaces (canned juice and the like) are
preferably arranged in a row, the shape of the product is
described as “hard_row arrangement”, for example. Since
those with ambiguous shapes, for example, products packed
with air in such a manner that they do not collapse (such as
unbaked cakes) are preferably arranged randomly, the shape
of the product is described as “soft_random arrangement”,
for example. Other than this, information indicating that the
products can be displayed in a stacked manner may be
described. In the product-image information, the capturing
date and time may be acquired from the time stamp function
of the camera 4, and other information may be manually
input by the designer when capturing the image.

[0073] The shelf-image storage unit 13 stores the shelf
image and the shelf-image information acquired from the
shelf-image acquisition unit 11.

[0074] The product-image storage unit 14 stores the prod-
uct image and the product-image information acquired from
the product-image acquisition unit 12.

[0075] When synthesizing training data in a certain store,
the synthesis unit 15 acquires a shelf image associated with
an identifier (at least one of a store name and store ID) of the
store from the shelf-image storage unit 13. The synthesis
unit 15 generates training data by synthesizing the shelf
image and the product image. The synthesis unit 15, in
accordance with at least one of the shape of the product shelf
and the shape of the product, causes the display in the
product image to differ and synthesizes the result with the
shelf image.

[0076] The shape of the product shelf includes an uneven
shape having unevenness for displaying the product and a
planar shape. The unevenness is a partition (for example, a
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rail) for display, for example. As a specific example, the
product shelf (refrigerated showcase) illustrated in FIG. 5
has a partition for product display. The product shelf (hot
showcase) illustrated in FIG. 6 has no partition for product
display, and has a planar shape.

[0077] The shape of product is information included in the
product-image information (FIG. 7), and includes products
having clear shapes (for example, canned juice having hard
surfaces) and products having ambiguous shapes (for
example, unbaked cakes packed with air). For those with
clear shapes, arrangement in a row is preferable. For those
with ambiguous shapes, random arrangement is preferable.
[0078] The synthesis unit 15, in accordance with at least
one of the shape of the product shelf or the shape of the
product, causes the display in the product image to differ and
synthesizes the result with the shelf image. For example, for
a shelf (see FIG. 5) including the unevenness (partition) or
products with clear shapes (see FIG. 7), the synthesis unit 15
synthesizes product images arranged in a row along the
partition. For example, for a planar shelf (see FIG. 6) not
including the partition on the shelf base or products with
ambiguous shapes (see FIG. 7), the synthesis unit 15 syn-
thesizes a product image randomly arranged with the shelf
image. By acquiring the shelf-image information (FIG. 3)
and the product-image information (FIG. 7), the synthesis
unit 15 determines the presence or absence of the partition
and the shape of the product.

[0079] For example, it is assumed to synthesize an image
in which a product “hash browns” is displayed on a product
shelf (see a hot showcase in FIG. 5). In this case, the
synthesis unit 15 acquires the shelf image (see FIG. 4) and
the shelf-image information of the product shelf from the
shelf-image storage unit 13, and acquires the product image
and the product-image information of hash browns from the
product-image storage unit 14.

[0080] When the presence or absence of the partition is “0
(absent)” in the shelf-image information, the synthesis unit
15 randomly arranges and superimposes the product image
on the shelf image. For example, FIG. is a synthesis screen
in which the synthesis unit 15 superimposes one product
image with the shelf image, and FIG. 11 illustrates a
synthesis screen in which the synthesis unit 15 randomly
superimposes two product images with the shelf image.
[0081] When the presence or absence of the partition is “1
(present)” in the shelf-image information, the synthesis unit
15 regularly arranges, for example, in a row, the product
image on the shelf image. For example, FIG. 12 is a
synthesis screen in which the synthesis unit 15 superimposes
four product images with the shelf image in a row from the
front to the back.

[0082] In a case where the product shape included in the
acquired product-image information is “soft_random
arrangement”, the synthesis unit 15 may generate the syn-
thesis screen by randomly superimposing the product image
on the shelf image as described above. The synthesis unit
may determine display for synthesis after determining both
the presence or absence of the partition and the product
shape.

[0083] The synthesis-image storage unit 16 stores the
training data generated by the synthesis unit 15.

[0084] The learning device 2 includes a learning unit 21
and a training model storage unit 22.

[0085] The learning unit 21 acquires training data from the
synthesis-image storage unit 16 and causes the training
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model to be stored in the training model storage unit 22 to
learn using the acquired training data.

[0086] The training model storage unit 22 stores a training
model. The training model may be generated for each store,
each product, each product shelf, or a combination of them.
[0087] (Operation of Training Data Generation Device)
[0088] Operation of the training data generation device 1
in the training data generation system 100 will be described
with reference to the flowchart illustrated in FIG. 13. It is
assumed that the shelf-image storage unit 13 stores a product
image of a product shelf of each store captured in advance
by the camera 3, and the product-image storage unit 14
stores a product image of a plurality of products captured in
advance by the camera 4. In the following description, it is
assumed to generate an image in which a specific product D
is synthesized with a shelf image C of a product shelf B in
a store A.

[0089] First, in step S101, the synthesis unit 15 acquires a
shelf image. Specifically, the synthesis unit 15 acquires a
corresponding shelf image from the shelf-image storage unit
13 based on the store ID (for example, A) of the store A and
the position ID (for example, B-C) of the product shelf B-the
shelf image C.

[0090] In step S102, the synthesis unit 15 acquires the
product image of the product D from the product-image
storage unit 14 based on the product ID (for example, D) of
the product D. At this time, the synthesis unit 15 acquires the
product-image information together with the product image
of the product D.

[0091] In step S103, the synthesis unit 15 generates train-
ing data by synthesizing the shelf image and the product
image. At this time, the synthesis unit 15, in accordance with
at least one of the shape of the product shelf and the shape
of the product, causes the display in the product image to
differ and synthesizes the result with the shelf image.
Specifically, the synthesis unit 15 determines whether there
is a partition in this shelf image based on the information
indicating the presence or absence of the partition included
in the acquired product-image information. In a case where
it is determined that there is no partition, the synthesis unit
15 randomly arranges and synthesizes the images of the
product D on the shelf image C (see FIG. 11). When it is
determined that there is a partition, the synthesis unit 15
arranges in a row and synthesizes the image of the product
D (for example, one line from the front to the back) on the
shelf image C (see FIG. 12). Based on the shape of the
product, the synthesis unit 15 may determine whether to
arrange and synthesize products randomly or to arrange and
synthesize products in a row.

[0092] In step S104, the synthesis unit 15 stores the
synthesized image into the synthesis-image storage unit 16.
[0093] Thereafter, the learning unit 21 of the learning
device 2 appropriately acquires a synthesized image to be
stored in the synthesis-image storage unit 16 and causes the
training model to learn.

[0094] As described above, the operation of the training
data generation device 1 in the training data generation
system 100 ends.

Effects of First Example Embodiment

[0095] According to the first example embodiment of the
present disclosure, it is possible to generate training data that
prevents misidentification of a product, when learning a
training model for detecting a product in a store. This is
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because the shelf-image acquisition unit 11 acquires a shelf
image constituting one compartment of a shelf on which a
product is displayed, the product-image acquisition unit 12
acquires a product image of the product displayed on the
shelf, and the synthesis unit 15 generates training data by
synthesizing the shelf image and the product image, and the
synthesis unit 15, in accordance with at least one of the
shape of the shelf and the shape of the product, causes the
display in the product image to differ and synthesizes the
result with the shelf image.

[0096] By synthesizing in this manner, it is possible to
generate a large amount of training data in which various
display states are reproduced using actual images, and
therefore, it is possible to improve image recognition accu-
racy.

Second Example Embodiment

[0097] In the first example embodiment, the arrangement
pattern is not mentioned in the synthesis of the shelf image
and the product image. However, since there is a certain
degree of arrangement pattern in the display of a certain
product, it is possible to generate more practical training
data by performing synthesis along the arrangement pattern.
Therefore, in the second example embodiment, a method of
synthesizing a shelf image and a product image based on an
arrangement pattern will be described.

[0098] (Training Data Generation System)

[0099] FIG. 14 is a block diagram conceptually illustrating
a configuration example of a training data generation system
200 according to the second example embodiment of the
present disclosure. Similarly to the first example embodi-
ment, the training data generation system 200 includes a
training data generation device 1a, the learning device 2, and
the cameras 3 and 4.

[0100] The training data generation device 1a includes the
shelf-image acquisition unit 11, the product-image acquisi-
tion unit 12, the shelf-image storage unit 13, the product-
image storage unit 14, a synthesis unit 35, a pattern storage
unit 37, and the synthesis-image storage unit 16.

[0101] The pattern storage unit 37 stores an arrangement
pattern of products. The arrangement pattern may be
acquired by questionnaire answers or the like from each
store, or may be obtained by acquiring a product image
displayed from a camera installed in each store and per-
forming machine learning on the image. The arrangement
pattern is, for example, flat, stacking, vertical stacking,
horizontal stacking, oblique stacking, scooting over to right,
scooting over to left, or the like, and may be a combination
thereof.

[0102] The synthesis unit 35 generates training data by
synthesizing the shelf image and the product image based on
a pattern stored in the pattern storage unit 37. In a certain
store, it is assumed that the shape of a product shelf is a “hot
showcase without a partition”, the product “croquettes” in
the product shelf are displayed in a pattern of “scooting over
to right” and “oblique stacking”, and the products are taken
from the left side. In this case, the synthesis unit 35 acquires
this arrangement pattern from the pattern storage unit 37,
and synthesizes the shelf image and the product image (left
is an image with three products, and right is an image with
two products) as illustrated in FIG. 15 as training data in
accordance with the acquired arrangement pattern. This can
further improve the detection accuracy of the training model.
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[0103] Other devices and units are the same as those in the
first example embodiment.

[0104] (Operation of Training Data Generation Device)
[0105] Operation of the training data generation device 1a
in the training data generation system 200 will be described
with reference to the flowchart illustrated in FIG. 16. It is
assumed that the shelf-image storage unit 13 stores a product
image of a product shelf of each store captured in advance
by the camera 3, the product-image storage unit 14 stores a
product image of a plurality of products captured in advance
by the camera 4, and the pattern storage unit 37 stores an
arrangement pattern for each product in each store. In the
following description, it is assumed to generate an image in
which the specific product D is synthesized with the shelf
image C of the product shelf B in the store A.

[0106] First, in step S201, the synthesis unit 35 acquires a
shelf image. Specifically, the synthesis unit 35 acquires a
corresponding shelf image from the shelf-image storage unit
13 based on the store ID (for example, A) of the store A and
the position ID (for example, B-C) of the product shelf B-the
shelf image C.

[0107] In step S202, the synthesis unit 35 acquires the
product image of the product D from the product-image
storage unit 14 based on the product ID (for example, D) of
the product D. At this time, the synthesis unit 35 acquires the
product-image information together with the product image
of the product D.

[0108] In step S203, the synthesis unit 35 acquires the
arrangement pattern of the product from the pattern storage
unit 37. The synthesis unit 35 generates training data by
synthesizing the shelf image and the product image in
accordance with at least one of a shape of the shelf image
having been acquired (for example, presence or absence of
a partition) and a shape of the product and an acquired
arrangement pattern.

[0109] In step S204, the synthesis unit 35 stores the
synthesized image into the synthesis-image storage unit 16.
[0110] Thereafter, the learning unit 21 of the learning
device 2 appropriately acquires a synthesized image to be
stored in the synthesis-image storage unit 16 and causes the
training model to learn.

[0111] As described above, the operation of the training
data generation device la in the training data generation
system 200 ends.

Effects of Second Example Embodiment

[0112] According to the second example embodiment of
the present disclosure, it is possible to generate training data
that prevents misidentification of a product, when learning a
training model for detecting a product in a store. This is
because the shelf-image acquisition unit 11 acquires a shelf
image constituting one compartment of a shelf on which a
product is displayed, the product-image acquisition unit 12
acquires a product image of the product displayed on the
shelf, and the synthesis unit 35 generates training data by
synthesizing the shelf image and the product image based on
at least one of a shape of the shelf and a shape of the product
and a pattern stored in the pattern storage unit 37.

Third Example Embodiment

[0113] A training data generation device 40 according to
the third example embodiment of the present disclosure will
be described with reference to FIG. 17. The training data
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generation device 40 is a minimum configuration aspect of
the first example embodiment and the second example
embodiment. The training data generation device 40
includes a shelf-image acquisition unit 41, a product-image
acquisition unit 42, and a synthesis unit 43.

[0114] The shelf-image acquisition unit 41 acquires a shelf
image constituting one compartment of a shelf on which a
product is displayed. The product-image acquisition unit 42
acquires a product image of the product displayed on the
shelf. The synthesis unit 43 generates training data by
synthesizing the shelf image and the product image, and the
synthesis unit 43 additionally, in accordance with at least
one of the shape of the shelf and the shape of the product,
causes the display in the product image to differ and syn-
thesizes the result with the shelf image.

[0115] According to the training data generation device 40
according to the third example embodiment of the present
disclosure, it is possible to generate training data that
prevents misidentification of a product, when learning a
training model for detecting a product in a store. This is
because the shelf-image acquisition unit 41 acquires a shelf
image constituting one compartment of a shelf on which a
product is displayed, the product-image acquisition unit 42
acquires a product image of the product displayed on the
shelf, and the synthesis unit 43 generates training data by
synthesizing the shelf image and the product image, and the
synthesis unit 43, in accordance with at least one of the
shape of the shelf and the shape of the product, causes the
display in the product image to differ and synthesizes the
result with the shelf image.

[0116] <Hardware Configuration>

[0117] In each example embodiment of the present inven-
tion, each constituent element of each device included in the
training data generation systems 100 or 200 indicates a
block of a functional unit. Some or all of those constituent
elements of each device (such as training data generation
devices 1, 1a, 40, and the like) are enabled by a discretionary
combination of an information processing device 500 and a
program as illustrated in FIG. 18, for example. The infor-
mation processing device 500 includes the following con-
figuration as an example.

[0118] CPU (central processing unit) 501

[0119] ROM (read only memory) 502

[0120] RAM (random access memory) 503

[0121] Program 504 loaded into RAM 503

[0122] Storage device 505 storing program 504

[0123] Drive device 507 that reads and writes recording

medium 506
[0124] Communication interface 508 connected with
communication network 509

[0125] Input/output interface 510 for inputting/output-
ting data
[0126] Bus 511 connecting each constituent element

[0127] Each constituent element of each device in each
example embodiment is enabled by the CPU 501 acquiring
and executing the program 504 that enables these functions.
The program 504 for enabling the function of each constitu-
ent element of each device is stored in advance in the storage
device 505 or the RAM 503, for example, and is read by the
CPU 501 as necessary. The program 504 may be supplied to
the CPU 501 via the communication network 509, or may be
stored in advance in the recording medium 506, and the
drive device 507 may read the program and supply the
program to the CPU 501.
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[0128] There are various modifications for the enabling
method of each device. For example, each device may be
enabled by a discretionary combination of a separate infor-
mation processing device 500 and a separate program for
each constituent element. A plurality of constituent elements
included in each device may be enabled by a discretionary
combination of one information processing device 500 and
a program.

[0129] Some or all of the constituent elements of each
device are enabled by another general-purpose or dedicated
circuit, processor, or the like, or a combination of them.
These may be configured by a single chip or may be
configured by a plurality of chips connected via a bus.

[0130] Some or all of the constituent elements of each
device may be enabled by a combination of the above-
described circuit and the like and program.

[0131] In a case where some or all of the constituent
elements of each device are enabled by a plurality of
information processing devices, circuits, and the like, the
plurality of information processing devices, circuits, and the
like may be arranged in a centralized manner or in a
distributed manner. For example, the information processing
device, the circuit, and the like may be enabled as a form in
which they are connected via a communication network,
such as a client and server system or a cloud computing
system.

[0132] A part or the entirety of the above-described
example embodiments to can be described as the following
supplementary notes, but are not limited to the following.

[Supplementary Note 1]

[0133]

[0134] a shelf-image acquisition unit that acquires a
shelf image constituting one compartment of a shelf on
which a product is displayed;

A training data generation device including:

[0135] a product-image acquisition unit that acquires a
product image of the product displayed on the shelf;
and

[0136] a synthesis unit that generates training data by

synthesizing the shelf image and the product image, in
which

[0137] the synthesis unit, in accordance with at least
one of a shape of the shelf or a shape of the product,
causes display in the product image to differ and
synthesizes a result with the shelf image.

[Supplementary Note 2]

[0138] The training data generation device according to
Supplementary Note 1, in which

[0139] the shape of the shelf includes an uneven shape
having unevenness for displaying the product and a
planar shape, and

[0140] the synthesis means synthesizes the product
images arranged in a row with the shelf image in a shelf
having the uneven shape, and synthesizes the product
images randomly arranged with the shelf image in a
shelf having the planar shape.
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[Supplementary Note 3]

[0141] The training data generation device according to
Supplementary Note 1 further including

[0142] a shelf-image storage unit that stores the shelf
image, in which

[0143] the shelf image is stored in association with an
identifier for identifying a store that uses the shelf, and

[0144] when synthesizing training data in a certain
store, the synthesis unit acquires the shelf image asso-
ciated with the identifier of the store from the shelf-
image storage unit.

[Supplementary Note 4]

[0145] The training data generation device according to
Supplementary Note 3, in which

[0146] the shelf image is stored in the shelf-image
storage unit in association with a position identifier for
identifying a position of a product in the shelf, and

[0147] when synthesizing training data at a specific
position in the shelf, the synthesis unit acquires the
shelf image associated with the position identifier from
the shelf-image storage unit.

[Supplementary Note 5]

[0148] The training data generation device according to
Supplementary Note 1 further including

[0149] a product-image storage unit that stores the
product image, in which

[0150] when synthesizing training data related to a
product, the synthesis unit acquires the product image
of the product from the product-image storage unit.

[Supplementary Note 6]

[0151] The training data generation device according to
Supplementary Note 5, in which

[0152] the product-image storage unit stores the product
image in which the product is captured from a plurality
of different angles.

[Supplementary Note 7]

[0153] The training data generation device according to
Supplementary Note 1 or 2 further including:

[0154] a pattern storage unit that stores a pattern of
synthesis of the shelf image and the product image, in
which

[0155] the synthesis unit generates training data by
synthesizing the shelf image and the product image
based on the pattern stored in the pattern storage unit.

[Supplementary Note 8]

[0156] A training data generation system including:

[0157] the training data generation device according to
any of Supplementary Notes 1 to 7;

[0158] a first camera that captures the shelf image and
transmits the shelf image to the training data generation
device; and

[0159] a second camera that captures the product image
and transmits the product image to the training data
generation device.
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[Supplementary Note 9]

[0160]
[0161] acquiring a shelf image constituting one com-
partment of a shelf on which a product is displayed;
[0162] acquiring a product image of the product dis-

played on the shelf; and
[0163] generating training data by synthesizing the
shelf image and the product image, further including
[0164] in the synthesis, in accordance with at least one
of a shape of the shelf or a shape of the product, causing
display in the product image to differ and be synthe-
sized with the shelf image.

A training data generation method including:

[Supplementary Note 10]

[0165] The training data generation method according
to Supplementary Note 9, in which

[0166] the shape of the shelf includes an uneven shape
having unevenness for displaying the product and a
planar shape, and

[0167] the method further including, in the synthesis,
synthesizing the product images arranged in a row with
the shelf image in a shelf having the uneven shape, and
synthesizing the product images randomly arranged
with the shelf image in a shelf having the planar shape.

[Supplementary Note 11]

[0168] The training data generation method according
to Supplementary Note 9, in which

[0169] the shelf image is stored in association with an
identifier for identifying a store that uses the shelf, and

[0170] the method further including, in the synthesis,
when synthesizing training data in a certain store,
acquiring the shelf image associated with the identifier
of the store from a shelf-image storage means.

[Supplementary Note 12]

[0171] The training data generation method according
to Supplementary Note 11 further including:

[0172] in the synthesis, when synthesizing training data
at a specific position in the shelf, acquiring, from the
shelf-image storage means, the shelf image associated
with a position identifier for identifying a position of a
product in the shelf.

[Supplementary Note 13]

[0173] The training data generation method according
to Supplementary Note 9 further including

[0174] in the synthesis, when synthesizing training data
related to a product, acquiring the product image of the
product from a product image storage means.

[Supplementary Note 14]

[0175] The training data generation method according
to Supplementary Note 13, in which

[0176] the product-image storage means stores the
product image in which the product is captured from a
plurality of different angles.



US 2023/0281992 Al

[Supplementary Note 15]

[0177] The training data generation method according
to Supplementary Note 9 or 10 further including:

[0178] generating training data by synthesizing the
shelf image and the product image based on the pattern
stored in a pattern storage means configured to store a
pattern of synthesis of the shelf image and the product
image in the synthesis.

[Supplementary Note 16]

[0179] A recording medium that stores a training data
generation program that causes a computer to enable:

[0180] acquiring a shelf image constituting one com-
partment of a shelf on which a product is displayed;

[0181] acquiring a product image of the product dis-
played on the shelf; and

[0182] generating training data by synthesizing the
shelf image and the product image, in which

[0183] in the synthesis, in accordance with at least one
of'a shape of the shelf or a shape of the product, display
in the product image is caused to differ and be synthe-
sized with the shelf image.

[Supplementary Note 17]

[0184] The recording medium according to Supplemen-
tary Note 16, in which

[0185] the shape of the shelf includes an uneven shape
having unevenness for displaying the product and a
planar shape, and

[0186] in the synthesis, the product images arranged in
a row with the shelf image are synthesized in a shelf
having the uneven shape, and the product images
randomly arranged with the shelf image are synthesized
in a shelf having the planar shape.

[Supplementary Note 18]

[0187] The recording medium according to Supplemen-
tary Note 16, in which

[0188] the shelf image is stored in association with an
identifier for identifying a store that uses the shelf, and

[0189] in the synthesis, when synthesizing training data
in a certain store, the shelf image associated with the
identifier of the store is acquired from a shelf-image
storage means.

[Supplementary Note 19]

[0190] The recording medium according to Supplemen-
tary Note 18, in which

[0191] in the synthesis, when training data at a specific
position in the shelf is synthesized, the shelf image
associated with a position identifier for identifying a
position of a product in the shelf is acquired from the
shelf-image storage means.

[Supplementary Note 20]

[0192] The recording medium according to Supplemen-
tary Note 16, in which

[0193] in the synthesis, when training data related to a
product is synthesized, the product image of the prod-
uct is acquired from a product image storage means.

Sep. 7, 2023

[Supplementary Note 21]

[0194] The recording medium according to Supplemen-
tary Note 20, in which

[0195] the product-image storage means stores the
product image in which the product is captured from a
plurality of different angles.

[Supplementary Note 22]

[0196] The recording medium according to Supplemen-
tary Note 16 or 17, in which
[0197] in the synthesis, training data is generated by
synthesizing the shelf image and the product image
based on the pattern stored in a pattern storage means
configured to store a pattern of synthesis of the shelf
image and the product image.
[0198] While the invention of the present application has
been described above with reference to the example embodi-
ments and examples, the present invention is not limited to
the above example embodiments and examples. Various
modifications that can be understood by those skilled in the
art can be made to the configuration and details of the
present invention within the scope of the present invention.
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What is claimed is:

1. A training data generation device comprising:

a memory storing instructions; and

one or more processors configured to execute the instruc-
tions to:

acquire a shelf image constituting one compartment of a
shelf on which a product is displayed;

acquire a product image of the product displayed on the
shelf; and

generate training data by synthesizing the shelf image and
the product image, wherein

the one or more processors are further configured to
execute the instructions to:

determine an arrangement of the product image according
to at least one of a shape of the shelf or a shape of the
product, and synthesize the product image with the
shelf image by using a determined result.

2. The training data generation device according to claim

1, wherein

the shape of the shelf includes an uneven shape having
unevenness for displaying the product and a planar
shape, and

the one or more processors are further configured to
execute the instructions to:

synthesize the product images arranged in a row with the
shelf image in a shelf having the uneven shape, and
synthesize the product images randomly arranged with
the shelf image in a shelf having the planar shape.

3. The training data generation device according to claim

1 further comprising

a shelf-image storage configured to store the shelf image,
wherein

the shelf image is stored in association with an identifier
for identifying a store that uses the shelf; wherein

the one or more processors are further configured to
execute the instructions to:

when generating training data in a certain store, acquire
the shelf image associated with the identifier of the
store from the shelf-image storage.

4. The training data generation device according to claim

3, wherein

the shelf image is stored in the shelf-image storage in
association with a position identifier for identifying a
position of a product in the shelf; wherein

the one or more processors are further configured to
execute the instructions to:

when generating training data at a specific position in the
shelf, acquire the shelf image associated with the
position identifier from the shelf-image storage.

5. The training data generation device according to claim

1 further comprising

a product-image storage configured to store the product
image, wherein

the one or more processors are further configured to
execute the instructions to:

acquire the product image of the product from the prod-
uct-image storage, when generating training data
related to a product.

6. The training data generation device according to claim

5, wherein

the product-image storage stores the product image in
which the product is captured from a plurality of
different angles.
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7. The training data generation device according to claim

1 further comprising:

a pattern storage configured to store a pattern of synthesis
of the shelf image and the product image, wherein
the one or more processors are further configured to
execute the instructions to:

generating training data by synthesizing the shelf image
and the product image based on the pattern stored in the
pattern storage.

8. A training data generation system comprising:

the training data generation device according to claim 1;

a first camera that captures the shelf image and transmits
the shelf image to the training data generation device;
and

a second camera that captures the product image and
transmits the product image to the training data gen-
eration device.

9. A training data generation method comprising:

acquiring a shelf image constituting one compartment of
a shelf on which a product is displayed;

acquiring a product image of the product displayed on the
shelf; and

generating training data by synthesizing the shelf image
and the product image, further comprising

in the synthesis, determining an arrangement of the prod-
uct image according to at least one of a shape of the
shelf or a shape of the product, and synthesizing the
product image with the shelf image by using a deter-
mined result.

10. The training data generation method according to

claim 9, wherein

the shape of the shelf includes an uneven shape having
unevenness for displaying the product and a planar
shape, and

the method further comprising, in the synthesis, synthe-
sizing the product images arranged in a row with the
shelf image in a shelf having the uneven shape, and
synthesizing the product images randomly arranged
with the shelf image in a shelf having the planar shape.

11. The training data generation method according to

claim 9, wherein

the shelf image is stored in association with an identifier
for identifying a store that uses the shelf, and

the method further comprising, in the synthesis, when
generating training data in a certain store, acquiring the
shelf image associated with the identifier of the store
from a shelf-image storage.

12. The training data generation method according to

claim 11 further comprising:

in the synthesis, when generating training data at a
specific position in the shelf, acquiring, from the shelf-
image storage, the shelf image associated with a posi-
tion identifier for identifying a position of a product in
the shelf.

13. The training data generation method according to

claim 9 further comprising

in the synthesis, when generating training data related to
a product, acquiring the product image of the product
from a product image storage.

14. The training data generation method according to

claim 13, wherein

the product-image storage stores the product image in
which the product is captured from a plurality of
different angles.
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15. The training data generation method according to
claim 9 further comprising:

generating training data by synthesizing the shelf image
and the product image based on the pattern stored in a
pattern storage configured to store a pattern of synthesis
of the shelf image and the product image in the syn-
thesis.

16. A recording medium that stores a training data gen-

eration program that causes a computer to enable:

acquiring a shelf image constituting one compartment of
a shelf on which a product is displayed;

acquiring a product image of the product displayed on the
shelf; and

generating training data by synthesizing the shelf image
and the product image, wherein

in the synthesis, determining an arrangement of the prod-
uct image according to at least one of a shape of the
shelf or a shape of the product, and synthesizing the
product image with the shelf image by using a deter-
mined result.

17. (canceled)
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18. The recording medium according to claim 16, wherein

the shelf image is stored in association with an identifier
for identifying a store that uses the shelf, and

in the synthesis, when generating training data in a certain
store, the shelf image associated with the identifier of
the store is acquired from a shelf-image storage.

19. The recording medium according to claim 18, wherein

in the synthesis, when training data at a specific position
in the shelf is generated, the shelf image associated
with a position identifier for identifying a position of a
product in the shelf is acquired from the shelf-image
storage.

20. (canceled)

21. (canceled)

22. The recording medium according to claim 16, wherein

in the synthesis, training data is generated by synthesizing
the shelf image and the product image based on the
pattern stored in a pattern storage configured to store a
pattern of synthesis of the shelf image and the product
image.



