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(57) ABSTRACT

Provided is a storage apparatus 10 including a communica-
tion I/F 11, a control processor 12, a drive controller 13, and
a cache memory 14, which manages a drive write request to
write data to a storage drive 171 in a write process wait queue
1500, reads the drive write request registered on the write
process wait queue 1500, and writes the data to the storage
drive 171 in accordance with the drive write request read from
the write process wait queue 1500. The storage apparatus 10
includes the functions of: generating erase data as data to be
written in order to shred the storage drive 171, and storing the
generated erase data in the cache memory 14; and generating
aplurality of erase data write requests to write the erase data,
intended for the different storage drives 171, respectively, and
registering the generated erase data write requests into the
write process wait queue 1500.
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[Fig. 8A]
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[Fig. 9]
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STORAGE APPARATUS AND METHOD FOR
SHREDDING STORAGE MEDIUM

TECHNICAL FIELD

[0001] The present invention relates to a storage apparatus
and a method for shredding a storage medium, and more
particularly to technique for enabling efficient shredding of a
storage medium for use in a storage apparatus.

BACKGROUND ART

[0002] In a situation such as reallocation of a hard disk
drive provided for one user to another user, a data center or the
like in which a disk array device is in operation, for example,
needs to perform a process of completely erasing data in a
storage device (hereinafter referred to as “shredding”) from a
security standpoint, such as in view of leakage of information.
[0003] Regarding the shredding, Patent Document 1, for
example, discloses the following approach for enabling a host
computer or the like to make quick use of a volume targeted
for erasure. In this approach, upon receipt of an erase opera-
tion request to erase data stored in a storage unit from the host
computer, a storage controller detects a logical storage area
that can be allocated but different from a logical storage area
allocated to the storage unit. The storage controller then allo-
cates the detected logical storage area to the storage unit, and
sends, to the host computer as the request source, notification
that the storage unit is accessible. Thereafter, the storage
controller performs erasing of the data in the logical storage
area corresponding to the storage unit targeted for erasure.

CITATION LIST
Patent Literature

[0004] PTL 1: Japanese Patent Application [.aid-open Pub-
lication No. 2008-198049
SUMMARY OF INVENTION
Technical Problem

[0005] Recently, a storage medium for use in a storage
apparatus is becoming increasingly larger in capacity. More-
over, a hard disk drive for use in business applications that
demand a high level of security or confidentiality, such as
banking or securities trading business applications, requires
high-level shredding that involves time-consuming shred-
ding, examples of such are the NSA (National Security
Agency) method, the Peter Gutmann method, the German
BSI (German Information Security Agency) method, or the
like. Therefore, a data center or the like is faced with the issue
of reducing processing time for the shredding of many hard
disk drives.

[0006] The present invention has been made in consider-
ation for the background as above described. And an object of
the present invention is to provide a storage apparatus and a
method for shredding a storage medium, capable of efficient
shredding of the storage medium for use in the storage appa-
ratus.

Solution to Problem

[0007] Inorderto attain the above object, one aspect of the
present invention is a storage apparatus comprising a com-
munication I/F that receives a data I/O request sent from an
external apparatus; a storage medium controller that performs

Oct. 20, 2011

any one of writing and reading of data to and from a storage
device configured to include a plurality of storage media, in
response to the received data I/O request, a cache memory
that stores any one of write data to be written to the storage
device and read data read from the storage device, a control
processor that serves for data transfer performed between at
least one to another of the communication I/F, the storage
medium controller, and the cache memory, an erase data
generating part, and an erase data write request generating
part, wherein the storage medium controller manages in a
process wait queue a storage medium write request as a
request to write the write data to the storage medium, reads
the storage medium write request registered on the process
wait queue, and writes the data to the storage medium in
accordance with the storage medium write request that is
read, the erase data generating part generates erase data as
data to be written to the storage medium in order to shred the
storage medium, and stores the generated erase data in the
cache memory, and the erase data write request generating
part generates a plurality of the storage medium write
requests to write the erase data to the storage media, intended
for the different storage media, respectively, and registers the
generated storage medium write requests into the process
wait queue.

[0008] According to the present invention, the plurality of
storage medium write requests intended for the different stor-
age media, respectively, generated by the erase data write
request generating part, are registered into the process wait
queue for a typical data write request thereby to perform
processing. This enables concurrent (or time-division multi-
plex based) shredding of the different storage media, and thus
enables efficient shredding of the plurality ofhard disk drives.
[0009] Another aspect of the present invention is the stor-
age apparatus, wherein the erase data write request generating
part uses in common the same erase data stored in the cache
memory, to generate the plurality of storage medium write
requests.

[0010] According to the present invention, the erase data
write request generating part uses in common the same erase
data stored in the cache memory, to generate the storage
medium write requests. Thus, even if the plurality of storage
medium write requests intended for the different storage
media, respectively, are generated for the concurrent shred-
ding, the erase data generator generates the common erase
data alone for use, which in turn enables suppression of erase
data generation load for the shredding. Also, low utilization of
the cache memory enables a lessening of the influence on
normal operation the processing of the data I/O request
received from the external apparatus).

[0011] Still another aspect of the present invention is the
storage apparatus, wherein the erase data generating part
generates the erase data having a data length equal to any one
of'a least common multiple of sector lengths of the respective
storage media and an integral multiple of the least common
multiple to store in the cache memory, when the plurality of
storage medium write requests to be generated by the erase
data write request generating part includes a mixture of the
requests intended for the storage media of different sector
lengths.

[0012] According to the present invention, even for the
concurrent shredding in storage devices having different sec-
tor lengths, the same erase data stored in the cache memory
can be used in common to generate a plurality of erase data
write requests.
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[0013] A further aspect of the present invention is the stor-
age apparatus, wherein the storage medium controller further
includes a verification function that involves writing first data
stored in the cache memory to the storage medium in response
to the storage medium write request, and thereafter, reading
second data from a write target for the storage medium write
request, and comparing the second data to the first data,
thereby determining whether or not a write process has been
properly performed.

[0014] According to the present invention, the storage
medium controller can verify whether or not the writing of
data has been correctly performed for the storage medium
write request. Also, a configuration of the present invention
can be easily realized by using the verification function
included as a standard function in an existing disk array
device.

[0015] A further aspect of the present invention is the stor-
age apparatus, comprising a load information acquisition unit
that acquires information on load on the storage apparatus,
and an execution state controller that controls the number of
storage medium write requests registered into the process
wait queue by the erase data write request generator, depend-
ing on the acquired information.

[0016] According to the present invention, the registration
of the storage medium write request to write the erase data
into the process wait queue can be restricted, depending on
the load on the storage apparatus. This enables control such
that the execution of the process for the shredding is restricted
when the load on the storage apparatus is high, while the
process for the shredding is actively performed when the load
on the storage apparatus is low, which in turn enables achiev-
ing effective use of the storage apparatus. Incidentally, the
load on the storage apparatus referred to by the present inven-
tion is, for example, a utilization of a processor of the storage
apparatus, remaining capacity of the cache memory, power
consumption by the storage apparatus, or the like.

[0017] A further aspect of the present invention is the stor-
age apparatus, wherein the erase data write request generating
part further includes an execution state controlling part that
manages a schedule of execution of a process for registering
the storage medium write request, and executes the registra-
tion process according to the schedule.

[0018] According to the present invention, the process for
registering the storage medium write request on the process
wait queue can be controlled according to the preset schedule.
This enables the shredding to be performed, avoid time during
which the load on the storage apparatus becomes high, such
as for example online job time during the day or batch job
time during the night.

[0019] A further aspect of the present invention is the stor-
age apparatus, further comprising a progress managing part
that manages a progress of shredding of each of the storage
media, based on an execution result of the storage medium
write request registered into the process wait queue by the
erase data write request generating part, and outputs the
progress of each of the storage media.

[0020] Other problems disclosed in the present application
and the methods for solving the problem will be apparent
from the section “Description of Embodiments” and the
drawings.

Advantageous Effects of Invention

[0021] According to the present invention, efficient shred-
ding of the storage medium for use in the storage apparatus
can be achieved.
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BRIEF DESCRIPTION OF DRAWINGS

[0022] FIG.1isablockdiagram showing a configuration of
a storage system 1.

[0023] FIG. 2A is a block diagram showing a hardware
configuration of a communication I/F 11.

[0024] FIG. 2B is a block diagram showing a hardware
configuration of a control processor 12.

[0025] FIG. 2C is a block diagram showing a hardware
configuration of a drive controller 13.

[0026] FIG. 3 is a block diagram showing an example of a
computer (or an information processing apparatus) available
for use as a management device 3.

[0027] FIG. 4 is a block diagram showing another aspect
(or configuration) of a storage apparatus.

[0028] FIG. 5 is a block diagram showing main functions
included in the management device 3.

[0029] FIG. 6 is a block diagram showing main functions
and main data included in a storage apparatus 10.

[0030] FIG. 7 is a diagram showing a data structure of a
drive write request.

[0031] FIG. 8A is a table showing an example of a load
information table 634.

[0032] FIG. 8B is a table showing an example of an execu-
tion condition table 633.

[0033] FIG. 9 is a schematic diagram of assistance in
explaining the data length of erase data.

[0034] FIG. 10 is a table showing an example of a drive
information table 631.

[0035] FIG. 11 is a state transition diagram 1100 of the
execution state of an erase data write request registration
process.

[0036] FIG.12isatable showing an example of a shredding
information table 632.

[0037] FIG. 13 is a flowchart of assistance in explaining a
data write process S1300:

[0038] FIG. 14 is a flowchart of assistance in explaining an
1/O request queuing process S1400.

[0039] FIG. 15 is a table showing an example of a write
process wait queue 1500.

[0040] FIG. 16 is a flowchart of assistance in explaining a
drive write process S1600.

[0041] FIG. 17 is a flowchart of assistance in explaining a
data read process S1700,

[0042] FIG. 18A is a flowchart of assistance in explaining a
configuration setting process S1800.

[0043] FIG. 18B is an illustration showing an example of a
configuration setting screen 1850.

[0044] FIG. 19 is a flowchart of assistance in explaining a
shredding process S1900.

[0045] FIG. 20A is a flowchart of assistance in explaining
an information display process S2000.

[0046] FIG. 20B is an illustration showing an example of an
information display screen 2050.

DESCRIPTION OF EMBODIMENTS

[0047] An embodiment of the present invention will be
described below. FIG. 1 shows the configuration of a storage
system 1 as described by way of the embodiment. As shown
in FIG. 1, the storage system 1 is configured by including a
host computer 2 (or an external apparatus), a storage appara-
tus 10 that communicates with the host computer 2 via a
communication network 5, and a management device 3 com-
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municatively coupled to the storage apparatus 10 via a LAN
(local area network) or the like.

[0048] The communication network 5 is, for example, a
LAN, a SAN (storage area network), the Internet, a public
communication network, or the like. Communication
between the host computer 2 and the storage apparatus 10
takes place according to a protocol such as TCP/IP, iSCSI
(internet small computer ystem interface), Fibre Channel Pro-
tocol, FICON (Fibre Connection) (registered trademark),
ESCON (Enterprise System Connection) (registered trade-
mark), ACONARC (Advanced Connection Architecture)
(registered trademark), or FIBARC (Fibre Connection Archi-
tecture) (registered trademark).

[0049] The host computer 2 is an information processing
apparatus (or a computer) that utilizes a storage area provided
by the storage apparatus 10. The host computer 2 is config-
ured for example by using hardware such as a personal com-
puter, a mainframe, or an office computer. When accessing
the above-mentioned storage area, the host computer 2 sends
a data 1/O request to the storage apparatus 10.

[0050] The storage apparatus 10 includes at least one com-
munication interface (hereinafter denoted as a communica-
tion I/F 11), at least one control processor 12 (or micropro-
cessor), at least one drive controller 13 (or storage medium
controller), a cache memory 14, a shared memory 15, an
internal switch 16, a storage device 17, and a service proces-
sor 18. Of these, the communication I/F 11, the control pro-
cessor 12, the drive controller 13, the cache memory 14, and
the shared memory 15 are communicatively coupled to one
another via the internal switch 16.

[0051] The communication I/F 11 receives the data /O
request (such as a data write request or a data read request)
sent from the host computer 2, and sends a response on
processing performed for the received data I/O request (such
as read data, read completion information, or write comple-
tion information) back to the host computer 2. The commu-
nication I/F 11 has a function for protocol control for com-
munication with the host computer 2.

[0052] The control processor 12 performs processing for
data transfer from one to another of the communication I/F
11, the drive controller 13, and the cache memory 14, in
response to the data I/O request received by the communica-
tion I/F 11. The control processor 12 performs the delivery of
data (i.e., data read from the storage device 17 or data to be
written to the storage device 17) from one to another of the
communication I/F 11 and the drive controller 13 for example
via the cache memory 14, or performs staging (i.e., the read-
ing of data from the storage device 17) or destaging (i.e., the
writing of data to the storage device 17) data stored in the
cache memory 14.

[0053] The cache memory 14 is configured for example by
using RAM (random access memory) capable of quick
access. The cache memory 14 stores the data to be written to
the storage device 17 (hereinafter referred to as “write data™)
or the data read from the storage device 17 (hereinafter
described as “read data”). The shared memory 15 stores vari-
ous kinds of information for use in control of the storage
apparatus 10.

[0054] The drive controller 13 performs communication
with the storage device 17, for the reading of data from the
storage device 17 or the writing of data to the storage device
17. The internal switch 16 is configured for example by using
a high speed crossbar switch. Communication through the
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internal switch 16 is performed according to Fibre Channel
Protocol, iSCSI protocol, TCP/IP, or other protocols.

[0055] The storage device 17 is configured by including a
plurality of storage media (such as hard disk drives or semi-
conductor memories (or SSDs (solid-state drives))). The stor-
age device 17 will be hereinafter described as being config-
ured with the use of a hard disk drive, for example, of SAS
(Serial Attached SCSI), SATA (Serial ATA), FC (Fibre Chan-
nel), PATA (Parallel ATA) or SCSI type and the like, or a
semiconductor memory (SSD) (hereinafter, storage media
such as a hard disk drive and a semiconductor memory are
referred collectively to as storage drive 171).

[0056] The storage device 17 provides a storage area hav-
ing as a unit a logical device 172 (LDEV) configured for
example by using a storage area (e.g., a storage area belong-
ing to a RAID group (or a parity group)) provided by the
storage drive 171 being controlled by a control method such
as the RAID (redundant array of inexpensive (or indepen-
dent) disks) method. Incidentally, the unit of the storage area
provided by the storage device 17 is not limited to the above-
mentioned logical device (LDEV).

[0057] FIG. 2A shows a hardware configuration of the
communication I’/F 11. The communication I/F 11 includes
an external communication interface (hereinafter denoted as
an external communication I/F 111), a processor 112, a
memory 113, an internal communication interface (hereinaf-
ter denoted as an internal communication I/F 114), and a
timer 115. The external communication I/F 111 is a NIC
(network interface card) or an HBA (host bus adapter), for
example. The processor 112 is a CPU (central processing
unit), an MPU (micro processing unit), or the like. The
memory 113 is RAM or ROM (read only memory). The
internal communication I/F 114 performs communications
with the control processor 12, the drive controller 13, the
cache memory 14, and the shared memory 15, through the
internal switch 16. The timer 115 is configured for example
by using an RTC (real time clock), thereby to supply infor-
mation about time such as the present date and time.

[0058] FIG. 2B shows a hardware configuration of the con-
trol processor 12. The control processor 12 includes an inter-
nal communication interface (hereinafter denoted as an inter-
nal communication I/F 121), a processor 122, a memory 123,
and a timer 124. The internal communication I/F 121 per-
forms communications with the communication I/F 11, the
drive controller 13, the cache memory 14, and the shared
memory 15, through the internal switch 16. The processor
122 is a CPU, an MPU, a DMA (direct memory access), or the
like. The memory 123 is a RAM or a ROM. The timer 124 is
configured for example by using an RTC (real time clock),
thereby to supply information about time such as the present
date and time.

[0059] FIG. 2C shows a hardware configuration ofthe drive
controller 13. The drive controller 13 includes an internal
communication interface (hereinafter denoted as an internal
communication I/F 131), a processor 132, a memory 133, and
a drive interface (hereinafter denoted as a drive I/F 134). The
internal communication I/F 131 communicates with the com-
munication I/F 11, the control processor 12, the cache
memory 14, the shared memory 15, and on the like, through
the internal switch 16. The processor 132 is a CPU, an MPU,
or the like. The memory 133 is a RAM or a ROM. The drive
I/F 134 performs communication with the storage device 17.
[0060] The service processor 18 (SVP) is a computer
including a CPU and a memory. The service processor 18
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controls structural components of the storage apparatus 10
and monitors the statuses of the structural components. The
service processor 18 communicates with the structural com-
ponents, such as the communication I/F 11, the control pro-
cessor 12, the drive controller 13, the cache memory 14, the
shared memory 15, and the internal switch 16, through the
internal switch 16 or through a communication means such as
aLLAN. The service processor 18 acquires performance infor-
mation or the like from the structural components of the
storage apparatus 10 whenever necessary, and provides the
information to the management device 3. The service proces-
sor 18, for example, sets, controls and maintains the structural
components (e.g., installs or updates software), and the like,
in accordance with information sent from the management
device 3.

[0061] FIG. 3 shows an example of a computer (or an
information processing apparatus) available for use as the
management device 3. As shown in FIG. 3, a computer 30
includes a CPU 31, a volatile or a nonvolatile memory 32
(RAM or ROM), a storage device 33 (for example, a hard disk
drive or semiconductor memory (SSD)), an input device 34
such as a keyboard or a mouse, an output device 35 such as a
liquid crystal display monitor or printer, and a communica-
tion interface (denoted as a communication I/F 36) such as an
NIC or an HBA. The management device 3 is a personal
computer or an office computer, for example. The manage-
ment device 3 may be integral with the storage apparatus 10
(or may be mounted on the same chassis as that for the storage
apparatus 10). The management device 3 is communicatively
coupled to the service processor 18 via the LAN or the like.
The management device 3 includes a user interface using a
GUI (graphical user interface), a CLI (command line inter-
face), or the like, for control or monitoring of the storage
apparatus 10.

[0062] FIG. 4 shows another aspect of the storage apparatus
10. As shown in FIG. 4, the storage apparatus 10 includes a
basic chassis 101 mounting therein a redundant configuration
of'a plurality of controller boards 40, and an expanded chassis
102 mounting the storage drive 171 for expansion, without
the controller board 40.

[0063] The controller board 40 includes a communication
UF 41, a data controller 42 (DCTL), a drive I/F 43 (or a
storage medium controller), a cache memory 44 (CM), a
bridge 45, a CPU 46, a memory 47, and a switch 48. The
controller board 40 has the same functions as those imple-
mented by the communication I/F 11, the control processor
12 and the drive controller 13 of the storage apparatus 10
shown in FIG. 1.

[0064] The storage drives 171 built in the basic chassis 101
and the expanded chassis 102, respectively, are coupled to the
controller boards 40 via, for example, a Fibre Channel loop
106. The controller boards 40 are coupled via an internal
communication path 105. The redundant configuration of the
plurality of controller boards 40 may be used to form a
failover cluster.

[0065] <Functions of the Management Device>

[0066] FIG.5 shows the main functions of the management
device 3. As shown in FIG. 5, the management device 3
includes a shredding managing part 510 for management of
functions for data shredding (hereinafter referred to as
“shredding”) of the storage drive 171 included in the storage
apparatus 10. As shown in FIG. 5, the shredding managing
part 510 includes a configuration setting part 511 and an
information display part 512. Incidentally, these functions
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included in the management device 3 are implemented by
hardware included in the management device 3, or by a pro-
gram stored in the memory 32 being read and executed by the
CPU 31 of the management device 3.

[0067] The configuration setting part 511 receives the hard
disk drive 171 targeted for the shredding (hereinafter referred
to as a “target drive”), accepts a shredding method, and
accepts a shredding execution condition. Also, the configu-
ration setting part 511 transmits these received pieces of
information (i.e., the target drive, the shredding method, and
the shredding execution condition) to the storage apparatus
10, and also transmits an instruction to start the execution of
the shredding for the target drive to the storage apparatus 10.
The information display part 512 provides display of infor-
mation on the shredding, such as display of the status of the
shredding being executed or the result of the execution.
[0068] The above-mentioned shredding method refers to
information indicative of an aspect of the shredding. The
shredding methods include the NSA (National Security
Agency) method, the Peter Gutmann method, and the Ger-
man BSI (German Information Security Agency) method.
[0069] The above-mentioned shredding execution condi-
tion is information for controlling the execution of the shred-
ding. The shredding execution conditions include, for
example, the threshold of load on the storage apparatus 10
(such as the utilization of the processor 112 of the communi-
cation I/F 11, the utilization of the processor 122 of the
control processor 12, or the utilization of the processor 132 of
the drive controller 13) (hereinafter referred to as a “load
threshold”), the threshold of capacity remaining in the cache
memory 14 (hereinafter referred to as a “cache remaining-
capacity threshold”), the threshold of power consumption by
the storage system 1 or power consumption by the storage
apparatus 10 (hereinafter referred to as a “power consumption
threshold”), and a time period during which the execution of
the shredding is inhibited (hereinafter referred to as an
“execution inhibition time period”).

[0070] <Functions of the Storage Apparatus>

[0071] FIG. 6 shows the main functions included in the
storage apparatus 10, and main data managed in the storage
apparatus 10. As shown in FIG. 6, the storage apparatus 10
includes a write processing part 611 and a read processing
part 612. In addition to these functions, the storage apparatus
10 also includes a load information acquisition part 613 that
acquires information on the load on the storage apparatus 10
(hereinafter referred to as “load information™), and a shred-
ding processing part 620 that performs a process for the
shredding of the storage drive 171 (hereinafter referred to as
a “shredding process”).

[0072] As shown in FIG. 6, the shredding processing part
620 includes an erase data generating part 621, an erase data
write request generating part 622, an execution state control-
ling part 623, and a progress managing part 624. Incidentally,
these functions included in the storage apparatus 10 are
implemented by a program, stored in the memory 113 or the
storage device 17, being read and executed by the processor
112 of the communication I/F 11, the processor 122 of the
control processor 12, or the processor 132 of the drive con-
troller 13.

[0073] As shown in FIG. 6, the storage apparatus 10 also
stores a drive information table 631, a shredding information
table 632, an execution condition table 633, and a load infor-
mation table 634. Of these, the drive information table 631
stores information on the storage drive 171 that configures the
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storage device 17. The shredding information table 632 man-
ages information indicative of the progress of the shredding
process, or the like. And the execution condition table 633
manages the shredding execution condition transmitted from
the management device 3. The load information table 634
manages the load information acquired by the load informa-
tion acquisition part 613.

[0074] Uponreceipt of the data write request as the data [/O
request from the host computer 2, the write processing part
611 of the storage apparatus 10 generates a write request
(hereinafter referred to as a “drive write request (or storage
medium write request)”) to the storage drive 171 for the
received data I/O request, and registers the drive write request
into a write process wait queue 1500 (to be described later)
managed by the drive controller 13. The drive controller 13
acquires the drive write requests in sequential order from the
write process wait queue 1500, and writes data to the storage
device 17 according to the acquired drive write request. On
the other hand, upon receipt of the data read request as the
data I/O request from the host computer 2, the read processing
part 612 of the storage apparatus 10 reads data from the
storage device 17, and transmits the data read from the storage
device 17 (or the read data) to the host computer 2.

[0075] FIG. 7 shows a data structure of the drive write
request. As shown in FIG. 7, a drive write request 700 is
configured by containing respective fields for a drive ID 711,
awrite destination address 712, a data length 713, and a cache
storage position 714. The identifier (hereinafter referred to as
the “drive ID”) of the storage drive 171 for which data (here-
inafter referred to as “drive write data”) to be written by the
drive write request 700 is destined is set in the drive ID 711 of
the above-mentioned fields. The write location (for example,
an LBA (logical block address)) of the drive write data on the
storage drive 171 of destination is set in the write destination
address 712. The data size of the drive write data is set in the
datalength 713. The storage location of the drive write data on
the cache memory 14 is set in the cache storage position 714.
[0076] The load information acquisition part 613 acquires
the load information, and the load information table 634
manages the acquired load information. FIG. 8A shows an
example of the load information table 634. As shown in FIG.
8A, the load information table 634 manages utilization 6341
of the respective processors (i.e., the processor 112, the pro-
cessor 122 and the processor 132) of the communication I/F
11, the control processor 12 and the drive controller 13,
remaining capacity 6342 of the cache memory 14, and power
consumption 6343 by the storage apparatus 10.

[0077] The contents of the load information table 634 are
compared to those of the execution condition table 633. FIG.
8B shows an example of the execution condition table 633. As
shown in FIG. 8B, the execution condition table 633 manages
an upper threshold 6331 of the utilization of each of the
respective processors of the communication I/F 11, the con-
trol processor 12 and the drive controller 13 (i.e., the proces-
sor 112 of the communication I/F 11, the processor 122 of the
control processor 12, and the processor 132 of the drive
controller 13), a threshold 6332 of the remaining capacity of
the cache memory 14, and an upper threshold 6333 of the
power consumption by the storage apparatus 10. In addition
to these, the execution condition table 633 also manages an
execution inhibition time period 6334 as the shredding execu-
tion condition for comparison with the present time.

[0078] The erase data generating part 621 generates data
(hereinafter referred to as “erase data”) to be written to the

Oct. 20, 2011

target drive at the time of the execution of the shredding
according to the shredding method specified by the manage-
ment device 3, and stores the generated erase data into the
cache memory 14. Incidentally, the contents of the erase data
are determined according to the shredding method previously
mentioned. Also, the data size of the erase data generated is
set to a sector length ofthe target drive (or an integral multiple
of the sector length), which is a data size that can be handled
with a command transmitted by the drive controller 13.
[0079] As shown in FIG. 9, the erase data generating part
621 generates erase data having a data length of 520 bytes, if
the target drive (or every specified target drive if a plurality of
target drives is specified) is of the SCSI, FC or SAS type.
Also, the erase data generating part 621 generates erase data
having a data length of 512 bytes, for example if the target
drive (or every specified target drive if a plurality of target
drives is specified) is a hard disk drive of the PATA or SATA
type. On the other hand, if a plurality of target drives of
different sector lengths is specified, the erase data generating
parts 621 generates erase data having a data length equal to
the least common multiple of the sector length of each type of
target drive or an integral multiple of the least common mul-
tiple.

[0080] For erase data generation, the erase data generating
part 621 refers to the drive information table 631. FIG. 10
shows an example of the drive information table 631. As
shown in FIG. 10, the drive information table 631 is config-
ured by including a plurality of records composed of fields for
adrive ID 6311 in which the drive ID is set, a drive type 6312
in which the drive type (such as the SCSI, FC, SAS, PATA or
SATA type) is set, a sector length 6313 in which the sector
length of the set drive is set, a capacity 6314 in which the
capacity of the set drive is set, and on the like. The drive ID is
set in the drive ID 6311.

[0081] The erase data write request generating part 622
generates a drive write request (hereinafter referred to as an
“erase data write request”) to write the erase data, as the data
to be written to the target drive according to the shredding
method, to the target drive, and sends the generated request to
the drive controller 13. Incidentally, the data structure of the
erase data write request is the same as that of the drive write
request 700 shown in FIG. 7. The erase data write request
generating part 622 sets the storage location (or address) of
the erase data generated by the erase data generating part 621,
on the cache memory 14, in the cache storage position 714 of
the erase data write request.

[0082] The execution state controlling part 623 shown in
FIG. 6 controls the execution state of a process for registering
the erase data write request (hereinafter referred to as an
“erase data write request registration process”), which is per-
formed by the erase data write request generating part 622.
FIG. 11 shows a state transition diagram 1100 of the execu-
tion state of the erase data write request registration process.
As shown in FIG. 11, the execution states of the erase data
write request registration process include three states: a com-
pletely executed state 1111, a partially executed state 1112,
and a stopped state 1113. In the completely executed state
1111 of these states, the erase data write request registration
process is performed with no particular restriction. In the
partially executed state 1112, the erase data write request
registration process is restricted in its execution. The number
of erase data write requests that may be registered into the
write process wait queue 1500 per unit time, for example, is
limited. Also, the number of target drives to be concurrently
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shredded is limited. In the stopped state 1113, the erase data
write request registration process is completely stopped.
[0083] The execution state controlling part 623 controls the
execution state of the erase data write request registration
process, depending on the load on the storage apparatus 10,
the remaining capacity of the cache memory 14, the power
consumption by the storage system 1 or the storage apparatus
10, or the like, previously mentioned. For example if, when
the erase data write request registration process is being per-
formed in the completely executed state 1111, the load on the
storage apparatus 10 becomes equal to or more than the load
threshold or the remaining capacity of the cache memory 14
becomes equal to or less than the cache remaining-capacity
threshold, the execution state controller 623 causes the execu-
tion state to transit to the partially executed state 1112. Also,
when approaching the execution inhibition time during the
execution of the erase data write request registration process
in the completely executed state 1111 or the partially
executed state 1112, the execution state controlling part 623
switches the execution state of the erase data write request
registration process to the stopped state 1113.

[0084] The progress managing part 624 acquires the
progress of the shredding process of each target drive, and
sends notification of the acquired progress to the management
device 3. The progress managing part 624 manages the
acquired progress in the shredding information table 632.
FIG. 12 shows an example of the shredding information table
632. As shown in FIG. 12, the shredding information table
632 is configured of at least one record composed of fields for
a drive ID 6321, start time 6322, a status 6323, error infor-
mation 6324, finish time 6325 and or the like.

[0085] The drive ID of the target drive is set in the drive ID
6321 of the shredding information table 632. The date and
time at which the shredding process of the target drive has
been started is set in the start time 6322. The execution status
of the shredding process of the target drive is set in the status
6323. Incidentally, the progress managing part 624 manages
the status (or the complete or incomplete status) of the writing
of the erase data to the target drive, on a sector basis, and
generates the contents of the status 6323, based on this infor-
mation. The address (such as the LBA) of a sector on which
faulty writing (or a writing failure) such as a write error, or the
like, has occurred at the time of the writing of the erase data
is set in the error information 6324. The date and time at
which a pattern write process has been finished is set in the
finish time 6325.

[0086] =Description of Processing=

[0087] Description will now be given with regard to pro-
cessing performed by the management device 3 or the storage
apparatus 10. First, description will be given with regardto a
basic function of the storage apparatus 10.

<Data Write Process>

[0088] FIG. 13 is a flowchart of assistance in explaining a
process (hereinafter referred to as a “data write process
S1300”) which the write processing part 611 performs when
the storage apparatus 10 receives the data write request as the
aforementioned I/O request from the host computer 2. The
data write process S1300 will be described below in connec-
tion with FIG. 13.

[0089] The data write request sent from the host computer
2 is received by the communication I/F 11 of the storage
apparatus 10 (S1311, S1312). Upon receipt of the data write
request from the host computer 2, the communication I/F 11
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sends notification of the receipt of the data write request to the
control processor 12 and the drive controller 13 (S1313). The
communication I/F 11 transmits completion information to
the host computer 2 (S1314), and the host computer 2 receives
the transmitted completion information (S1315).

[0090] Upon receipt of the above-mentioned notification
from the communication I/F 11 (S1321), the control proces-
sor 12 generates the drive write request 700 based on the data
write request and stores the drive write request 700 in the
cache memory 14, and also transmits the generated drive
write request 700 to the drive controller 13 (S1322, S1323).
[0091] Uponreceipt of the drive write request 700, the drive
controller 13 registers the drive write request 700 into the
write process wait queue 1500 (S1324). The drive controller
13 reads the drive write request 700 from the write process
wait queue 1500 whenever necessary (S1325). Then, the
drive controller 13 reads drive write data specified by the
drive write request 700 that was read, from the cache memory
14, and writes the drive write data that was read, to the storage
drive 171 (S1326).

[0092] Then, the drive controller 13 executes a process for
verifying whether or not the write data has been correctly
written to the storage device 17 (hereinafter referred to as a
“verification process S1327”) (S1327). Details of the verifi-
cation process S1327 will be described later. Upon comple-
tion of the verification process S1327, the drive controller 13
transmits notification (or completion notification) that the
writing of the drive write data for the drive write request has
been completed, to the control processor 12 (S1328). The
control processor 12 receives the transmitted completion
notification (S1329).

[0093] FIG. 14 is a flowchart of assistance in explaining a
process which, in S1324 of FIG. 13, the drive controller 13
performs at the time of the receipt of the drive write request
(hereinafter referred to as an “I/O request queuing process
S1400”). The I/O request queuing process S1400 will be
described below in connection with FIG. 14.

[0094] The drive controller 13 waits for the drive write
request to be sent from the control processor 12 (S1411: NO).
Upon receipt of the drive write request (S1411: YES), the
drive controller 13 registers the received drive write request
into the write process wait queue 1500 (S1412). FIG. 15
shows an example of the write process wait queue 1500.
[0095] FIG. 16 is a flowchart of assistance in explaining a
process for writing the write data to the storage drive 171
(hereinafter referred to as a “drive write process S1600”),
which is performed in S1325 to S1328 of FIG. 13. The drive
controller 13 performs real-time monitoring to determine
whether or not the unprocessed drive write request 700 is
present in the write process wait queue 1500 (S1611: NO). If
the unprocessed drive write request 700 is present in the write
process wait queue 1500 (S1611: YES), the drive controller
13 reads the drive write request 700 from the write process
wait queue 1500 (S1612), and transmits a command to write
the drive write data to the storage drive 171 set in the drive ID
711 of the read drive write request 700 (hereinafter referred to
as a “write command”) (S1613).

[0096] After the transmission of the write command, the
drive controller 13 waits for notification of completion from
the transmission target storage drive 171 (S1614: NO). If the
notification of the completion is received (S1614: YES), the
processing proceeds to S1615.

[0097] At S1615, the drive controller 13 transmits to the
storage drive 171 a command to read the data from the write
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destination for the latest write data. Incidentally, when the
storage drive is a hard disk drive, prior to the transmission of
this command, a seek command for calibration of the position
of'a head of the hard disk drive may be transmitted to the hard
disk drive.

[0098] Then, the drive controller 13 waits for the read data
for the command to be sent (S1616: NO). Upon receipt of the
read data (S1616: YES), the drive controller 13 performs a
comparison between the received read data and the latest
write data acquired from the cache memory 14 thereby to
determine whether or not their contents match (S1617). Then,
the drive controller 13 transmits to the control processor 12
the result of the comparison in conjunction with completion
notification on the latest data write request (S1618). There-
after, the processing returns to S1611. Incidentally, the pro-
cessing of S1615 to S1617 corresponds to the verification
process S1327 shown in FIG. 13.

<Data Read Process>

[0099] FIG. 17 is a flowchart of assistance in explaining a
process (hereinafter referred to as a “data read process
S1700”) which the read processor 612 of the storage appara-
tus 10 performs when the storage apparatus 10 receives the
data read request as the aforementioned I/O request from the
host computer 2. The data read process S1700 will be
described below in connection with FIG. 17.

[0100] The data read request sent from the host computer 2
is received by the communication I/F 11 of the storage appa-
ratus 10 (S1711, S1712). Upon receipt of the data read request
from the host computer 2, the communication I/F 11 sends
notification of the receipt of the data read request to the
control processor 12 and the drive controller 13 (S1713).
[0101] Upon receipt of the above-mentioned notification
from the communication I/F 11, the drive controller 13 reads
data specified by the data read request (for example, data
addressed by the LBA) from the storage device 17 (or the
storage drive 171) (S1714). Incidentally, if read data is
present in the cache memory 14 (or if there is a cache hit), the
read process of data from the storage device 17 (S1714) is
omitted. The control processor 12 writes the data read by the
drive controller 13 to the cache memory 14 (S1715). The
control processor 12 transfers the data written to the cache
memory 14 to the communication I/F 11 whenever necessary
(S1716).

[0102] The communication I/F 11 transmits the read data
sent from the control processor 12, in sequential order, to the
host computer 2 (S1717, S1718). Upon completion of the
transmission of the read data, the communication I/F 11 trans-
mits completion notification to the host computer 2 (S1719).
The host computer 2 receives the transmitted completion
notification (S1720).

[0103] =Processing Involved in Shredding=

[0104] Description will now be given with regard to pro-
cessing involved in the shredding of the storage drive 171,
which is performed by the management device 3 and the
storage apparatus 10.

[0105] <Configuration Setting Process>

[0106] FIG.18A is aflowchart of assistance in explaining a
process (hereinafter referred to as a “configuration setting
process S1800”") which the configuration setting part 511 of
the management device 3 performs at the time of the shred-
ding of the storage drive 171. The configuration setting pro-
cess S1800 will be described below in connection with FIG.
18A.
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[0107] First, the configuration setting part 511 displays a
screen shown in FIG. 18B (hereinafter referred to as a “con-
figuration setting screen 1850”") on the management device 3,
and receives the drive 1D of the target drive which a user is
intending to shred, the shredding method, and the shredding
execution condition (S1811 to S1813). If the user gives the
management device 3 an instruction to start the shredding
(S1814: YES), the configuration setting part 511 transmits the
received drive ID, shredding method and shredding execution
condition, in conjunction with the instruction to start the
shredding, to the storage apparatus 10 (S1815).

[0108] <Shredding Process>

[0109] FIG. 19 is a flowchart of assistance in explaining a
shredding process (hereinafter referred to as a “shredding
process S1900”) which the shredding processing part 620 of
the storage apparatus 10 performs when the instruction to
start the shredding is sent from the management device 3. The
shredding process S1900 will be described below in connec-
tion with FIG. 19.

[0110] Uponreceipt of the instruction to start the shredding
from the management device 3 (S1911: YES), first, the erase
data generating part 621 of the shredding processing part 620
generates erase data according to the shredding method
received in conjunction with the instruction to start the shred-
ding, and stores the generated erase data in the cache memory
14 (S1912).

[0111] Here, at the time of the erase data generation, the
erase data generating part 621 generates only common erase
data for all target drives and stores the generated erase data in
the cache memory 14, if the number of drive IDs received in
conjunction with the instruction to start the shredding is two
or more (or the number of target drives is two or more) and all
target drives are of the same sector length as well. Also, ifthe
number of received drive IDs is two or more and also target
drives of different sector lengths coexist together, data having
a data length equal to the least common multiple of each
sector length or an integral multiple of the least common
multiple is generated as common erase data used for all target
drives, then the generated data is stored in the cache memory
14.

[0112] Then, the shredding processing part 620 acquires
the load information on the storage apparatus 10 from the load
information table 634 (S1921). Also, the present time is
acquired from the timer 124 (or the timer 115) (S1922).
[0113] Then, the shredding processing part 620 performs a
comparison between the acquired load information or present
date and time, and the shredding execution condition received
at S1911 in conjunction with an instruction to start the shred-
ding, thereby to determine whether or not the erase data write
request registration process is executable (S1923). If it is
judged that the registration process is not executable (S1923:
NO), transition of the execution state of the erase data write
request registration process to a stopped state 1113 is per-
formed by the execution state controlling part 623, and after
that, the processing returns to S1921. For example if the
present time lies within the execution inhibition time period,
the registration process is judged as not being executable. If it
is judged that the registration process is executable (S1923:
YES), the processing proceeds to S1924.

[0114] At S1924, the shredding processing part 620 per-
forms a comparison between the acquired load information or
present date and time and the shredding execution condition
acquired at S1911, thereby to determine the execution state of
the erase data write request registration process (i.e., the
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completely executed state 1111 or the partially executed state
1112), so that the erase data write request registration process
undergoes a transition to the determined execution state to be
started.

[0115] First, the shredding processing part 620 generates
the erase data write request to be sent to the target drive
identified by the drive ID acquired from the management
device 3 (S1925). At this time, the shredding processing part
620 generates the number of erase data write requests
depending on the current execution state. For example if the
current execution state is the partially executed state 1112, the
shredding processing part 620 generates only the erase data
write request for a part of the target drives specified by the
drive IDs received from the management device 3. Inciden-
tally, the storage location of the erase data stored in the cache
memory 14 at S1912, on the cache memory 14, is set in the
cache storage position 714 of the erase data write request
generated at this time.

[0116] Also, for the generation of the erase data write
request, the shredding processing part 620 uses the common
erase data stored in the cache memory 14 at S1912. Specifi-
cally, for the generation of the erase data write request for a
plurality of target drives, the storage location of the common
erase data stored in the cache memory 14, on the cache
memory 14, is stored in the cache storage position 714 of the
erase data write request.

[0117] Asmentioned above, even if a plurality of erase data
write requests for different target drives are generated for
concurrent shredding, the erase data generating part 621 gen-
erates only the common erase data for use, which in turn
enables to suppress the erase data generation load for the
shredding. Also, low utilization of the cache memory 14
enables lessening the influence on normal operation (i.e., the
processing of the data 1/O request received from the host
computer 2).

[0118] Also, if drives of different sector lengths coexist
together in the target drive, the erase data generating part 621
generates the data having a data length equal to the least
common multiple of each sector length or an integral multiple
of'the least common multiple, as the common erase data used
for all target drives, and stores the generated data in the cache
memory 14. Even if the concurrent shredding of the target
drives of different sector lengths is performed as mentioned
above, the use of the common erase data stored in the cache
memory 14 enables to achieve the same effect as described
above.

[0119] Then, the shredding processing part 620 registers
the generated erase data write request into the write process
wait queue 1500 (S1926). After the registration of the erase
data write request into the write process wait queue 1500, the
shredding processing part 620 waits for completion notifica-
tion for the registered erase data write request to be sent from
the target drive (or waits for the completion notification trans-
mitted at S1328 of FIG. 13).

[0120] Here, the erase data write request registered into the
write process wait queue 1500 is processed according to the
drive write process S1600 shown in FIG. 16. Specifically, the
drive controller 13 reads the erase data write requests regis-
tered into the write process wait queue 1500, in sequential
order, and transmits the write command to write erase data to
the target drive according to the erase data write request that
is read (S1611 to S1613). Then, upon receipt of the notifica-
tion of completion from the target drive, the drive controller
13 executes the aforementioned verification process S1327
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(S1615 to S1617), and transmits to the control processor 12
the completion notification in conjunction with the result of
the comparison (S1618).

[0121] As mentioned above, the storage apparatus 10
according to the present embodiment uses a verification func-
tion for processing the drive write request for the typical data
write request sent from the host computer 2, thereby to verify
whether or not the erase data write request has been properly
performed. This enables to achieve the verification function
for the erase data write request (i.e., the verification function
for the shredding process) without the need of providing a
specifically designed device.

[0122] Uponreceipt of the completion notification from the
drive controller 13 (S1927: YES), the shredding processing
part 620 updates the shredding information table 632, based
on the result of the comparison transmitted in conjunction
with the completion notification (S1928).

[0123] Then, the shredding processing part 620 judges
whether or not the target drive for which the shredding has
been completed is present (S1929). Incidentally, determining
whether or not the shredding has been completed for the
target drive is accomplished for example by judging whether
or not the value of the write destination address 712 set in the
latest erase data write request is the address of the last sector
of'the target drive for the erase data write request. I[fthe target
drive for which the shredding has been completed is present
(S1929: YES), the shredding processing part 620 sets the
present time (i.e., the finish time) in the finish time 6325 of the
target drive in the shredding information table 632 (51930). If
the target drive for which the shredding has been completed is
not present (S1929: NO), the processing proceeds to S1931.
[0124] At S1931, the shredding processing part 620 judges
whether or not the shredding has been completed for all target
drives. If the shredding is not completed (S1931: NO), the
processing returns to S1921. If the shredding is completed
(S1931: YES), the processing is terminated.

[0125] As described above, if a plurality of target drives is
transmitted from the management device 3, a plurality of
erase data write requests for each of the target drives is reg-
istered into and managed in the write process wait queue
1500. This enables the concurrent shredding of different tar-
get drives (i.e., concurrent processing using time division
multiplexing), and thus enables efficient shredding of the
plurality of storage drives 171.

[0126] <Information Display Process>

[0127] FIG. 20A is a flowchart of assistance in explaining a
process, which is performed by the information display part
512 of'the management device 3 (hereinafter referred to as an
“information display process S2000”). The information dis-
play process S2000 will be described below in connection
with FIG. 20A.

[0128] Uponreceipt ofarequest to display shredding infor-
mation from the user (S2011: YES), the information display
part 512 accesses the storage apparatus 10 to acquire the
contents of the shredding information table 632 (S2012).
Then, the information display part 512 displays the acquired
contents on the management device 3 (S2013).

[0129] FIG.20B shows an example of a screen displayed on
the management device 3 by the information display part 512
(hereinafter referred to as an “information display screen
2050”). As shown in FIG. 20B, the information display screen
2050 displays information on the progress of the shredding of
each target drive, such as start time 2052 of the shredding
process, progress 2053, expected finish time 2054, sector
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number of a sector on which a writing failure has occurred
(i.e., error information 2055), and finish time 2056 of the
shredding, for each target drive (or drive ID 2051). Inciden-
tally, the contents of the expected finish time 2054 of the
information display screen 2050 are determined for example
by adding the remaining time determined by the following
equation to the value of the start time 2052. By referring to the
information display screen 2050, the user can easily see the
progress of such as the shredding of each of the target drives
being concurrently shredded.

The remaining time=((the present time—the start time
of the process)x(the sector number of the last sector—
the sector number of the last processed sector))/the
sector number of the last processed sector

[0130] While the embodiment of the present invention has
been described, it is to be understood that the above embodi-
ment is for the purpose of facilitating the understanding of the
invention and not for the purpose of restrictively construing
the invention. Changes and modifications may be made
thereto without departing from the spirit and scope of the
invention and equivalents thereof are included in the inven-
tion.

1. A storage apparatus comprising:

a communication I/F that receives a data I/O request sent
from an external apparatus;

a storage medium controller that performs any one of writ-
ing and reading of data to and from a storage device
configured to include a plurality of storage media, in
response to the received data 1/O request;

a cache memory that stores any one of write data to be
written to the storage device and read data read from the
storage device;

a control processor that serves for data transfer performed
between at least one to another of the communication
I/F, the storage medium controller, and the cache
memory;

an erase data generating part; and

an erase data write request generating part, wherein

the storage medium controller manages in a process wait
queue a storage medium write request as a request to
write the write data to the storage medium, reads the
storage medium write request registered on the process
wait queue, and writes the data to the storage medium in
accordance with the storage medium write request that is
read,

the erase data generating part generates erase dataas datato
be written to the storage medium in order to shred the
storage medium, and stores the generated erase data in
the cache memory, and

the erase data write request generating part generates a
plurality of the storage medium write requests to write
the erase data to the storage media, intended for the
different storage media, respectively, and registers the
generated storage medium write requests into the pro-
cess wait queue.

2. The storage apparatus according to claim 1, wherein

the erase data write request generating part uses in com-
mon the same erase data stored in the cache memory, to
generate the plurality of storage medium write requests.

3. The storage apparatus according to claim 2, wherein

the erase data generating part generates the erase data
having a data length equal to any one of a least common
multiple of sector lengths of the respective storage
media and an integral multiple of the least common
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multipleto store in the cache memory, when the plurality
of storage medium write requests to be generated by the
erase data write request generating part includes a mix-
ture of the requests intended for the storage media of
different sector lengths.

4. The storage apparatus according to claim 1, wherein

the storage medium is a hard disk drive, and

one of the hard disk drives of different sector lengths is a
hard disk drive of at least any one of SCSI, FC and SAS
types, having a sector length of 520 bytes, and another is
a hard disk drive of at least any one of PATA and SATA
types, having a sector length of 512 bytes.

5. The storage apparatus according to claim 1, wherein

the storage medium controller further includes a verifica-
tion function that involves writing first data stored in the
cache memory to the storage medium in response to the
storage medium write request, and thereafter, reading
second data from a write target for the storage medium
write request, and comparing the second data to the first
data, thereby determining whether or not a write process
has been properly performed.

6. The storage apparatus according to claim 1, comprising:

a load information acquisition part that acquires informa-
tion on a load on the storage apparatus; and

an execution state controlling part that controls a number of
the storage medium write requests registered into the
process wait queue by the erase data write request gen-
erating part, according to the acquired information.

7. The storage apparatus according to claim 6, wherein

the information on the load is at least any one of a utiliza-
tion of a processor of the storage apparatus, a remaining
capacity of the cache memory, and a power consumption
of the storage apparatus.

8. The storage apparatus according to claim 1, wherein

the erase data write request generating part further includes
an execution state controlling part that manages a sched-
ule of execution of a process for registering the storage
medium write request, and executes the registration pro-
cess according to the schedule.

9. The storage apparatus according to claim 1, further
comprising: a progress managing part that manages a
progress of shredding of each of the storage media, based on
an execution result of the storage medium write request reg-
istered into the process wait queue by the erase data write
request generating part, and outputs the progress of each of
the storage media.

10. A method for shredding a storage medium imple-
mented by a storage apparatus including:

a communication I/F that receives a data I/O request sent

from an external apparatus;

a storage medium controller that performs any one of writ-
ing and reading of data to and from a storage device
configured to include a plurality of storage media, in
response to the received data 1/O request;

a cache memory that stores any one of write data to be
written to the storage device and read data read from the
storage device; and

a control processor that serves for data transfer performed
between at least one to another of the communication
I/F, the storage medium controller, and the cache
memory, wherein

the storage medium controller manages in a process wait
queue a storage medium write request as a request to
write the write data to the storage medium, reads the
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storage medium write request registered on the process
wait queue, and writes the data to the storage medium in
accordance with the storage medium write request that is
read,

the method comprising the steps of:

generating erase data as data to be written to the storage
medium in order to shred the storage medium, and stor-
ing the generated erase data in the cache memory; and

generating a plurality of storage medium write requests to
write the erase data to the storage media, intended for the
different storage media, respectively, and registering the
generated storage medium write requests into the pro-
cess wait queue.

11. The method for shredding a storage medium according

to claim 10, wherein

the storage apparatus uses in common the same erase data
stored in the cache memory, to generate the plurality of
storage medium write requests.

12. The method for shredding a storage medium according

to claim 11, wherein

the storage apparatus generates the erase data having a data
length equal to any one of a least common multiple of
sector lengths of storage drives and an integral multiple
of the least common multiple to store in the cache
memory, when the plurality of storage medium write
requests to be generated by the erase data write request
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generating part includes a mixture of the requests
intended for the storage media of different sector
lengths.
13. The method for shredding a storage medium according
to claim 10, wherein
the storage apparatus writes first data stored in the cache
memory to the storage medium in response to the stor-
age medium write request, and thereafter, reads second
data from a write target for the storage medium write
request, and compares the second data to the first data
thereby to determine whether or not a write process has
been properly performed.
14. The method for shredding a storage medium according
to claim 10, wherein
the storage apparatus acquires information on a load on the
storage apparatus, and controls a number of the storage
medium write requests registered into the process wait
queue by the erase data write request generating patt,
according to the acquired information.
15. The method for shredding a storage medium according
to claim 14, wherein
the information on the load is at least any one of a utiliza-
tion of a processor of the storage apparatus, a remaining
capacity of the cache memory, and a power consumption
by the storage apparatus.
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