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(57) ABSTRACT 

An information processing apparatus includes a generating 
unit, a transmitting unit, a receiving unit, and an assigning 
unit. The generating unit generates a question about infor 
mation that does not exist in target content. The transmitting 
unit transmits the question to a user related to the content. 
The receiving unit receives an answer to the question. The 
assigning unit assigns a pair of the question and the answer 
to the content. 
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FIG. 4 
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FIG. 5 
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FIG. 8 
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INFORMATION PROCESSINGAPPARATUS, 
INFORMATION PROCESSING METHOD, 
AND NON-TRANSITORY COMPUTER 

READABLE MEDIUM 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is based on and claims priority 
under 35 USC 119 from Japanese Patent Application No. 
2015-176321 filed Sep. 8, 2015. 

BACKGROUND 

Technical Field 

0002 The present invention relates to an information 
processing apparatus, an information processing method, 
and a non-transitory computer readable medium. 

SUMMARY 

0003. According to an aspect of the invention, there is 
provided an information processing apparatus including a 
generating unit, a transmitting unit, a receiving unit, and an 
assigning unit. The generating unit generates a question 
about information that does not exist in target content. The 
transmitting unit transmits the question to a user related to 
the content. The receiving unit receives an answer to the 
question. The assigning unit assigns a pair of the question 
and the answer to the content. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0004 An exemplary embodiment of the present inven 
tion will be described in detail based on the following 
figures, wherein: 
0005 FIG. 1 is a conceptual module configuration dia 
gram illustrating an example configuration according to the 
exemplary embodiment; 
0006 FIG. 2 is an explanatory diagram illustrating an 
example system configuration according to the exemplary 
embodiment; 
0007 FIG. 3 is a flowchart illustrating an example of 
processing according to the exemplary embodiment; 
0008 FIG. 4 is a flowchart illustrating an example of 
processing according to the exemplary embodiment; 
0009 FIG. 5 is a flowchart illustrating an example of 
processing according to the exemplary embodiment; 
0010 FIG. 6 is an explanatory diagram illustrating an 
example of processing according to the exemplary embodi 
ment, 
0011 FIG. 7 is an explanatory diagram illustrating an 
example of link structure data; 
0012 FIG. 8 is an explanatory diagram illustrating an 
example of processing (example of presentation of ques 
tions) according to the exemplary embodiment; and 
0013 FIG. 9 is a block diagram illustrating an example 
hardware configuration of a computer that implements the 
exemplary embodiment. 

DETAILED DESCRIPTION 

0014. Hereinafter, an exemplary embodiment of the pres 
ent invention will be described with reference to the attached 
drawings. 
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0015 FIG. 1 is a conceptual module configuration dia 
gram illustrating an example configuration according to the 
exemplary embodiment. 
0016 Modules are components of software (computer 
programs) or hardware that may be logically separated from 
one another in general. Thus, the modules according to the 
exemplary embodiment correspond to not only modules in a 
computer program but also modules in a hardware configu 
ration. Therefore, the description of the exemplary embodi 
ment includes a description of a computer program for 
causing a computer to function as those modules (a program 
for causing a computer to execute individual program steps, 
a program for causing a computer to function as individual 
units, or a program for causing a computer to implement 
individual functions), a system, and a method. For the 
convenience of description, expressions “store' and “cause 
... to store', and expressions equivalent thereto will be used. 
These expressions specifically mean 'cause a storage device 
to store' or “perform control to cause a storage device to 
store' in the case of a computer program. The modules may 
correspond to functions in a one-to-one relationship. In 
terms of packaging, a single module may be constituted by 
a single program, plural modules may be constituted by a 
single program, or a single module may be constituted by 
plural programs. Also, plural modules may be executed by 
a single computer, or a single module may be executed by 
plural computers in a distributed or parallel environment. 
Alternatively, a single module may include another module. 
Hereinafter, “connection” is used to refer to a logical con 
nection (transmission and reception of data, an instruction, 
a reference relationship between pieces of data, etc.) as well 
as a physical connection. "Predetermined” means being 
determined before target processing, and includes the mean 
ing of being determined in accordance with a present 
situation/state or in accordance with a previous situation/ 
state before target processing after processing according to 
the exemplary embodiment starts, as well as before process 
ing according to the exemplary embodiment starts. In a case 
where there are plural predetermined values, the plural 
predetermined values may be different from one another, or 
two or more of the values (of course including all the values) 
may be the same. A description having the meaning “in the 
case of A, B is performed” is used as the meaning “whether 
A or not is determined, and B is performed if it is determined 
A”, except for a case where determination of whether A or 
not is unnecessary. 
0017. A system or apparatus may be constituted by plural 
computers, hardware units, devices, or the like connected to 
one another via a communication medium, Such as a net 
work (including communication connections having a one 
to-one correspondence), or may be constituted by a single 
computer, hardware unit, device, or the like. “Apparatus' 
and “system are used synonymously. Of course, “system” 
does not include a man-made Social “organization’ (Social 
system). 
0018 Target information is read from a storage device in 
individual processing operations performed by respective 
modules or in individual processing operations performed 
by a single module. After each processing operation has 
been performed, a processing result is written into the 
storage device. Thus, a description of reading from the 
storage device before a processing operation and writing 
into the storage device after a processing operation may be 
omitted. Here, examples of the storage device include a hard 
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disk, a random access memory (RAM), an external storage 
medium, a storage device connected through a communica 
tion network, a register in a central processing unit (CPU), 
and the like. 
0019. An information processing apparatus 100 accord 
ing to the exemplary embodiment manages content, and 
includes, as illustrated in FIG. 1, a communication module 
105, a user interface module 110, a content management 
module 125, and a question management module 145. 
0020. The information processing apparatus 100 may be 
used for design assistance, for example. In this case, target 
content may be a drawing, a design specification, a technical 
standard document, a report, or the like. 
0021. In a design task, for example, a developer who 
conducts the task accesses many tools and accesses various 
pieces of data. 
0022. To handle such tools and data requires a specialist 
knowledge or know-how, and the handling varies depending 
on the skill of the developer. 
0023. In a former practice, a design margin (a range of an 
acceptable design value) is larger and thus the variations are 
allowed in product development. However, recent trends 
toward higher development speed and lower cost have 
greatly decreased the design margin, and individual devel 
opers are required to have a broad design knowledge or 
know-how. 
0024. In a case where the information processing appa 
ratus 100 according to the exemplary embodiment is used 
for a design task, the information processing apparatus 100 
gives design knowledge or know-how to content, such as a 
drawing, which is a result of the design task. To derive 
design knowledge or know-how from a designer or the like, 
a question about information that does not exist in the 
content is asked and an answer is obtained. 
0025. The communication module 105 is connected to 
the user interface module 110. The communication module 
105 communicates with a user terminal 210 that is used by 
a user Such as a designer, a design assisting apparatus 250, 
and so forth. 
0026. The user interface module 110 includes a reception 
module 115 and a presentation module 120, and is connected 
to the communication module 105, a data structuralization 
module 130 and a search module 140 of the content man 
agement module 125, and a question processing module 160 
of the question management module 145. The user interface 
module 110 performs data communication between the user 
terminal 210 or the design assisting apparatus 250 and the 
content management module 125 or the question manage 
ment module 145 via the communication module 105. 
0027. The reception module 115 receives information 
transmitted from the user terminal 210, the design assisting 
apparatus 250, or the like, and transmits the information to 
the content management module 125. For example, the 
reception module 115 receives operation information 180, 
content 182, answer data 186, or a search request 190. The 
content 182 may be, for example, any one of a document, 
Video, audio, moving image, and so forth, or any combina 
tion thereof. 
0028. The presentation module 120 transmits information 
received from the content management module 125 or the 
question management module 145 to the user terminal 210, 
the design assisting apparatus 250, or the like. For example, 
the presentation module 120 transmits question data 184 or 
a search result 192 as information to be presented. The 
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question data 184 may be, for example, any one of text 
(sentences), audio, moving image, and so forth, or any 
combination thereof. Thus, presentation may be display on 
a display device such as a liquid crystal display of the user 
terminal 210, printing by a printing device Such as a printer, 
or output or vibration of audio from an audio output device 
Such as a speaker, or may be any combination thereof. 
0029. The content management module 125 includes the 
data structuralization module 130, a content/log database 
(DB) 135, and the search module 140. The content man 
agement module 125 manages the operation information 180 
and the content 182 and performs search thereon. 
0030 The data structuralization module 130 is connected 
to the content/log DB 135, the user interface module 110. 
and a question/answer DB 155 and the question processing 
module 160 of the question management module 145. The 
data structuralization module 130 performs control to divide 
the question data 184 received from the question processing 
module 160 and the answer data 186 to the question data 184 
obtained from a user into words and to store a group of the 
words and target content in the content/log DB 135. Further, 
the data structuralization module 130 may assign, as attri 
butes of the content, information representing the user who 
has created or registered the content, information represent 
ing the user who has transmitted the response data 186, 
information representing the date and time when the ques 
tion data 184 or the answer data 186 was created or 
registered (year, month, date, hour, minute, second, milli 
second or smaller unit, or any combination thereof), and so 
forth. 
0031. Further, the data structuralization module 130 may 
link a first pair of the question data 184 and answer data to 
the question data 184, to a second pair of past question data 
and past answer data, the second pair being similar to the 
first pair and stored in the question/answer DB 155. 
0032. Further, the data structuralization module 130 may 
determine a degree of similarity between the first pair and 
the second pair in accordance with a ratio of characters 
identical between the words contained in the question data 
184 and the answer data 186 in the first pair and the words 
contained in the question data and the answer data in the 
second pair. 
0033 For example, a pair of the question data 184 and the 
answer data 186 may be linked to a pair of the most similar 
question data and answer data by performing similarity 
evaluation on pairs of past question data and answer data, or 
may be linked by applying a weight in accordance with a 
degree of similarity obtained as a result of the similarity 
evaluation. Here, the similarity evaluation may be per 
formed on words constituting a pair of question data and 
answer data. If the ratio of characters identical between two 
sets is larger than/equal to or larger than a predetermined 
ratio, the two sets may be determined to be similar to each 
other. Here, the ratio of identical characters is used for the 
following reason. Since abbreviations or the like are often 
used in designing, similarity evaluation may be performed in 
units of characters, the number of identical characters may 
be counted, and the ratio thereof (the ratio of the identical 
characters to all the characters in the pair) may be calculated. 
That is, a group of pairs, each including past question data 
and past answer data, may be prepared in the question/ 
answer DB 155, and a pair that is the most similar to the 
content of the question data 184 and the answer data 186 
may be selected to be linked. 
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0034. Another method for similarity evaluation is calcu 
lating a distance between a pair of question data and answer 
data and another pair in a feature space and regarding the 
reciprocal of the distance as a degree of similarity. Alterna 
tively, classification may be performed and items in the same 
loop may be determined to be similar to one another. 
Examples of a classification method include a nearest neigh 
bor method, naive Bayes method, decision tree, Support 
vector machine, and neural network. 
0035. The content/log DB 135 is connected to the data 
structuralization module 130, the search module 140, and a 
question/answer matching module 150 of the question man 
agement module 145. The content/log DB 135 stores the 
content 182, the operation information 180, question/answer 
pair data 188, and ontology that is necessary for designing. 
Here, ontology is a system (data group) describing knowl 
edge and is, for example, like the data structure illustrated in 
FIG. 7 (described below), a relationship among data pieces 
representing concepts which is expressed by links. The 
content 182 is assigned with data of conversations per 
formed between the information processing apparatus 100 
and the user when the content 182 is stored (a pair of the 
question data 184 and the answer data 186). 
0036. The search module 140 is connected to the content/ 
log DB 135 and the user interface module 110. The search 
module 140 receives the search request 190 from the user 
terminal 210, searches the content/log DB 135 in accordance 
with the search request 190, and transmits the search result 
192 to the user terminal 210. If the Search result 192 includes 
content, the user is able to obtain design knowledge or 
know-how about the content. 
0037. The question management module 145 includes the 
question/answer matching module 150, the question/answer 
DB 155, and the question processing module 160. 
0038. The question/answer matching module 150 is con 
nected to the question/answer DB 155, the question pro 
cessing module 160, and the content/log DB 135 of the 
content management module 125. The question/answer 
matching module 150 generates a question about informa 
tion that does not exist in target content. As the question, 
information lacking in the content may be extracted by 
referring to pairs of past question data and past answer data 
in the question/answer DB 155 or various ontologies in the 
content/log DB 135. Of course, the source of extraction is 
various ontologies. Specifically, past question data contain 
ing a group of words similar to a group of words in the 
content is extracted from the question/answer DB 155, and 
the words (question data) that are contained in the answer 
data to the past question data and that are not contained in 
the content are extracted. Also, as “the information that does 
not exist in the target content, words or the like used in an 
unexecuted process in a workflow (a kind of ontology) using 
the content may be used. 
0039. The question/answer DB 155 is connected to the 
question/answer matching module 150 and the data struc 
turalization module 130 of the content management module 
125. The question/answer DB 155 stores pairs of question 
data and answer data. As described above, the pairs are 
linked to one another to form a kind of ontology. 
0040. The question processing module 160 is connected 

to the question/answer matching module 150, the user 
interface module 110, and the data structuralization module 
130 of the content management module 125. The question 
processing module 160 transmits, to a user related to content 
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via the presentation module 120 and the communication 
module 105, the question generated by the question/answer 
matching module 150. The “user related to content may be, 
for example, the user who has transmitted the content or the 
user who has created or edited the content. As information 
about the user (for example, a user ID, a user address, and 
So forth), information that is used when the user logs in to 
use the information processing apparatus 100 may be used, 
or information given as an attribute of the content may be 
extracted. 
0041. The data structuralization module 130 receives, via 
the communication module 105 and the reception module 
115, an answer to the question transmitted by the question 
processing module 160, and assigns the pair of the question 
and answer to the target content. 
0042 FIG. 2 is an explanatory diagram illustrating an 
example system configuration according to the exemplary 
embodiment. 
0043. The information processing apparatus 100, a user 
terminal 210A, a user terminal 210B, a user terminal 210C, 
and the design assisting apparatus 250 are connected to one 
another via a communication network 290. The communi 
cation network 290 may be wireless, wired, or a combina 
tion thereof, and may be, for example, the Internet or an 
intranet serving as a communication infrastructure. The 
functions of the information processing apparatus 100 and 
the design assisting apparatus 250 may be implemented as a 
cloud service. Examples of the design assisting apparatus 
250 include a computer aided design (CAD) apparatus, a 
circuit designing apparatus, a pattern designing apparatus, 
and a document management apparatus. The information 
processing apparatus 100 may be incorporated into the 
design assisting apparatus 250. The user terminal 210 
includes a browser or the like and communicates with the 
information processing apparatus 100, the design assisting 
apparatus 250, and so forth. The user terminal 210 may be, 
for example, a personal computer, a mobile apparatus 
including a mobile phone such as a Smartphone, or the like. 
0044. A user Such as a designer performs designing by 
using the user terminal 210 alone or by using the design 
assisting apparatus 250 via the user terminal 210, and stores 
content, which is a result of the designing, in the information 
processing apparatus 100. At the time of storing the content, 
the information processing apparatus 100 asks a question 
about information that does not exist in the content, and 
obtains an answer from the user. Also, the information 
processing apparatus 100 associates the pair of the question 
and answer with the content. When receiving a search 
request, the information processing apparatus 100 searches 
for the content and an attribute of the content including the 
pair of the question and answer. 
0045 FIG. 3 is a flowchart illustrating an example of 
processing according to the exemplary embodiment. This is 
an example of processing for registering the content 182. 
0046. In step S302, login to a service is performed in 
response to an operation performed by an operator (for 
example, a designer). 
0047. In step S304, log information (operation informa 
tion 180) about the login operation performed by the opera 
tor and the date and time of the operation is collected. 
0048. In step S306, the content 182 is registered in 
response to an operation performed by the operator. 
0049. In step S308, the content 182 or the log information 
(operation information 180) is divided into words. 
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0050. In step S310, similarity comparison between con 
tent or log information in the content/log DB 135 and the 
processing result obtained in step S308 is performed. 
0051. In step S312, data link to the closest information is 
established via link information. As described above, the 
data link may be established via weighted link information 
corresponding to a degree of similarity. 
0052. In step S314, the linked data is stored in the 
content/log DB 135. 
0053 FIG. 4 is a flowchart illustrating an example of 
processing according to the exemplary embodiment. This is 
search processing performed by the search module 140, in 
which a user who has made the search request 190 is able to 
obtain question data and answer data assigned to content. 
0054) In step S402, the search request 190 is received in 
accordance with an operation performed by an operator. 
0055. In step S404, the content/log DB 135 is searched in 
accordance with the search request 190. 
0056. In step S406, the search result 192 is presented to 
the operator. 
0057 FIG. 5 is a flowchart illustrating an example of 
processing according to the exemplary embodiment. This is 
an example of question processing that is performed when 
the content 182 is registered. 
0058. In step S502, login to a service is performed in 
response to an operation performed by an operator. 
0059. In step S504, log information about the login 
operation performed by the operator and the date and time 
of the operation is collected. 
0060. In step S506, the content is registered in response 
to an operation performed by the operator. 
0061. In step S508, the content or the log information is 
divided into words. 

0062. In step S510, similarity comparison between ques 
tion/answer data in the question/answer DB 155 and the 
processing result obtained in step S508 is performed. 
0063. In step S512, the closest question information is 
extracted. It is determined whether answer information for 
the question information does not exist in the content. If 
there is not the answer information, the processing proceeds 
to step S514. If there is the answer information, the second 
closest information is extracted, and it is determined 
whether answer information for the question information 
does not exist in the content. This processing is repeated. 
0064. In step S514, a question is presented to the operator 
from the question processing module 160. 
0065. In step S516, the answer data 186 is received from 
the operator. 
0066. In step S518, the answer data 186 is divided into 
words. 

0067. In step S520, the question/answer pair data 188 is 
stored in the question/answer DB 155. 
0068. In step S522, similarity comparison between the 
content or log information in the content/log DB 135 and the 
question/answer pair data 188 is performed. 
0069. In step S524, data link to content or log information 
similar to the question/answer pair data 188 is established 
via link information. Alternatively, data link to the question/ 
answer pair data 188 similar to the content or log informa 
tion may be established via link information. 
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(0070 Steps S502 to S508 are the same as steps S302 to 
S308 in the flowchart illustrated in FIG. 3. That is, the 
processing from step S510 and the processing from step 
S310 may be performed in parallel, or one of them may be 
performed first. 

0071. In a case where the content 182 has been registered, 
the processing from step S510 and the processing from step 
S310 may be performed. In a case where the processing 
illustrated in FIG. 3 and the processing illustrated in FIG. 5 
are performed and in a case where information other than 
content (operation information 180) has been registered, the 
processing from step S310 may be performed, with the 
processing from step S510 not being performed. 
0072 FIG. 6 is an explanatory diagram illustrating an 
example of processing according to the exemplary embodi 
ment. 

0073 First, the content 182, such as a drawing, a tech 
nical standard document, or a report, is received. 
0074 The data structuralization module 130 extracts 
words (a content key term 682X, a content key term 682Y. 
and a content key term 682Z) from the content 182. The data 
structuralization module 130 may extract attribute informa 
tion in addition to the words described in the content 182. 
Subsequently, the data structuralization module 130 extracts 
information that matches the words in content 182A and 
ontology information 637 in the content/log DB 135. For 
example, the content that has previously been registered as 
the ontology information 637 may be regarded as a target. 
Here, it is assumed that a content key term group 682 
including the content key term 682X, the content key term 
682Y, and the content key term 682Z is extracted as match 
ing words from the content 182A. 
0075. The question/answer matching module 150 per 
forms matching between the extracted content key term 
group 682 and ontology information (a workflow model 
expressed by ontology) 639 stored in the content/log DB 
135. Examples of the workflow of the ontology information 
639 includes (1) a workflow A constituted by a workflow 
element 631A, a workflow element 632A, a workflow 
element 633A, and a workflow element 634A in this order, 
(2) a workflow B constituted by a workflow element 631B, 
a workflow element 6328, a workflow element 633B, and a 
workflow element 634B in this order, and (3) a workflow C 
constituted by a workflow element 631C, a workflow ele 
ment 632C, a workflow element 633C, and a workflow 
element 634C in this order. Among them, it is assumed that 
the content key term 682X corresponds to the workflow 
element 632A, the content key term 682Y corresponds to the 
workflow element 632B, and the content key term 682Z 
corresponds to the workflow element 632C. A workflow 
element that has not been executed is extracted from these 
workflows. Specifically, a mismatch information attribute 
group 641 including the workflow elements 633A, 634A, 
633B, 634B, 633C, and 634C is extracted. 
0076 Data matching processing between the mismatch 
information attribute group 641 and question information 
ontology data 655 in the question/answer DB 155 is per 
formed. That is, data matching processing with respect to 
past question data or past answer data is performed. Spe 
cifically, question data or answer data containing words that 
match the words contained in the mismatch information 
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attribute group 641 is extracted. If the answer data is 
extracted, the question data corresponding to the answer 
data is extracted. The question processing module 160 asks 
a question to the user who has registered the content 182 by 
using the extracted question data (transmits the question data 
184 to the user terminal 210 of the user). 
0077. The user answers the question (the answer data 186 

is transmitted from the user terminal 210 of the user). The 
content management module 125 structuralizes the answer 
data 186, assigns the structuralized answer data 186 to the 
content 182, and stores the content 182 in the content/log 
DB 135. 

0078 FIG. 7 is an explanatory diagram illustrating an 
example of link structure data expressing ontology. Pieces of 
data are connected to one another by links having directions. 
Each link may be weighted in accordance with a degree of 
similarity between the two pieces of data, as described 
above. 

0079 dsDP 710 is linked to dsDocument 720, and is 
linked from dsDWGA 730, dsGDP 740, dsTSA 750, dsT 
Sheet 752, and dsTSDA 760. dsDocument 720 is linked to 
dsGDP 740, and is linked from dsDP 710, dsTSheet 752, 
dsTSD 762, and dsDWG 770. dsDWGA 730 is linked to 
dsDP 710, and is linked from dsPIC 731, dselement 732, and 
dsimg 734. dsPIC 731 is linked to dsDWGA 730. dselement 
732 is linked to dsDWGA 730. dsimg 734 is linked to 
dSDWGA 730 and dsGDP 740. dSGDP 740 is linked to dsDP 
710, and is linked from dsDocument 720, dsimg 734, 
dsApplied Machine 741, discomment 742, dsattribute 743, 
dsProperty 744, dsParts No 745, dsParts Name 746, dsNod 
ule 747, and dsCost 748. dsApplied Machine 741 is lined to 
dSGDP 740. discomment 742 is linked to dsGDP 740. 
dsattribute 743 is linked to dsGDP 740. dsProperty 744 is 
linked to dsGDP 740. dSParts No 745 is linked to dsGDP 
740. dsParts Name 746 is linked to dsGDP 740. dsModule 
747 is linked to dsGDP 740. dsCost 748 is linked to dsGDP 
740. dsTSA 750 is linked to dsDP 710, and is linked from 
dSTSheet 752. disTSheet 752 is linked to dsDP 710 and 
dsTSA 750, and is linked from dsDocument 720. dsTSDA 
760 is linked to dsDP 710 and is linked from disTSD 762. 
dsTSD 762 is linked to disTSDA 760, and is linked from 
dsDocument 720. dsDWG 770 is linked from dsDocument 
720, dsDWGA 771, dsDWGB 772, dsDWGC 773, dsD 
WGD 774, and dsDWGE 775. dsDWGA 771 is linked to 
dSDWG 77O. dSDWGB 772 is linked to dsDWG 77O. 
dSDWGC 773 is linked to dsDWG 77O. dsDWGD 774 is 
linked to dsDWG 770. dsDWGE 775 is linked to dsDWG 
770. 

0080 FIG. 8 is an explanatory diagram illustrating an 
example of processing (example of presentation of ques 
tions) according to the exemplary embodiment. 
0081. An answer area 810 and a question/answer history 
area 820 are displayed on a question/answer screen 800 of 
the user terminal 210. The question/answer screen 800 is 
displayed after content has been stored in accordance with 
an operation performed by the user. 
0082 An answer to a question is written in the answer 
area 810 in accordance with an operation performed by the 
USC. 

0083. In the example illustrated in FIG. 8, past questions 
and answers are displayed in the question/answer history 
area 820 as given below. In this example, the stored content 
does not include “parts (A) and “standard parts”. 
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You-Hello. 

0084 
ment. 

Youd All right. 
Q Agent>Why did not you choose these parts (A)? 
Youd-Because the cost was too high. 
Q Agent>Why did not you use standard parts? 
Youd-Because the standard parts did not exist. 
Q Agent>How did you change existing parts? 
I0085. A computer that executes a program according to 
the exemplary embodiment has a hardware configuration 
equivalent to that of a typical computer, specifically, a 
personal computer or a computer that may serve as a server, 
as illustrated in FIG. 9. That is, as a specific example, a 
central processing unit (CPU) 901 is used as a processing 
unit (arithmetic unit), and a random access memory (RAM) 
902, a read only memory (ROM) 903, and a hard disk (HD) 
904 are used as storage devices. A hard disk or a solid state 
drive (SSD) may be used as the HD 904. The computer is 
constituted by the CPU 901 that executes a program imple 
menting the communication module 105, the user interface 
module 110, the reception module 115, the presentation 
module 120, the content management module 125, the data 
structuralization module 130, the search module 140, the 
question management module 145, the question/answer 
matching module 150, the question processing module 160, 
and so forth; the RAM 902 storing the program and data; the 
ROM 903 storing a program for starting the computer; the 
HD 904 serving as an auxiliary storage device (or may be a 
flash memory or the like) having the functions of the 
content/log DB 135 and the question/answer DB 155; a 
reception device 906 that receives data in accordance with 
an operation performed on a keyboard, mouse, touch panel, 
microphone, or the like by a user; an output device 905 such 
as a cathode ray tube (CRT), liquid crystal display, or 
speaker; a communication network interface 907 for con 
necting to a communication network, such as a network 
interface card; and a bus 908 for connecting these devices so 
that data is transmitted and received among these devices. 
Plural computers, each having the above-described configu 
ration, may be connected to one another via a network. 
I0086 Among the elements of the above-described exem 
plary embodiment, an element based on a computer program 
is implemented by causing a system having the above 
described hardware configuration to read the computer pro 
gram as Software, and causing Software resources and hard 
ware resources to cooperate with each other, so that the 
above-described exemplary embodiment is implemented. 
I0087. The hardware configuration illustrated in FIG.9 is 
one example configuration. The hardware configuration 
according to the exemplary embodiment is not limited to the 
configuration illustrated in FIG. 9, and any other configu 
rations are applicable as long as the configuration is able to 
execute the modules described above in the exemplary 
embodiment. For example, some of the modules may be 
constituted by dedicated hardware (for example, an appli 
cation specific integrated circuit (ASIC)). Some of the 
modules may be provided in an external system and may be 
connected via a communication network. Further, plural 
systems each having the configuration illustrated in FIG. 9 
may be connected to one another via a communication 
network so that the systems operate in cooperation with one 
another. In particular, Some of the modules may be incor 
porated into a mobile information communication apparatus 

Q Agent>How are you? Please write your com 
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(including a mobile phone, a Smartphone, a mobile appara 
tus, a wearable computer, or the like), an information 
appliance, a robot, a copier, a facsimile, a scanner, a printer, 
or a multifunction peripheral (an image processing apparatus 
having two or more functions among a scan function, a print 
function, a copy function, a facsimile function, and so forth), 
other than a personal computer. 
0088. The above-described exemplary embodiment is 
applied to design assistance. The exemplary embodiment 
may be applied to any other tasks in which content is 
created. For example, the exemplary embodiment may be 
applied to creation of business documents or books. 
0089. The above-described program may be provided by 
storing it in a recording medium, or may be provided via a 
communication medium. In this case, for example, the 
above-described program may be regarded as “a computer 
readable recording medium storing a program'. 
0090 “The computer readable recording medium storing 
a program' is a computer readable recording medium Stor 
ing a program and used for installing, executing, or circu 
lating the program. 
0091 Examples of the recording medium include a digi 

tal versatile disc (DVD), for example, the standards defined 
by the DVD forum: DVD-R, DVD-RW, DVD-RAM, and so 
forth, and the standards defined by DVD+RW: DVD+R, 
DVD+RW, and so forth; a compact disc (CD), for example, 
a read only memory (CD-ROM), a CD recordable (CD-R), 
a CD rewritable (CD-RW), and so forth; a Blu-ray (regis 
tered trademark) Disc; a magneto-optical (MO) disc; a 
flexible disk (FD); a magnetic tape; a hard disk; a read only 
memory (ROM); an electrically erasable and programmable 
ROM (EEPROM, registered trademark); a flash memory; a 
random access memory (RAM); and a secure digital (SD) 
memory card. 
0092. The above-described program or part of the pro 
gram may be stored or circulated by recording it on the 
recording medium. Alternatively, the program or part of the 
program may be transmitted through communication, for 
example, using a wired network Such as a local area network 
(LAN), a metropolitan area network (MAN), a wide area 
network (WAN), the Internet, an intranet, or an extranet, or 
a wireless communication network, or a transmission 
medium that is obtained by combining the wired and wire 
less networks. Alternatively, the program or part of the 
program may be carried using carrier waves. 
0093. Further, the above-described program may be part 
of another program, or may be recorded on a recording 
medium together with another program. Alternatively, the 
program may be recorded on plural recording media in a 
distributed manner. The manner in which the program is 
recorded is not specified as long as the program is able to be 
compressed, encrypted, and restored. 
0094. The foregoing description of the exemplary 
embodiment of the present invention has been provided for 
the purposes of illustration and description. It is not intended 
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to be exhaustive or to limit the invention to the precise forms 
disclosed. Obviously, many modifications and variations 
will be apparent to practitioners skilled in the art. The 
embodiment was chosen and described in order to best 
explain the principles of the invention and its practical 
applications, thereby enabling others skilled in the art to 
understand the invention for various embodiments and with 
the various modifications as are Suited to the particular use 
contemplated. It is intended that the scope of the invention 
be defined by the following claims and their equivalents. 
What is claimed is: 
1. An information processing apparatus comprising: 
a generating unit that generates a question about infor 

mation that does not exist in target content; 
a transmitting unit that transmits the question to a user 

related to the content; 
a receiving unit that receives an answer to the question; 

and 
an assigning unit that assigns a pair of the question and the 

answer to the content. 
2. The information processing apparatus according to 

claim 1, further comprising: 
a controller that performs control to divide the question 

and an answer to the question into words and to store 
a group of the words and the content in a memory. 

3. The information processing apparatus according to 
claim 2, wherein the controller links a first pair of the 
question and an answer to the question to a second pair of 
a past question and a past answer, the second pair being 
similar to the first pair and stored in the memory. 

4. The information processing apparatus according to 
claim 3, wherein the controller determines a degree of 
similarity between the first pair and the second pair in 
accordance with a ratio of characters identical between 
words contained in the question and the answer in the first 
pair and words contained in the question and the answer in 
the second pair. 

5. An information processing method comprising: 
generating a question about information that does not 

exist in target content; 
transmitting the question to a user related to the content; 
receiving an answer to the question; and 
assigning a pair of the question and the answer to the 

COntent. 

6. A non-transitory computer readable medium storing a 
program causing a computer to execute a process for infor 
mation processing, the process comprising: 

generating a question about information that does not 
exist in target content; 

transmitting the question to a user related to the content; 
receiving an answer to the question; and 
assigning a pair of the question and the answer to the 

COntent. 


