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(54) ELECTRONIC APPARATUS FOR PROCESSING NEURAL NETWORK MODEL AND 
OPERATING METHOD THEREFOR

(57) An electronic apparatus is provided. The elec-
tronic apparatus comprises a memory, and a processor
including a resource management unit and a neural
processing unit, wherein the processor may be config-
ured to: obtain a request to execute a specific function
operating on the basis of a specific neural network model;
identify, by using the resource management unit, an
available bandwidth of the memory; and quantize, by us-
ing the neural processing unit, the specific neural network
model on the basis of the available bandwidth of the
memory.
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Description

[Technical Field]

[0001] Various embodiments of the disclosure relate
to an electronic device for processing a neural network
model and a method of operating the same.

[Background Art]

[0002] An artificial intelligence system is a computer
system that implements human-level intelligence. In this
system, the machine learns and judges on its own, so
the more it is used, the better its recognition rate.
[0003] Artificial intelligence technology may consist of
machine learning (deep learning) technology and ele-
ment technologies. The machine learning technology
may use an algorithm that categorizes and learns the
characteristics of input data by itself, and the element
technologies may use machine learning algorithms to
mimic functions such as cognition and judgment of the
human brain.
[0004] The element technologies may include at least
one of, for example, linguistic understanding technology
for recognizing human languages and texts, visual un-
derstanding technology for recognizing objects just like
human vision, reasoning/prediction technology for logi-
cally reasoning and predicting by judging information,
knowledge expression technology for processing human
experience information as knowledge data, and motion
control technology for controlling autonomous driving of
a vehicle and movement of a robot.
[0005] The above information is presented as back-
ground information only to assist with an understanding
of the disclosure. No determination has been made, and
no assertion is made, as to whether any of the above
might be applicable as prior art with regard to the disclo-
sure.

[Disclosure]

[Technical Problem]

[0006] If failing to identify an available bandwidth of a
memory in real time, a processor of an electronic device
may not accurately calculate the memory bandwidth re-
quired to process the neural network model, and thus
may not satisfy the quality of service (QoS) of the
processing result on the neural network model.
[0007] According to various embodiments, in an elec-
tronic device and an operating method thereof, a proc-
essor may identify an available bandwidth of a memory
in real time, and when quantizing the neural network mod-
el, the processor may dynamically apply a bit depth ac-
cording to the available bandwidth of the memory, and
thus provide a processing result on the quantized neural
network model using the dynamically applicable bit
depth.

[0008] Aspects of the disclosure are to address at least
the above-mentioned problems and/or disadvantages
and to provide at least the advantages described below.
Accordingly, an aspect of the disclosure is to provide an
electronic device for processing a neural network model
and a method of operating the same.
[0009] Additional aspects will be set forth in part in the
description which follows and, in part, will be apparent
from the description, or may be learned by practice of
the presented embodiments.

[Technical Solution]

[0010] In accordance with an aspect of the disclosure,
an electronic device is provided. The electronic device
includes a memory, and a processor including a resource
management unit and a neural processing unit, and the
processor may be configured to obtain an execution re-
quest for a specific function operating based on a specific
neural network model, identify an available bandwidth of
the memory through the resource management unit, and
quantize the specific neural network model based on the
available bandwidth of the memory through the neural
processing unit.
[0011] In accordance with an aspect of the disclosure,
a method of operating an electronic device is provided.
The electronic device includes obtaining an execution
request for a specific function operating based on a spe-
cific neural network model, identifying an available band-
width of a memory of the electronic device through a re-
source management unit included in a processor of the
electronic device, and quantizing the specific neural net-
work model based on the available bandwidth of the
memory through a neural processing unit included in the
processor.

[Advantageous Effects]

[0012] According to various embodiments, an elec-
tronic device and an operating method thereof may be
provided, in which a processor may not only identify the
available bandwidth of the memory in real time, but also
dynamically quantize an activation bit depth related to
the neural network model using the available bandwidth
of the memory, thereby satisfying the quality of service
of the processing result on the neural network model.
[0013] Other aspects, advantages, and salient fea-
tures of the disclosure will become apparent to those
skilled in the art from the following detailed description,
which, taken in conjunction with the annexed drawings,
discloses various embodiments of the disclosure.

[Description of the Drawings]

[0014] The above and other aspects, features, and ad-
vantages of certain embodiments of the disclosure will
be more apparent from the following description taken in
conjunction with the accompanying drawings.
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FIG. 1 is a block diagram of an electronic device in
a network environment according to various embod-
iments of the disclosure.
FIG. 2 is a flowchart illustrating a method of operating
an electronic device according to various embodi-
ments of the disclosure.
FIG. 3 is a block diagram of a processor for setting
an activation bit depth in units of a neural network
model according to various embodiments of the dis-
closure.
FIG. 4 is a block diagram of a processor for setting
an activation bit depth in unites of a layer in a neural
network model according to various embodiments
of the disclosure.
FIG. 5 illustrates a table defining activation bit depths
corresponding to available bandwidth sections of a
memory according to various embodiments of the
disclosure.

[0015] Throughout the drawings, it should be noted
that like reference numbers are used to depict the same
or similar elements, features, and structures.

[Mode for Invention]

[0016] The following description with reference to the
accompanying drawings is provided to assist in a com-
prehensive understanding of various embodiments of the
disclosure as defined by the claims and their equivalents.
It includes various specific details to assist in that under-
standing but these are to be regarded as merely exem-
plary. Accordingly, those of ordinary skill in the art will
recognize that various changes and modifications of the
various embodiments described herein can be made
without departing from the scope and spirit of the disclo-
sure. In addition, descriptions of well-known functions
and constructions may be omitted for clarity and concise-
ness.
[0017] The terms and words used in the following de-
scription and claims are not limited to the bibliographical
meanings, but, are merely used by the inventor to enable
a clear and consistent understanding of the disclosure.
Accordingly, it should be apparent to those skilled in the
art that the following description of various embodiments
of the disclosure is provided for illustration purpose only
and not for the purpose of limiting the disclosure as de-
fined by the appended claims and their equivalents.
[0018] FIG. 1 is a block diagram illustrating an elec-
tronic device in a network environment according to var-
ious embodiments of the disclosure.
[0019] Referring to FIG. 1, an electronic device 101 in
a network environment 100 may communicate with at
least one of an electronic device 102 via a first network
198 (e.g., a short-range wireless communication net-
work), or an electronic device 104 or a server 108 via a
second network 199 (e.g., a long-range wireless com-
munication network). According to an embodiment, the
electronic device 101 may communicate with the elec-

tronic device 104 via the server 108. According to an
embodiment, the electronic device 101 may include a
processor 120, memory 130, an input module 150, a
sound output module 155, a display module 160, an audio
module 170, a sensor module 176, an interface 177, a
haptic module 179, a camera module 180, a power man-
agement module 188, a battery 189, a communication
module 190, a subscriber identification module (SIM)
196, or an antenna module 197. In some embodiments,
at least one (e.g., the connecting terminal 178) of the
components may be omitted from the electronic device
101, or one or more other components may be added in
the electronic device 101. According to an embodiment,
some (e.g., the sensor module 176, the camera module
180, or the antenna module 197) of the components may
be integrated into a single component (e.g., the display
module 160).
[0020] The processor 120 may execute, for example,
software (e.g., a program 140) to control at least one
other component (e.g., a hardware or software compo-
nent) of the electronic device 101 coupled with the proc-
essor 120, and may perform various data processing or
computation. According to one embodiment, as at least
part of the data processing or computation, the processor
120 may load a command or data received from another
component (e.g., the sensor module 176 or the commu-
nication module 190) in volatile memory 132, process
the command or the data stored in the volatile memory
132, and store resulting data in non-volatile memory 134.
According to an embodiment, the processor 120 may in-
clude a main processor 121 (e.g., a central processing
unit (CPU) or an application processor (AP)), and an aux-
iliary processor 123 (e.g., a graphics processing unit
(GPU), a neural processing unit (NPU), an image signal
processor (ISP), a sensor hub processor, or a commu-
nication processor (CP)) that is operable independently
from, or in conjunction with, the main processor 121. For
example, when the electronic device 101 includes the
main processor 121 and the auxiliary processor 123, the
auxiliary processor 123 may be configured to use lower
power than the main processor 121 or to be specified for
a designated function. The auxiliary processor 123 may
be implemented as separate from, or as part of the main
processor 121.
[0021] The auxiliary processor 123 may control at least
some of functions or states related to at least one com-
ponent (e.g., the display module 160, the sensor module
176, or the communication module 190) among the com-
ponents of the electronic device 101, instead of the main
processor 121 while the main processor 121 is in an in-
active (e.g., sleep) state, or together with the main proc-
essor 121 while the main processor 121 is in an active
state (e.g., executing an application). According to an
embodiment, the auxiliary processor 123 (e.g., an image
signal processor or a communication processor) may be
implemented as part of another component (e.g., the
camera module 180 or the communication module 190)
functionally related to the auxiliary processor 123. Ac-
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cording to an embodiment, the auxiliary processor 123
(e.g., the neural processing unit) may include a hardware
structure specified for artificial intelligence model
processing. The artificial intelligence model may be gen-
erated via machine learning. Such learning may be per-
formed, e.g., by the electronic device 101 where the ar-
tificial intelligence is performed or via a separate server
(e.g., the server 108). Learning algorithms may include,
but are not limited to, e.g., supervised learning, unsuper-
vised learning, semi-supervised learning, or reinforce-
ment learning. The artificial intelligence model may in-
clude a plurality of artificial neural network layers. The
artificial neural network may be a deep neural network
(DNN), a convolutional neural network (CNN), a recurrent
neural network (RNN), a restricted Boltzmann machine
(RBM), a deep belief network (DBN), a bidirectional re-
current deep neural network (BRDNN), deep Q-network
or a combination of two or more thereof but is not limited
thereto. The artificial intelligence model may, additionally
or alternatively, include a software structure other than
the hardware structure.
[0022] The memory 130 may store various data used
by at least one component (e.g., the processor 120 or
the sensor module 176) of the electronic device 101. The
various data may include, for example, software (e.g.,
the program 140) and input data or output data for a com-
mand related thereto. The memory 130 may include the
volatile memory 132 or the non-volatile memory 134.
[0023] The program 140 may be stored in the memory
130 as software, and may include, for example, an op-
erating system (OS) 142, middleware 144, or an appli-
cation 146.
[0024] The input module 150 may receive a command
or data to be used by other component (e.g., the proc-
essor 120) of the electronic device 101, from the outside
(e.g., a user) of the electronic device 101. The input mod-
ule 150 may include, for example, a microphone, a
mouse, a keyboard, keys (e.g., buttons), or a digital pen
(e.g., a stylus pen).
[0025] The sound output module 155 may output
sound signals to the outside of the electronic device 101.
The sound output module 155 may include, for example,
a speaker or a receiver. The speaker may be used for
general purposes, such as playing multimedia or playing
record, and the receiver may be used for an incoming
call. According to an embodiment, the receiver may be
implemented as separate from, or as part of the speaker.
[0026] The display module 160 may visually provide
information to the outside (e.g., a user) of the electronic
device 101. The display 160 may include, for example,
a display, a hologram device, or a projector and control
circuitry to control a corresponding one of the display,
hologram device, and projector. According to an embod-
iment, the display 160 may include a touch sensor con-
figured to detect a touch, or a pressure sensor configured
to measure the intensity of a force generated by the
touch.
[0027] The audio module 170 may convert a sound

into an electrical signal and vice versa. According to an
embodiment, the audio module 170 may obtain the sound
via the input module 150, or output the sound via the
sound output module 155 or a headphone of an external
electronic device (e.g., an electronic device 102) directly
(e.g., wiredly) or wirelessly coupled with the electronic
device 101.
[0028] The sensor module 176 may detect an opera-
tional state (e.g., power or temperature) of the electronic
device 101 or an environmental state (e.g., a state of a
user) external to the electronic device 101, and then gen-
erate an electrical signal or data value corresponding to
the detected state. According to an embodiment, the sen-
sor module 176 may include, for example, a gesture sen-
sor, a gyro sensor, an atmospheric pressure sensor, a
magnetic sensor, an acceleration sensor, a grip sensor,
a proximity sensor, a color sensor, an infrared (IR) sen-
sor, a biometric sensor, a temperature sensor, a humidity
sensor, or an illuminance sensor.
[0029] The interface 177 may support one or more
specified protocols to be used for the electronic device
101 to be coupled with the external electronic device
(e.g., the electronic device 102) directly (e.g., wiredly) or
wirelessly. According to an embodiment, the interface
177 may include, for example, a high definition multime-
dia interface (HDMI), a universal serial bus (USB) inter-
face, a secure digital (SD) card interface, or an audio
interface.
[0030] A connecting terminal 178 may include a con-
nector via which the electronic device 101 may be phys-
ically connected with the external electronic device (e.g.,
the electronic device 102). According to an embodiment,
the connecting terminal 178 may include, for example, a
HDMI connector, a USB connector, a SD card connector,
or an audio connector (e.g., a headphone connector).
[0031] The haptic module 179 may convert an electri-
cal signal into a mechanical stimulus (e.g., a vibration or
motion) or electrical stimulus which may be recognized
by a user via his tactile sensation or kinesthetic sensation.
According to an embodiment, the haptic module 179 may
include, for example, a motor, a piezoelectric element,
or an electric stimulator.
[0032] The camera module 180 may capture a still im-
age or moving images. According to an embodiment, the
camera module 180 may include one or more lenses,
image sensors, image signal processors, or flashes.
[0033] The power management module 188 may man-
age power supplied to the electronic device 101. Accord-
ing to one embodiment, the power management module
188 may be implemented as at least part of, for example,
a power management integrated circuit (PMIC).
[0034] The battery 189 may supply power to at least
one component of the electronic device 101. According
to an embodiment, the battery 189 may include, for ex-
ample, a primary cell which is not rechargeable, a sec-
ondary cell which is rechargeable, or a fuel cell.
[0035] The communication module 190 may support
establishing a direct (e.g., wired) communication channel
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or a wireless communication channel between the elec-
tronic device 101 and the external electronic device (e.g.,
the electronic device 102, the electronic device 104, or
the server 108) and performing communication via the
established communication channel. The communica-
tion module 190 may include one or more communication
processors that are operable independently from the
processor 120 (e.g., the application processor (AP)) and
supports a direct (e.g., wired) communication or a wire-
less communication. According to an embodiment, the
communication module 190 may include a wireless com-
munication module 192 (e.g., a cellular communication
module, a short-range wireless communication module,
or a global navigation satellite system (GNSS) commu-
nication module) or a wired communication module 194
(e.g., a local area network (LAN) communication module
or a power line communication (PLC) module). A corre-
sponding one of these communication modules may
communicate with the external electronic device 104 via
a first network 198 (e.g., a short-range communication
network, such as BluetoothTM, wireless-fidelity (Wi-Fi)
direct, or infrared data association (IrDA)) or a second
network 199 (e.g., a long-range communication network,
such as a legacy cellular network, a 5G network, a next-
generation communication network, the Internet, or a
computer network (e.g., local area network (LAN) or wide
area network (WAN)). These various types of communi-
cation modules may be implemented as a single compo-
nent (e.g., a single chip), or may be implemented as multi
components (e.g., multi chips) separate from each other.
The wireless communication module 192 may identify or
authenticate the electronic device 101 in a communica-
tion network, such as the first network 198 or the second
network 199, using subscriber information (e.g., interna-
tional mobile subscriber identity (IMSI)) stored in the sub-
scriber identification module 196.
[0036] The wireless communication module 192 may
support a 5G network, after a 4G network, and next-gen-
eration communication technology, e.g., new radio (NR)
access technology. The NR access technology may sup-
port enhanced mobile broadband (eMBB), massive ma-
chine type communications (mMTC), or ultra-reliable and
low-latency communications (URLLC). The wireless
communication module 192 may support a high-frequen-
cy band (e.g., the mmWave band) to achieve, e.g., a high
data transmission rate. The wireless communication
module 192 may support various technologies for secur-
ing performance on a high-frequency band, such as, e.g.,
beamforming, massive multiple-input and multiple-out-
put (massive MIMO), full dimensional MIMO (FD-MIMO),
array antenna, analog beam-forming, or large scale an-
tenna. The wireless communication module 192 may
support various requirements specified in the electronic
device 101, an external electronic device (e.g., the elec-
tronic device 104), or a network system (e.g., the second
network 199). According to an embodiment, the wireless
communication module 192 may support a peak data
rate (e.g., 20Gbps or more) for implementing eMBB, loss

coverage (e.g., 164dB or less) for implementing mMTC,
or U-plane latency (e.g., 0.5ms or less for each of down-
link (DL) and uplink (UL), or a round trip of 1ms or less)
for implementing URLLC.
[0037] The antenna module 197 may transmit or re-
ceive a signal or power to or from the outside (e.g., the
external electronic device). According to an embodiment,
the antenna module 197 may include one antenna in-
cluding a radiator formed of a conductor or conductive
pattern formed on a substrate (e.g., a printed circuit board
(PCB)). According to an embodiment, the antenna mod-
ule 197 may include a plurality of antennas (e.g., an an-
tenna array). In this case, at least one antenna appropri-
ate for a communication scheme used in a communica-
tion network, such as the first network 198 or the second
network 199, may be selected from the plurality of an-
tennas by, e.g., the communication module 190. The sig-
nal or the power may then be transmitted or received
between the communication module 190 and the external
electronic device via the selected at least one antenna.
According to an embodiment, other parts (e.g., radio fre-
quency integrated circuit (RFIC)) than the radiator may
be further formed as part of the antenna module 197.
[0038] According to various embodiments, the anten-
na module 197 may form a mmWave antenna module.
According to an embodiment, the mmWave antenna
module may include a printed circuit board, a RFIC dis-
posed on a first surface (e.g., the bottom surface) of the
printed circuit board, or adjacent to the first surface and
capable of supporting a designated high-frequency band
(e.g., the mmWave band), and a plurality of antennas
(e.g., array antennas) disposed on a second surface
(e.g., the top or a side surface) of the printed circuit board,
or adjacent to the second surface and capable of trans-
mitting or receiving signals of the designated high-fre-
quency band.
[0039] At least some of the above-described compo-
nents may be coupled mutually and communicate signals
(e.g., commands or data) therebetween via an inter-pe-
ripheral communication scheme (e.g., a bus, general pur-
pose input and output (GPIO), serial peripheral interface
(SPI), or mobile industry processor interface (MIPI)).
[0040] According to an embodiment, commands or da-
ta may be transmitted or received between the electronic
device 101 and the external electronic device 104 via the
server 108 coupled with the second network 199. The
external electronic devices 102 or 104 each may be a
device of the same or a different type from the electronic
device 101. According to an embodiment, all or some of
operations to be executed at the electronic device 101
may be executed at one or more of the external electronic
devices 102, 104, or 108. For example, if the electronic
device 101 should perform a function or a service auto-
matically, or in response to a request from a user or an-
other device, the electronic device 101, instead of, or in
addition to, executing the function or the service, may
request the one or more external electronic devices to
perform at least part of the function or the service. The
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one or more external electronic devices receiving the re-
quest may perform the at least part of the function or the
service requested, or an additional function or an addi-
tional service related to the request, and transfer an out-
come of the performing to the electronic device 101. The
electronic device 101 may provide the outcome, with or
without further processing of the outcome, as at least
part of a reply to the request. To that end, a cloud com-
puting, distributed computing, mobile edge computing
(MEC), or client-server computing technology may be
used, for example. The electronic device 101 may pro-
vide ultra low-latency services using, e.g., distributed
computing or mobile edge computing. In another embod-
iment, the external electronic device 104 may include an
Internet-of-things (IoT) device. The server 108 may be
an intelligent server using machine learning and/or a neu-
ral network. According to an embodiment, the external
electronic device 104 or the server 108 may be included
in the second network 199. The electronic device 101
may be applied to intelligent services (e.g., smart home,
smart city, smart car, or health-care) based on 5G com-
munication technology or IoT-related technology.
[0041] FIG. 2 is a flowchart illustrating a method of op-
erating an electronic device (e.g., the electronic device
101 of FIG. 1) according to various embodiments of the
disclosure.
[0042] FIG. 3 is a block diagram of a processor (e.g.,
the processor 120 in FIG. 1) for setting an activation bit
depth in units of a neural network model according to
various embodiments of the disclosure.
[0043] FIG. 4 is a block diagram of a processor 120 for
setting an activation bit depth in unites of a layer in a
neural network model according to various embodiments
of the disclosure.
[0044] FIG. 5 illustrates a table defining activation bit
depths corresponding to available bandwidth sections of
a memory (e.g., the memory 130 of FIG. 1) according to
various embodiments of the disclosure.
[0045] In operation 201, according to various embod-
iments, the electronic device 101 (e.g., the processor 120
of FIG. 1) may obtain a request to execute a specific
function operating based on a specific neural network
model. According to an embodiment, a specific function
executed in the electronic device 101 may operate based
on a specific neural network model. For example, refer-
ring to FIG. 3, a first function (e.g., a classification function
in a preview image acquired through a front single cam-
era) by a camera application may operate based on a
first neural network model 311 (e.g., a classification mod-
el (Mobilenet v2, Inception v4)), a second function (e.g.,
a burst shot function of a rear camera) by the camera
application may operate based on a second neural net-
work model 312 (e.g., a burst shot segmentation model),
a third function (e.g., a wide lens function in a live focus
mode) by the camera application may operate based on
a third neural network model 313, and a fourth function
(e.g., a dual camera function) by the camera application
may operate based on a fourth neural network model

314. According to an embodiment, the request for exe-
cuting a specific function may include a request for a
multiply and accumulate (MAC) operation for a specific
neural network model and/or a request for a MAC oper-
ation for each layer of a specific neural network model.
[0046] According to an embodiment, the electronic de-
vice 101 may receive a neural network model (e.g., a
model trained with floating point (FP) 32)) that has been
trained from an external electronic device (e.g., the serv-
er 108 of FIG. 1) through a communication module (e.g.,
the communication module 190 of FIG. 1)). According to
an embodiment, when receiving a neural network model
from the external electronic device 108, the electronic
device 101 may receive information about the minimum
activation bit depth and the maximum activation bit depth
applicable to the neural network model together. Accord-
ing to an embodiment, when receiving the neural network
model from the external electronic device 108, the elec-
tronic device 101 may receive information on the mini-
mum activation bit depth and the maximum activation bit
depth applicable to each layer of the neural network mod-
el together.
[0047] In operation 203, according to various embod-
iments, the electronic device 101 (e.g., the processor 120
of FIG. 1) may identify an available bandwidth of the
memory 130 through a resource management unit in-
cluded in the processor 120. The available bandwidth of
the memory 130 means an available bandwidth of the
memory 130, excluding the currently used bandwidth
from the maximum bandwidth of the memory 130. Ac-
cording to an embodiment, the processor 120 may in-
clude a resource management unit for performing re-
source management, and the resource management unit
may define a register for monitoring the bandwidth of the
memory 130. For example, referring to FIG. 3, the elec-
tronic device 101 may receive information about the
available bandwidth of the memory 130 from a memory
controller 330 through a resource management unit 320
(e.g., a memory system resource partitioning and moni-
toring (MPAM) unit) included in the processor 120, and
provide the information on the available bandwidth to a
neural processing unit (NPU) 310, thereby identifying the
available bandwidth of the memory 130. According to an
embodiment, the resource management unit 320 may
adjust the memory footprint of the memory 130 to be
allocated to the processor 120 and the priority of a proc-
ess to be processed by the processor 120.
[0048] According to various embodiments, the elec-
tronic device 101 (e.g., the processor 120 of FIG. 1) may
identify the available bandwidth of the memory 130
through the resource management unit 320 based on a
predetermined period. For example, referring to FIG. 3,
the electronic device 101 may receive information about
the available bandwidth of the memory 130 from the
memory controller 330 through the resource manage-
ment unit 320 at the predetermined period, and provide
the information on the available bandwidth to the neural
processing unit 310.
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[0049] According to various embodiments, the elec-
tronic device 101 (e.g., the processor 120 of FIG. 1) may
identify the available bandwidth of the memory 130
through the resource management unit 320 based on
obtaining a request for execution of a specific function.
For example, referring to FIG. 3, when obtaining a re-
quest for execution of a first function operating based on
the first neural network model 311, the electronic device
101 may provide a request to identify the available band-
width of the memory 130 to the resource management
unit 320 through the neural processing unit 310, receive
information on the available bandwidth of the memory
130 from the memory controller 330 through the resource
management unit 320, and provide the information on
the available bandwidth to the neural processing unit 310.
[0050] According to various embodiments, the elec-
tronic device 101 (e.g., the processor 120 of FIG. 1) may
identify the available bandwidth of the memory 130
through the resource management unit 320 based on
obtaining a processing request for a specific layer of a
specific neural network model. For example, referring to
FIG. 4, the electronic device 101 may identify a first avail-
able bandwidth of the memory 130 through the resource
management unit 320 based on obtaining a processing
request for a first layer 411 of the first neural network
model 311. As another example, referring to FIG. 4, after
completing the processing of the first layer 411 of the first
neural network model 311, the electronic device 101 may
identify a second available bandwidth of the memory 130
through the resource management unit 320 based on
obtaining a processing request for a second layer 412.
As further another example, referring to FIG. 4, after com-
pleting the processing of the second layer 412 of the first
neural network model 311, the electronic device 101 may
identify a third available bandwidth of the memory 130
through the resource management unit 320 based on
obtaining a processing request for a third layer 413. As
yet another example, referring to FIG. 4, after completing
the processing of the third layer 413 of the first neural
network model 311, the electronic device 101 may iden-
tify a fourth available bandwidth of the memory 130
through the resource management unit 320 based on
obtaining a processing request for a fourth layer 414. In
this way, whenever obtaining a processing request for a
layer of a specific neural network model, the electronic
device 101 may identify the available bandwidth of the
memory 130 at that time through the resource manage-
ment unit 320.
[0051] In operation 205, according to various embod-
iments, the electronic device 101 (e.g., the processor 120
of FIG. 1) may quantize a specific neural network model
based on the available bandwidth of the memory 130
through the neural processing unit 310.
[0052] According to various embodiments, the elec-
tronic device 101 (e.g., the processor 120 of FIG. 1) may
select an activation bit depth corresponding to the avail-
able bandwidth of the memory 130. According to an em-
bodiment, the electronic device 101 may select an acti-

vation bit depth corresponding to the available bandwidth
of the memory 130 from a predefined table. According
to an embodiment, the electronic device 101 may identify
a section including the available bandwidth of the mem-
ory 130 from the predefined table, and select an activa-
tion bit depth corresponding to the identified section. For
example, referring to FIG. 5, if an available bandwidth X
of the memory 130 out of the maximum bandwidth (e.g.,
44 GB/s) of the memory 130 exceeds a first threshold
THD1 (e.g., 33 GB/s), the electronic device 101 may iden-
tify a first section including the available bandwidth of the
memory 130 from a predefined table 500, and select a
first bit depth (e.g., 16 bits) corresponding to the identified
first section as an activation bit depth. As another exam-
ple, referring to FIG. 5, if an available bandwidth X of the
memory 130 is less than or equal to the first threshold
THD1 (e.g., 33 GB/s) and exceeds a second threshold
THD2 (e.g., 22 GB/s), the electronic device 101 may iden-
tify a second section including the available bandwidth
of the memory 130 from the predefined table 500, and
select a second bit depth (e.g., 8 bits) corresponding to
the identified second section as an activation bit depth.
As further another example, referring to FIG. 5, if the
available bandwidth X of the memory 130 is less than or
equal to the second threshold THD2 (e.g., 22 GB/s) and
exceeds a third threshold THD3 (e.g., 11 GB/s), the elec-
tronic device 101 may identify a third section including
the available bandwidth of the memory 130 from the pre-
defined table 500, and select a third bit depth (e.g., 6 bits)
corresponding to the identified third section as an acti-
vation bit depth. As yet another example, referring to FIG.
5, if the available bandwidth X of the memory 130 is less
than or equal to the third threshold THD3 (e.g., 11 GB/s),
the electronic device 101 may identify a fourth section
including the available bandwidth of the memory 130
from the predefined table 500, and select a fourth bit
depth (e.g., 4 bits) corresponding to the identified fourth
section as an activation bit depth. Ranges of the sections
defined in the above table 500 and the number of bits of
the activation bit depth are only an example, and may be
variously set by the manufacturer of the electronic device
101, and according to one embodiment, the electronic
device 101 may store the predefined table 500 in the
memory 130.
[0053] According to various embodiments, the elec-
tronic device 101 (e.g., the processor 120 of FIG. 1) may
quantize a specific neural network model by performing
dynamic quantization on a specific activation bit depth of
the specific neural network model based on the activation
bit depth selected from the predefined table 500, while
maintaining a specific weight bit depth of the specific neu-
ral network model through the neural processing unit 310.
For example, referring to FIG. 3, the electronic device
101 may perform dynamic quantization to set a first ac-
tivation bit depth of the first neural network model 311 to
an activation bit depth (e.g., a 16-bit depth) selected from
the predefined table 500, while maintaining a first weight
bit depth (e.g., an 8-bit depth) of the first neural network
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model 311 through the neural processing unit 310. In this
way, the electronic device 101 may perform dynamic
quantization to set each activation bit depth of the second
neural network model 312 to the fourth neural network
model 314 to an activation bit depth corresponding to the
available bandwidth of the memory 130, identified at the
time of processing each neural network model. According
to an embodiment, if the activation bit depth selected
from the predefined table 500 is a bit depth between the
minimum activation bit depth and the maximum activation
bit depth applicable to a specific neural network model,
the electronic device 101 may perform dynamic quanti-
zation to set a specific activation bit depth of the specific
neural network model to an activation bit depth selected
from the predefined table 500, while maintaining a spe-
cific weight bit depth of the specific neural network model
through the neural processing unit 310. According to an
embodiment, if the activation bit depth selected from the
predefined table 500 is a bit depth smaller than the min-
imum activation bit depth applicable to a specific neural
network model, the electronic device 101 may perform
dynamic quantization to set a specific activation bit depth
of the specific neural network model to the minimum ac-
tivation bit depth applicable to a specific neural network
model, while maintaining a specific weight bit depth of
the specific neural network model through the neural
processing unit 310. According to an embodiment, if the
activation bit depth selected from the predefined table
500 is a bit depth larger than the maximum activation bit
depth applicable to a specific neural network model, the
electronic device 101 may perform dynamic quantization
to set a specific activation bit depth of the specific neural
network model to the maximum activation bit depth ap-
plicable to the specific neural network model, while main-
taining a specific weight bit depth of the specific neural
network model through the neural processing unit 310.
[0054] According to various embodiments, the elec-
tronic device 101 (e.g., the processor 120 of FIG. 1) may
quantize a specific neural network model by performing
dynamic quantization on a specific activation bit depth of
a specific layer of the specific neural network model
based on the activation bit depth selected from the pre-
defined table 500, while maintaining a specific weight bit
depth of the specific layer of the specific neural network
model through the neural processing unit 310. For ex-
ample, referring to FIG. 4, the electronic device 101 may
perform dynamic quantization to set the first activation
bit depth of the first layer 411 to the activation bit depth
(e.g., a 4-bit depth) selected from the predefined table
500, while maintaining the first weight bit depth (e.g., an
8-bit depth) of the first layer 411 of the first neural network
model 311 through the neural processing unit 310. In this
way, the electronic device 101 may perform dynamic
quantization to set each activation bit depth of the second
layer 412 to the fourth layer 414 of the first neural network
model 311 to an activation bit depth corresponding to the
available bandwidth of the memory 130, identified at the
time of processing each layer. According to an embodi-

ment, if the activation bit depth selected from the prede-
fined table 500 is a bit depth between the minimum ac-
tivation bit depth and the maximum activation bit depth
applicable to a specific layer of the specific neural net-
work model, the electronic device 101 may perform dy-
namic quantization to set a specific activation bit depth
of the specific layer of the specific neural network model
to the activation bit depth selected from the predefined
table 500, while maintaining a specific weight bit depth
of the specific layer of the specific neural network model
through the neural processing unit 310. According to an
embodiment, if the activation bit depth selected from the
predefined table 500 is a bit depth smaller than the min-
imum activation bit depth applicable to a specific layer of
the specific neural network model, the electronic device
101 may perform dynamic quantization to set a specific
activation bit depth of the specific layer of the specific
neural network model to the minimum activation bit
depth, while maintaining a specific weight bit depth of the
specific layer of the specific neural network model
through the neural processing unit 310. According to an
embodiment, if the activation bit depth selected from the
predefined table 500 is a bit depth greater than the max-
imum activation bit depth applicable to a specific layer of
the specific neural network model, the electronic device
101 may perform dynamic quantization to set a specific
activation bit depth of the specific layer of the specific
neural network model to the maximum activation bit
depth, while maintaining a specific weight bit depth of the
specific layer of the specific neural network model
through the neural processing unit 310. In operation 207,
according to various embodiments, the electronic device
101 (e.g., the processor 120 of FIG. 1) may process the
quantized specific neural network model to execute a
specific function through the neural processing unit 310.
[0055] According to various embodiments, the elec-
tronic device 101 (e.g., the processor 120 of FIG. 1) may
process the quantized specific neural network model us-
ing the quantized activation bit depth through the neural
processing unit 310. According to an embodiment, the
electronic device 101 may perform a MAC operation on
a specific neural network model using a specific activa-
tion bit depth. For example, referring to FIG. 3, in order
to execute the first function (e.g., a classification function
in a preview image obtained through the front single cam-
era) by the camera application, the electronic device 101
may quantize the first neural network model 311 to the
first activation bit depth (e.g., a 16-bit depth), and then
process it by a MAC operation in the first neural network
model 311 using the first weight bit depth (e.g., an 8-bit
depth) and the first activation bit depth (e.g., a 16-bit
depth). According to an embodiment, the electronic de-
vice 101 may store a result of performing the MAC op-
eration on a specific neural network model in the memory
130 through the neural processing unit 310. For example,
referring to FIG. 3, the electronic device 101 may transfer,
through the neural processing unit 310, the result of per-
forming the MAC operation on the first neural network
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model 311 to a bus interconnector 340 and the memory
controller 330, and store the result of performing the MAC
operation in the memory 130.
[0056] According to various embodiments, the elec-
tronic device 101 (e.g., the processor 120 of FIG. 1) may
process a specific layer of the quantized specific neural
network model using the quantized activation bit depth
through the neural processing unit 310. According to an
embodiment, the electronic device 101 may perform a
MAC operation on the specific layer of the specific neural
network model using a specific activation bit depth. For
example, referring to FIG. 4, in order to execute the first
function, the electronic device 101 may quantize the first
layer 411 of the first neural network model 311 to the first
activation bit depth (e.g., a 4-bit depth), and then process
it by a MAC operation in the first layer 411 using the first
weight bit depth (e.g., an 8-bit depth) and the first acti-
vation bit depth (e.g., a 4-bit depth). According to an em-
bodiment, the electronic device 101 may store, in the
memory 130, a result of performing a MAC operation on
a specific layer of a specific neural network model through
the neural processing unit 310. For example, referring to
FIG. 4, the electronic device 101 may transfer, through
the neural processing unit 310, the result of performing
a MAC operation on the first layer 411 of the first neural
network model 311 to the bus interconnector 340 and
the memory controller 330, and store the result of per-
forming the MAC operation in the memory 130.
[0057] The electronic device according to various em-
bodiments may be one of various types of electronic de-
vices. The electronic devices may include, for example,
a portable communication device (e.g., a smartphone),
a computer device, a portable multimedia device, a port-
able medical device, a camera, a wearable device, or a
home appliance. According to an embodiment of the dis-
closure, the electronic devices are not limited to those
described above.
[0058] It should be appreciated that various embodi-
ments of the disclosure and the terms used therein are
not intended to limit the technological features set forth
herein to particular embodiments and include various
changes, equivalents, or replacements for a correspond-
ing embodiment. With regard to the description of the
drawings, similar reference numerals may be used to re-
fer to similar or related elements. It is to be understood
that a singular form of a noun corresponding to an item
may include one or more of the things, unless the relevant
context clearly indicates otherwise. As used herein, each
of such phrases as "A or B", "at least one of A and B",
"at least one of A or B", "A, B, or C", "at least one of A,
B, and C", and "at least one of A, B, or C" may include
any one of, or all possible combinations of the items enu-
merated together in a corresponding one of the phrases.
As used herein, such terms as "1st" and "2nd" or "first"
and "second" may be used to simply distinguish a corre-
sponding component from another, and does not limit
the components in other aspect (e.g., importance or or-
der). It is to be understood that if an element (e.g., a first

element) is referred to, with or without the term "opera-
tively" or "communicatively", as "coupled with", "coupled
to", "connected with", or "connected to" another element
(e.g., a second element), it means that the element may
be coupled with the other element directly (e.g., wiredly),
wirelessly, or via a third element.
[0059] As used in connection with various embodi-
ments of the disclosure, the term "module" may include
a unit implemented in hardware, software, or firmware,
and may interchangeably be used with other terms, for
example, logic, logic block, part, or circuitry. A module
may be a single integral component, or a minimum unit
or part thereof, adapted to perform one or more functions.
For example, according to an embodiment, the module
may be implemented in a form of an application-specific
integrated circuit (ASIC).
[0060] Various embodiments as set forth herein may
be implemented as software (e.g., the program 140) in-
cluding one or more instructions that are stored in a stor-
age medium (e.g., the internal memory 136 or the exter-
nal memory 138) that is readable by a machine (e.g., the
electronic device 101). For example, a processor (e.g.,
the processor 120) of the machine (e.g., the electronic
device 101) may invoke at least one of the one or more
instructions stored in the storage medium, and execute
it, with or without using one or more other components
under the control of the processor. This allows the ma-
chine to be operated to perform at least one function ac-
cording to the at least one instruction invoked. The one
or more instructions may include a code generated by a
complier or a code executable by an interpreter. The ma-
chine-readable storage medium may be provided in the
form of a non-transitory storage medium. Wherein, the
term ’non-transitory’ simply means that the storage me-
dium is a tangible device, and does not include a signal
(e.g., an electromagnetic wave), but this term does not
differentiate between where data is semi-permanently
stored in the storage medium and where the data is tem-
porarily stored in the storage medium.
[0061] According to an embodiment, a method accord-
ing to various embodiments of the disclosure may be
included and provided in a computer program product.
The computer program product may be traded as a prod-
uct between a seller and a buyer. The computer program
product may be distributed in the form of a machine-read-
able storage medium (e.g., compact disc read only mem-
ory (CD-ROM)), or be distributed (e.g., downloaded or
uploaded) online via an application store (e.g., Play-
StoreTM), or between two user devices (e.g., smart
phones) directly. If distributed online, at least part of the
computer program product may be temporarily generat-
ed or at least temporarily stored in the machine-readable
storage medium, such as memory of the manufacturer’s
server, a server of the application store, or a relay server.
[0062] According to various embodiments, each com-
ponent (e.g., a module or a program) of the above-de-
scribed components may include a single entity or mul-
tiple entities, and some of the multiple entities may be
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separately disposed in different components. According
to various embodiments, one or more of the above-de-
scribed components may be omitted, or one or more oth-
er components may be added. Alternatively or addition-
ally, a plurality of components (e.g., modules or pro-
grams) may be integrated into a single component. In
such a case, according to various embodiments, the in-
tegrated component may still perform one or more func-
tions of each of the plurality of components in the same
or similar manner as they are performed by a correspond-
ing one of the plurality of components before the integra-
tion. According to various embodiments, operations per-
formed by the module, the program, or another compo-
nent may be carried out sequentially, in parallel, repeat-
edly, or heuristically, or one or more of the operations
may be executed in a different order or omitted, or one
or more other operations may be added.
[0063] According to various embodiments, an elec-
tronic device (e.g., the electronic device 101 of FIG. 1)
may include a memory (e.g., the memory 130 of FIG. 1),
and a processor (e.g., the processor 120 of FIG. 1) in-
cluding a resource management unit (e.g., the resource
management unit 320 of FIG. 3) and a neural processing
unit (e.g., the neural processing unit 310 of FIG. 3). The
processor may be configured to obtain an execution re-
quest for a specific function operating based on a specific
neural network model, identify an available bandwidth of
the memory through the resource management unit, and
quantize the specific neural network model based on the
available bandwidth of the memory through the neural
processing unit.
[0064] According to various embodiments, the proces-
sor may be configured to identify the available bandwidth
of the memory based on a predetermined period.
[0065] According to various embodiments, the proces-
sor may be configured to identify the available bandwidth
of the memory based on obtaining the execution request
for the specific function.
[0066] According to various embodiments, the proces-
sor may be configured to identify the available bandwidth
of the memory, based on obtaining a processing request
for a specific layer of the specific neural network model.
[0067] According to various embodiments, the proces-
sor may be configured to select an activation bit depth
corresponding to the available bandwidth of the memory.
[0068] According to various embodiments, the proces-
sor may be configured to identify a section including the
available bandwidth of the memory from a predefined
table (e.g., the predefined table 500 of FIG. 5), and select
a bit depth corresponding to the identified section as the
activation bit depth.
[0069] According to various embodiments, the proces-
sor may be configured to identify a first section including
the available bandwidth of the memory from the prede-
fined table based on the available bandwidth of the mem-
ory exceeding a first threshold, and select a first bit depth
corresponding to the first section as the activation bit
depth. The first bit depth may be a 16-bit depth.

[0070] According to various embodiments, the proces-
sor may be configured to identify a second section in-
cluding the available bandwidth of the memory from the
predefined table based on the available bandwidth of the
memory being less than or equal to the first threshold
and exceeding a second threshold, and select a second
bit depth corresponding to the second section as the ac-
tivation bit depth. The second bit depth may be an 8-bit
depth.
[0071] According to various embodiments, the proces-
sor may be configured to identify a third section including
the available bandwidth of the memory from the prede-
fined table based on the available bandwidth of the mem-
ory being less than or equal to the second threshold and
exceeding a third threshold, and select a third bit depth
corresponding to the third section as the activation bit
depth. The third bit depth may be a 6-bit depth.
[0072] According to various embodiments, the proces-
sor may be configured to quantize the specific neural
network model by performing dynamic quantization on a
specific activation bit depth of the specific neural network
model based on the activation bit depth while maintaining
a specific weight bit depth of the specific neural network
model through the neural processing unit, and perform
a MAC operation on the quantized specific neural net-
work model using the specific activation bit depth.
[0073] According to various embodiments, the proces-
sor may be configured to quantize the specific neural
network model by performing dynamic quantization on a
specific activation bit depth of the specific layer of the
specific neural network model based on the activation bit
depth while maintaining a specific weight bit depth of a
specific layer of the specific neural network model
through the neural processing unit, and perform a MAC
operation on the specific layer of the quantized specific
neural network model using the specific activation bit
depth.
[0074] According to various embodiments, a method
of operating an electronic device may include obtaining
an execution request for a specific function operating
based on a specific neural network model, identifying an
available bandwidth of a memory of the electronic device
through a resource management unit included in a proc-
essor of the electronic device, and quantizing the specific
neural network model based on the available bandwidth
of the memory through a neural processing unit included
in the processor.
[0075] According to various embodiments, identifying
the available bandwidth of the memory may include iden-
tifying the available bandwidth of the memory based on
a predetermined period.
[0076] According to various embodiments, identifying
the available bandwidth of the memory may include iden-
tifying the available bandwidth of the memory based on
obtaining the execution request for the specific function.
[0077] According to various embodiments, identifying
the available bandwidth of the memory may include iden-
tifying the available bandwidth of the memory based on
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obtaining a processing request for a specific layer of the
specific neural network model.
[0078] According to various embodiments, quantizing
the specific neural network model may include selecting
an activation bit depth corresponding to the available
bandwidth of the memory.
[0079] According to various embodiments, selecting
the activation bit depth my include identifying a section
including the available bandwidth of the memory from a
predefined table, and selecting a bit depth corresponding
to the identified section as the activation bit depth.
[0080] According to various embodiments, selecting
the activation bit depth may include identifying a first sec-
tion including the available bandwidth of the memory from
the predefined table based on the available bandwidth
of the memory exceeding a first threshold, and selecting
a first bit depth corresponding to the first section as the
activation bit depth. The first bit depth may be a 16-bit
depth.
[0081] According to various embodiments, selecting
the activation bit depth may include identifying a second
section including the available bandwidth of the memory
from the predefined table based on the available band-
width of the memory being less than or equal to the first
threshold and exceeding a second threshold, and select-
ing a second bit depth corresponding to the second sec-
tion as the activation bit depth. The second bit depth may
be an 8-bit depth.
[0082] While the disclosure has been shown and de-
scribed with reference to various embodiments thereof,
it will be understood by those skilled in the art that various
changes in form and details may be made therein without
departing from the spirit and scope of the disclosure as
defined by the appended claims and their equivalents.

Claims

1. An electronic device, comprising:

a memory; and
a processor including a resource management
unit and a neural processing unit,
wherein the processor is configured to:

obtain an execution request for a specific
function operating based on a specific neu-
ral network model,
identify an available bandwidth of the mem-
ory through the resource management unit,
and
quantize the specific neural network model
based on the available bandwidth of the
memory through the neural processing unit.

2. The electronic device of claim 1, wherein the proc-
essor is further configured to identify the available
bandwidth of the memory based on a predetermined

period.

3. The electronic device of claim 1, wherein the proc-
essor is further configured to identify the available
bandwidth of the memory based on obtaining the
execution request for the specific function.

4. The electronic device of claim 1, wherein the proc-
essor is further configured to identify the available
bandwidth of the memory based on obtaining a
processing request for a specific layer of the specific
neural network model.

5. The electronic device of claim 1, wherein the proc-
essor is further configured to select an activation bit
depth corresponding to the available bandwidth of
the memory.

6. The electronic device of claim 5, wherein the proc-
essor is further configured to:

identify a section including the available band-
width of the memory from a predefined table,
and
select a bit depth corresponding to the identified
section as the activation bit depth.

7. The electronic device of claim 6, wherein the proc-
essor is further configured to:

identify a first section including the available
bandwidth of the memory from the predefined
table based on the available bandwidth of the
memory exceeding a first threshold, and
select a first bit depth corresponding to the first
section as the activation bit depth,
wherein the first bit depth is a 16-bit depth.

8. The electronic device of claim 7, wherein the proc-
essor is further configured to:

identify a second section including the available
bandwidth of the memory from the predefined
table based on the available bandwidth of the
memory being less than or equal to the first
threshold and exceeding a second threshold,
and
select a second bit depth corresponding to the
second section as the activation bit depth, and
wherein the second bit depth is an 8-bit depth.

9. The electronic device of claim 8, wherein the proc-
essor is further configured to:

identify a third section including the available
bandwidth of the memory from the predefined
table based on the available bandwidth of the
memory being less than or equal to the second
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threshold and exceeding a third threshold, and
select a third bit depth corresponding to the third
section as the activation bit depth, and
wherein the third bit depth is a 6-bit depth.

10. The electronic device of claim 5, wherein the proc-
essor is further configured to:

quantize the specific neural network model by
performing dynamic quantization on a specific
activation bit depth of the specific neural network
model based on the activation bit depth while
maintaining a specific weight bit depth of the
specific neural network model through the neu-
ral processing unit, and
perform a multiply and accumulate (MAC) oper-
ation on the quantized specific neural network
model using the specific activation bit depth.

11. The electronic device of claim 5, wherein the proc-
essor is further configured to,

quantize the specific neural network model by
performing dynamic quantization on a specific
activation bit depth of a specific layer of the spe-
cific neural network model based on the activa-
tion bit depth while maintaining a specific weight
bit depth of the specific layer of the specific neu-
ral network model through the neural processing
unit, and
perform a multiply and accumulate (MAC) oper-
ation on the specific layer of the quantized spe-
cific neural network model using the specific ac-
tivation bit depth.

12. A method of operating an electronic device, the
method comprising:

obtaining an execution request for a specific
function operating based on a specific neural
network model;
identifying an available bandwidth of a memory
of the electronic device through a resource man-
agement unit included in a processor of the elec-
tronic device; and
quantizing the specific neural network model
based on the available bandwidth of the memory
through a neural processing unit included in the
processor.

13. The method of claim 12, wherein identifying the avail-
able bandwidth of the memory includes identifying
the available bandwidth of the memory based on a
predetermined period.

14. The method of claim 12, wherein quantizing the spe-
cific neural network model includes selecting an ac-
tivation bit depth corresponding to the available

bandwidth of the memory.

15. The method of claim 14, wherein the selecting of the
activation bit depth includes:

identifying a section including the available
bandwidth of the memory from a predefined ta-
ble; and
selecting a bit depth corresponding to the iden-
tified section as the activation bit depth.
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