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Description

BACKGROUND

Field of the Invention

[0001] The present invention relates to in-memory
processing and, more particularly, to embodiments of a
memory architecture for in-memory processing.

Description of Related Art

[0002] Various processing applications (e.g., image
processing applications, voice processing applications,
or other machine learning (ML) or artificial intelligence
(AI) processing) employ cognitive computing and, par-
ticularly, neural networks (NNs) (e.g., for recognition and
classification). Those skilled in the art will recognize that
a NN is a deep learning algorithm where approximately
90% of the computations performed in the algorithm are
multiply and accumulate (MAC) operations. For example,
in a NN for image processing, the various MAC opera-
tions are used to compute the products of inputs (also
referred to as activations), which are identified intensity
values of the pixels in a receptive field, and weights in a
filter matrix (also referred to as a kernel) of the same size
as the receptive field, and to further compute the sum of
the products. These computations are referred to as dot
product computations. Historically, software solutions
were employed to compute NNs. Recently, processors
with hardware-implemented NN’s and, particularly, with
memory-implemented NN’s have been developed to in-
crease processing speed. However, such memory im-
plemented NNs typically require large memory cell arrays
(i.e., arrays with a large number of rows and columns of
memory cells) to implement and, as the complexity of
such NNs increases, so does the size of the arrays. Un-
fortunately, such an increase in array size can result in
an increase in local voltage ("IR") drops, thereby leading
to processing errors.

SUMMARY

[0003] Generally, embodiments of the structure dis-
closed herein can include an array of memory banks ar-
ranged in rows and columns. The memory banks can be
arranged in rows and columns. Each memory bank can
include input nodes. Each memory bank can further in-
clude a bitline. Each memory bank can further include
memory elements connected to the input node, respec-
tively, and each memory element can include a program-
mable resistor connected between a corresponding input
node and the bitline. Each memory bank can further in-
clude a feedback buffer circuit connected to the bitline.
Additionally, each row of the memory banks can include
an initial memory bank (i.e., the first bank in the row) and
each initial memory bank can include amplifiers connect-
ed between the input nodes and the memory elements

and track-and-hold devices (THs) connected to the input
nodes.
[0004] Some embodiments of the structure disclosed
herein can specifically include array of memory banks
with single resistor memory elements. That is, the struc-
ture can include an array of memory banks arranged in
rows and columns. Each memory bank can include mul-
tiple input nodes, a single output node, and a single bit-
line. Each memory bank can further include multiple
memory elements connected to the input nodes, respec-
tively. Specifically, each memory element can include a
single programmable resistor, which is connected be-
tween a corresponding input node and the bitline. Each
memory bank can further include a feedback buffer circuit
connected to a bias node at one end of the bitline and
also to the output node. Additionally, each row of the
memory banks can include an initial memory bank (i.e.,
the first bank in the row) and at least one additional mem-
ory bank downstream of the initial memory bank. Each
initial memory bank can include amplifiers connected be-
tween the input nodes and the memory elements and
THs connected to the input nodes.
[0005] Other embodiment of the structure disclosed
herein can include an array of memory banks with dual
resistor memory elements. That is, the structure can in-
clude an array of memory banks arranged in rows and
columns. Each memory bank can include multiple input
nodes, two output nodes (i.e., a first output node and a
second output node) and two bitlines (i.e., a first bitline
and a second bitline). Each memory bank can further
include multiple dual resistor memory elements connect-
ed to the input nodes, respectively. Each dual resistor
memory element can include two programmable resis-
tors (i.e., a first programmable resistor and a second pro-
grammable resistor). The first programmable resistor can
be connected between a corresponding input node and
the first bitline. The second programmable resistor can
be connected between the same corresponding input
node and the second bitline. Each memory back can fur-
ther include two feedback buffer circuits (i.e., a first feed-
back buffer circuit and a second feedback buffer circuit).
The first feedback buffer circuit can be connected to a
first bias node at one end of the first bitline and to the
first output node. The second feedback buffer circuit can
be connected to a second bias node at one end of the
second bitline and to the second output node. Addition-
ally, each row of the memory banks can include an initial
memory bank (i.e., a first memory bank in the row) and
at least one additional memory bank downstream of the
additional memory bank. Each initial memory bank can
include amplifiers connected between the input nodes
and the memory elements and THs connected to the in-
put nodes.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF 
THE DRAWINGS

[0006] The present invention will be better understood
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from the following detailed description with reference to
the drawings, which are not necessarily drawn to scale
and in which:

FIGs. 1 and 2 are schematic diagrams illustrating
different embodiments of an in-memory processing
structure;
FIGs. 3A-3D are cross-section diagrams illustrating
resistance states of a resistive random access mem-
ory (RRAM)-type programmable resistor that could
be incorporated into the disclosed structure;
FIGs. 4A-4B are cross-section diagrams illustrating
some resistance states of a phase change memory
(PCM)-type programmable resistor that could be in-
corporated into the disclosed structure;
FIGs. 5A-5B are cross-section diagrams illustrating
some resistance states of a magnetic tunnel junction
(MTJ)-type programmable resistor that could be in-
corporated into the disclosed structure;
FIGs. 6A-6E are schematic diagrams illustrating cur-
rent-to-voltage converter circuits that could specifi-
cally be incorporated into the disclosed structure of
FIG. 1;
FIGs. 7A-7B are schematic diagrams illustrating
subtractor circuits that could specifically be incorpo-
rated into the disclosed structure of FIG. 2;
FIG. 8 is an example of a timing diagram for in-mem-
ory pipeline processing using the disclosed struc-
ture;
FIG. 9 is a schematic diagram illustrating additional
components that could be incorporated into the dis-
closed structure to implement a writing scheme for
programming resistors;
FIGs. 10A-19A are schematic diagrams illustrating
different additional components that could be incor-
porated into the disclosed structure o implement dif-
ferent writing schemes, respectively, for program-
ming resistors;
FIGs. 10B-19B are corresponding conductance-to-
pulse diagrams associated with FIGs. 10A-19B, re-
spectively;
FIG. 20 is a schematic diagram illustrating current
reversal switches that could be incorporated into the
disclosed structure; and
FIG. 21 is a schematic diagram illustrating additional
components that could be incorporated the dis-
closed structure to implement both a writing and an
erasing scheme.

DETAILED DESCRIPTION

[0007] As mentioned above, oftentimes, in a deep neu-
ral network designed, for example, for image processing,
for audio processing, or for some ML or AI processing,
the array of memory cells will need to be quite large.
Unfortunately, such an increase in array size can result
in an increase in local voltage ("IR") drops, thereby lead-
ing to processing errors.

[0008] In view of the foregoing, disclosed herein are
embodiments of a structure including a partitioned mem-
ory architecture, which has single resistor elements or
multi-resistor memory elements (e.g., dual resistor mem-
ory elements) and which is configured for in-memory
processing, such as for in-memory matrix vector multi-
plication processing, including in-memory pipeline
processing. Specifically, memory elements in the array
can be partitioned into memory banks arranged in col-
umns and rows. Each memory bank can include: memory
elements; input nodes connected to the memory ele-
ments, respectively; and at least one output node. Each
memory bank can further include feedback buffer cir-
cuit(s) connected to the output node(s), respectively.
Each row of memory banks can include an initial memory
bank (i.e., a first memory bank in the row and at least
one additional downstream memory bank) and at least
one additional memory bank downstream of the initial
memory bank. Each initial memory bank can include am-
plifiers connected between the input nodes and the mem-
ory elements and track-and-hold devices (THs) connect-
ed to the input nodes. The THs enable pipeline process-
ing as well as interruptions in normal operations (e.g.,
mid-stream) to preform maintenance operations (e.g.,
calibration, refreshment programming, etc.) without re-
sulting in data loss. Optionally, one or more of the addi-
tional memory banks (i.e., downstream of the initial mem-
ory bank) can include voltage buffers connected between
the input nodes and the memory elements. Each memory
bank can further include feedback buffer circuit(s) at the
output node(s). In this structure, the amplifiers, feedback
buffer circuits, and optional voltage buffers minimize local
IR drops.
[0009] FIGs. 1 and 2 are schematic diagrams illustrat-
ing disclosed embodiments of a structure 100, 200, re-
spectively, including a partitioned memory architecture
configured for in-memory processing, such as for in-
memory matrix vector multiplication processing, includ-
ing in-memory pipeline processing due to the use of track-
and-hold devices (THs) 170.
[0010] As illustrated in FIGs. 1 and 2, the structure 100,
200 can include a partitioned array of memory elements
110, 210. In the structure 100, the memory elements 110
are single resistor memory elements, whereas, in the
structure 200, the memory elements are dual resistor
memory elements. Specifically, in the structure 100 each
memory element 110 can include a single programmable
resistor 111 (also referred to herein as a variable resis-
tor). In the structure 200, each memory element 210 can
include two programmable resistors and, particularly, a
first programmable resistor 211 and a second program-
mable resistor 212. The first and second programmable
resistors 211-212 can be essentially the same (i.e., can
have the same design, be the same type, be made of the
same materials, etc.). In any case, in the memory element
110 of the structure 100 or the memory element 210 of
the structure 200, each programmable resistor can be
any type of resistor having controllable resistance and
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suitable for use as a non-volatile resistive memory ele-
ment (i.e., a resistive memory element that retains its
programmed resistance state even if/when the device
loses power).
[0011] For example, each programmable resistor 111,
211-212 can be a resistive random access memory
(RRAM)-type programmable resistor. Alternatively, each
programmable resistor 111, 211-212 can be a phase
change memory (PCM)-type programmable resistor,
magnetic tunnel junction (MTJ)-type programmable re-
sistor, or any other suitable type of programmable resis-
tor configured so that, by applying specific bias conditions
to one or both opposing end terminals of the resistor, the
resistance of the programmable resistor can be changed
between at least two different stable resistance states.
For example, the resistance states of such a program-
mable resistor can be programmed to a maximum resist-
ance state, to a minimum resistance state, and optionally
to one or more resistance states along a continuum be-
tween the minimum and maximum resistance states. In
some cases, the programmable resistors could have a
significantly large number of different stable resistance
states (e.g., 16 or more).
[0012] FIGs. 3A-3D illustrate an RRAM-type program-
mable resistor that could be employed in a memory ele-
ment 110, 210 as the programmable resistor(s) 111,
211-212. An RRAM is typically a back end of the line
(BEOL) multi-layered structure, which includes two me-
tallic layers 312 and 314 separated by a dielectric region
313 (also referred to herein as a resistance switching
region). Depending upon the specific materials used and
on the biasing conditions applied to the opposing end
terminals 321-322 of such a resistor during a write oper-
ation, metal ions migrate to: (a) grow conductive fila-
ment(s) 315 in the dielectric region 313 extending be-
tween the metallic layers 312 and 314 so that the resist-
ance state of the RRAM-type programmable resistor de-
creases or (b) break down conductive filament(s) within
the dielectric region 313 between the metallic layers 312
and 314 so that the resistance state of the RRAM-type
programmable resistor increases. Those skilled in the art
will recognize that the total number of stable resistance
states achievable with such an RRAM-type programma-
ble resistor can vary depending upon the materials used
and the biasing conditions. An RRAM-type programma-
ble resistor could include metallic layers 312-314 (e.g.,
of platinum (Pt), titanium (Ti), titanium nitride (TiN), etc.)
and, between the metallic layers 212-214, a dielectric
region 313 including an oxide layer, such as a tantalum
oxide (Ta2O5) layer, a hafnium oxide (HfO2) layer, an
iron oxide (Fe2O3) layer, a titanium oxide (TiO2) layer,
etc. However, the addition of one or more thin interface
barrier layers (e.g., a second oxide layer, such as alumi-
num oxide (Al2O3) or some other oxide layer, an amor-
phous silicon layer, or some other suitable interface bar-
rier layer) between the oxide layer and one or both me-
tallic layers can improve the switching characteristics and
increase the number of different detectable stable resist-

ance states between a minimum resistance state and a
maximum resistance state.
[0013] FIGs. 4A-4B illustrate a PCM-type programma-
ble resistor that could be employed in a memory element
110, 210 as the programmable resistor(s) 111, 211-212.
A PCM-type programmable resistor includes a phase
change material 411 (e.g., a chalcogenide compound)
with programmable structural phases that exhibit differ-
ent stable resistance states. For example, in a fully amor-
phous phase, exemplified by the drawing shown in FIG.
4A, the resistor will have the maximum resistance,
whereas in a fully crystalline phase, exemplified by the
drawing shown in FIG. 4B, the resistor will have the min-
imum resistance. In any phase between the fully amor-
phous phase and the fully crystalline phase (i.e., a par-
tially amorphous and partially crystalline structure) the
resistor will have a resistance between the maximum and
the minimum resistances. Phase changes are dependent
upon the local temperature of the PCM, which is control-
led by the length and strength of an applied voltage. For
example, changing from a crystalline phase toward or to
an amorphous phase can be achieved by applying a short
high voltage pulse to one or both of the opposing end
terminals 421-422 in order to quickly heat the phase
change material above its melting point, whereas chang-
ing from an amorphous phase toward or to a crystalline
phase can be achieved by applying a longer lower voltage
pulse to one or both of the opposing terminals 421-422
in order to heat the phase change material to its crystal-
lization temperature and then allowing it to cool.
[0014] FIGs. 5A-5B illustrate an MTJ-type programma-
ble resistor that could be employed in a memory element
110, 210 as the programmable resistor(s) 111, 211-212.
An MTJ-type programmable resistor is typically a back
end of the line (BEOL) multi-layered structure, which in-
cludes a free ferromagnetic layer 514 (also referred to
as a switchable layer) at a first terminal 521, a fixed fer-
romagnetic layer 512 (also referred to as a pinned layer)
at a second terminal 522, and a thin dielectric layer 513
(e.g., a thin oxide layer) between the free ferromagnetic
layer 514 and the fixed ferromagnetic layer 512. Depend-
ing upon the biasing conditions on the two terminals
521-522 and, particularly, depending on the voltage dif-
ferential between the two terminals during a write oper-
ation, the MTJ-type programmable resistor can exhibit
different stable resistance states. For example, during a
write operation, a high positive voltage (Vcc) can be ap-
plied to the second terminal 522 and the first terminal
521 can be discharged to ground (e.g., at 0V). In this
case, the free ferromagnetic layer 514 switches to (or
maintains) the anti-parallel resistance (RAP) state (also
referred to as a high resistance state) (see FIG. 5A). Al-
ternatively, during the write operation, Vcc can be applied
to the first terminal 521 and the second terminal 522 can
be discharged to ground (e.g., at 0V). In this case, the
free ferromagnetic layer 514 switches to (or maintains)
a parallel resistance (RP) state (also referred as a low
resistance state) (see FIG. 5B). The MTJ structure de-
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scribed above has two resistance states. However, the
example is not intended to be limiting and those skilled
in the art will recognize that MTJ-type programmable re-
sistors have been developed that can exhibit more than
two different resistance states.
[0015] Referring again to FIGs. 1 and 2, in each mem-
ory element 110, 210, one terminal of each programma-
ble resistor (e.g., the input terminal of the programmable
resistor 111 or the input terminals of both the first and
second programmable resistors 211-212) can be electri-
cally to a corresponding input node 119, 219 (either di-
rectly or indirectly through an amplifier 115, 215 or volt-
age buffer 116, 216, as discussed in greater detail below).
The output terminal of each programmable resistor can
be connected to a bitline with the output terminals of the
programmable resistors in a dual resistor memory ele-
ment being connected to different bitlines. That is, each
memory bank can include one or more bitlines and the
number of bitlines per memory bank can be equal to the
number of programmable resistors per memory element.
Thus, as illustrated, each memory element 110 in the
structure 100 of FIG. 1 has a single programmable re-
sistor with an input terminal connected to an input node
119 and an output terminal connected to a bitline 101,
whereas each memory element 210 in the structure 200
of FIG. 1 has first and second programmable resistors
211-212 having input terminals connected to the same
input node 219 and output terminals connected to differ-
ent bitlines and, particularly, to first and second bitlines
201-202, respectively (as discussed in greater detail be-
low).
[0016] For in-memory processing, such as for in-mem-
ory matrix vector multiplication processing, the structure
100, 200 can operate in a normal operational mode (also
referred to herein as the mission mode). During the nor-
mal operational mode, each memory element 110, 210
has already been pre-programmed.
[0017] For example, in the structure 100 of FIG. 1, each
memory element 110 has already been pre-programmed
(e.g., as discussed in in greater detail below) to store a
total weight value (also referred to herein as a total data
value or a specific total weight value) as a function of the
specific resistance state of the programmable resistor
111.
[0018] Also, for example, in the structure 200 of FIG.
2, each dual resistor memory element 210 has been pre-
programmed (e.g., as discussed in greater detail below)
to store a total weight value as a function of the resistance
states of the first and second programmable resistors
211-212 therein. That is, in the memory element 210 in
the structure 200 of FIG. 2, the first programmed resist-
ance state of the first programmable resistor 211 can be
representative of a positive weight value, the second pro-
grammed resistance state of the second programmable
resistor 212 can be representative of a negative weight
value, and the total weight value stored in the dual resistor
memory element 210 can be a function of the first pro-
grammed resistance state (i.e., the positive weight value)

and the second programmed resistance state (i.e., the
negative weight value). That is, the total weight value
stored in the memory element 210 can be essentially
equal to the difference between the positive weight value
corresponding to the first resistance state of the first pro-
grammable resistor and the negative weight value cor-
responding to the second resistance state of the second
programmable resistor. Preferably, at least one of the
two programmable resistors 211-212 in each dual resis-
tor memory element 210 can be pre-programmed to have
a maximum resistance state, which is representative of
no weight value. Thus, the total weight value stored in
any given dual resistor memory element 210 will be equal
to either the specific positive weight value represented
by the programmed first resistance state of the first pro-
grammable resistor 211 (if the second programmable re-
sistor 212 is programmed to the maximum resistance
state) or the specific negative weight value represented
by the programmed second resistance state of the sec-
ond programmable resistor 212 (e.g., if the first program-
mable resistor 211 is programmed to the maximum re-
sistance state). Alternatively, both programmable resis-
tors can be programmable to have some weight value.
[0019] The memory elements 110, 210 of the structure
100, 200 can be arranged in a memory element array.
The full size of the memory element array (i.e., the
number of columns and rows of memory elements in the
memory element array) can depend upon the application.
Relatively complex neural networks (e.g., for image
processing, for audio processing, or the like) can require
a relatively large memory element array to complete in-
memory processing (e.g., including 10’s or 100’s of mem-
ory elements per row and column in the dual resistor
memory element array).
[0020] In any case, in the structure 100, 200 the mem-
ory element array is partitioned (i.e., is a partitioned ar-
ray). Specifically, each column of memory elements in
the dual resistor memory element array is partitioned into
two or more smaller groups (also referred to herein as
sub-columns). For purposes of this disclosure, each par-
tition (or section) of a memory element array that includes
such a sub-column is referred to herein as a memory
bank 199, 299.
[0021] With partitioning as described above, the struc-
ture 100, 200 includes an array 190, 290 of memory
banks 199, 299 (i.e., partitions or sections) that are ar-
ranged columns (C0-Cy) and rows (R0-Rx). Since only
the columns of the memory elements from the memory
element array are partitioned, the total number of col-
umns (C) of memory banks 199, 299 within the memory
bank array 190 is the same as the total number of col-
umns of memory elements from the pre-partitioned mem-
ory element array.
[0022] In some embodiments, each memory bank 199,
299 can have the same number (m+1) of multiple rows
(r0-rm) of memory elements 110, 210 therein and the
total number of memory banks 199, 299 in each column
times the total number of rows of memory elements 110,
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210 in each memory bank 199, 299 can be equal to the
total number of rows of memory elements 110, 210 as in
the memory element array prior to partitioning. Thus, for
example, if a 64x64 memory element array is partitioned
in the structure 100, 200, there will be 64 columns (C0-
C63) of memory banks and x+1 rows (R0-Rx) of memory
banks 199, 299, each with m+1 rows (r0-rm) of memory
elements 110, 210, where x ≥1 and m ≥1, where 64 is
divisible by x+1, and where the number m+1 is a whole
number equal to 64/x+1. That is, the number of rows (R0-
Rx) of memory banks 199, 299 could be 2 with each
memory bank 199, 299 having 32 rows (r0-rm) of dual
resistor memory elements 110, 210; the number of rows
(R0-Rx) of memory banks 199, 299 could be 4 with each
memory bank 199, 299 having 16 rows (r0-rm) of memory
elements 110, 210; the number of rows (R0-Rx) of mem-
ory banks 199, 299 could be 8 with each memory bank
having 8 rows (r0-rm) of memory elements 110, 210; and
so on. Similarly, if a 128x128 memory element array is
partitioned in the structure 100, 200 there will be 128
columns (C0-C127) of memory banks 199 and x+1 rows
(R0-Rx) of memory banks 199 with m+1 rows (r0-rm) of
memory elements 110, 210 in each memory bank 199,
299, where x ≥1 and m ≥1, where 128 is divisible by x+1,
and where the number m+1 is a whole number equal to
128/x+1. If a 256x256 memory element array is to be
partitioned in the structure 100, 200, there will be 256
columns (C0-C255) of memory banks 199, 299 and x+1
rows (R0-Rx) of memory banks 199, 299 with m+1 rows
(r0-rm) of memory elements 110, 210 in each memory
bank 199, 299, where x ≥1 and m ≥1, where 256 is divis-
ible by x+1, and where the number m+1 is a whole
number equal to 256/x+1, and so on. For purposes of
illustration, a 2x2 memory bank array with only three rows
of memory elements per memory bank is shown in the
figures.
[0023] However, in the disclosed embodiments parti-
tioning of the columns of memory elements of a memory
element array into memory banks is performed by de-
signers to minimize the effect of wiring resistance across
the array (as discussed in greater detail below). Thus,
there is no requirement for uniform partitioning. For ex-
ample, in some embodiments each memory bank could
have the maximum number of rows necessary before
buffering becomes necessary with the last memory bank
in each column having some lessor number of rows to
include. In other embodiments, the number of rows in
each memory back in each column can drop (with each
memory bank or with each group of memory banks) be-
tween the first memory bank in the column to the last
memory bank in the column. Therefore, it should be un-
derstood that the figures are not intended to be limiting.
Alternatively, the memory bank array 190, 290 in the
structure 100, 200 could include any number of two or
more columns (C0-Cy) of memory banks 199, 299 and
any number of two or more rows (R0-Rx) of memory
banks 199, 299 with any number of two or more rows (r0-
rm) in any given memory bank within each column with

the number of rows in each memory bank in each column
being the same or different.
[0024] In any case, each memory bank 199, 299 can
include a sub-column of memory elements 110, 210, as
discussed above. Each memory bank 199, 299 can fur-
ther include corresponding input nodes 119, 219, one for
each memory element 110, 210 in the sub-column. Each
memory bank 199, 299 can further include one or more
bitlines and, particularly, the same number of bitlines as
there are programmable resistors in each memory ele-
ment 110, 210. Thus, in the structure 100 of FIG. 1, each
memory bank 199 can include a single bitline 101. The
programmable resistor 111 of each memory element 110
in the sub-column of a memory bank can have an input
terminal connected to the corresponding input node 119
directly (or, indirectly via an amplifier 115 or voltage buffer
116, as discussed below), and an output terminal con-
nected to the bitline 101. In the structure 200 of FIG. 2,
each memory bank 299 can include two bitlines and, par-
ticularly, a first bitline 201 and a second bitline 202. The
first programmable resistor 211 and the second program-
mable resistor 212 of each dual resistor memory element
210 in the sub-column of a memory bank can have their
respective input terminals connected to each other and
to the corresponding input node 219 directly (or, indirectly
via an amplifier 215 or voltage buffer 216, as discussed
below), and their respective output terminals connected
to the first bitline 201 and the second bitline 202, respec-
tively.
[0025] The discussion below refers to initial memory
banks in the rows (R0-Rx) of memory banks. The initial
memory banks refer to the first memory banks 199, 299
at the beginning of each row (R0-Rx) of memory banks
199, 299 within the first column (C0). Within the structure
100, 200, each initial memory bank can include THs 170
and amplifiers 115, 215. Specifically, in each initial mem-
ory bank 199, 299 in the structure 100, 200, there is a
TH 170, 270 and amplifier 115, 215 connected in series
with a corresponding memory element 110, 210.
[0026] Specifically, for each memory element 110, 210
in an initial memory bank 199, 299, there is an amplifier
115, 215 connected in series between a TH 170, 270 and
the input terminal(s) of the programmable resistor(s) the
memory element 110, 210. When the structure 100, 200
is in the normal operational mode for in-memory process-
ing (e.g., for in-memory matrix vector multiplication
processing), specific input voltages can be sampled by
the THs 170, 270 so that they are received at the corre-
sponding input nodes 119, 219 (e.g., V0R0 at the first row
(r0) in the bank R0:C0, V1R0 at the second row (r1) in
the bank R0:C0; and so on). The specific input voltages
can, for example, correspond to specific activation val-
ues.
[0027] Those skilled in the art will recognize that a TH
refers to an analog device that samples the voltage of a
variable analog signal (e.g., in response to a control sig-
nal, such as a clock signal or some other control signal)
and stores its value at for some period of time (e.g., de-
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pendent upon the control signal). Each TH 170, 270 can,
as illustrated, include a switch 171, 271 (e.g., a transistor-
based switch or some other suitable switch) and a ca-
pacitor 172, 272. The switch 171, 271 can be connected
on one side to an analog voltage terminal and on the
opposite side to a track node (e.g., at the input node 119,
219 for the memory element 110, 210). The capacitor
172, 272 can be connected between the track node and
ground. Such a TH 170, 270 can be configured so that,
in a track mode, the switch 171, 271 connects the analog
voltage terminal to the track node and the capacitor 172,
272 stores a stored voltage equal to the sampled analog
voltage at the analog voltage terminal. Such a TH 170,
270 can further be configured so that, in a hold mode,
the switch 171, 172 disconnects the analog voltage ter-
minal from the track node such that variations in the an-
alog voltage do not impact circuit operation. It should be
understood that the TH structure described above and
illustrated in the drawings is not intended to be limiting.
Alternatively, any other suitable TH device, which is con-
figured for track-and-hold operations as described
above, could be employed. As discussed in greater detail
below, the THs 170, 270 enable pipeline processing. Ad-
ditionally, such THs can enable interruptions in normal
operations (e.g., mid-stream) to preform maintenance
operations (e.g., calibration, refreshment programming,
etc.) without resulting in data loss.
[0028] Each amplifier 115, 215 in an initial memory
bank can receive an input voltage from a TH 170, 270
and can be configured to generate and output a level
shifted input voltage 114, 214 that is essentially equal to
the sum of the specific input voltage and a virtual ground
voltage (Vvg), as discussed in greater detail below. That
is, the amplifier 115, 215 adds Vvg to the received input
voltage. For example, the first amplifier 115, 215 in Bank
R0:C0 that receives V0R0 can generate and output a level
shifted input voltage 114, 214 equal to V0R0 plus Vvg,
the next amplifier 115, 215 in Bank R0:C0 that receives
V1R0 can generate and output a level shifted input voltage
114, 214 equal to V1R0 plus Vvg, and so on with the last
amplifier 115, 215 in Bank Rx:C0 generating and output-
ting a level shifted input voltage 114, 214 equal to VmRx
plus Vvg. The level shifted input voltage 114, 214 output
from any given amplifier 115, 215 will be applied to the
memory element 110, 210 (e.g., to the input terminal of
the programmable resistor 111 of the memory element
110; to the input terminals of the first and second pro-
grammable resistors 211-212 of that memory element
110, 210).
[0029] Those skilled in the art will recognize that Vvg
is used in analog circuits to refer to a voltage, which is
established on a node, which has a certain DC bias that
is maintained at a steady reference potential without be-
ing connected directly to that reference potential, and
which has 0V from an AC perspective. Vvg is typically
established on a node to essentially function as a
"ground" terminal that is level shifted by a fixed DC
amount. For example, amplifiers can be configured in a

negative feedback loop to force their negative input volt-
age to be equal to the positive input voltage. In this con-
text, the negative input voltage is referred to as Vvg be-
cause there is effectively no potential difference between
it and the positive terminal. Alternatively, Vvg could be
established with a large capacitor which holds a DC volt-
age and essentially has zero AC across it. Each amplifier
115, 215 can be a simple voltage level shifter (also re-
ferred to herein as a level shifting amplifier). Alternatively,
each amplifier 115, 215 can be configured as a multistate
amplifier, where the output state of any given amplifier
115, 215 is controlled by a unique control bit 113, 213
for that amplifier (e.g., control bit S0R0 for the amplifier
115, 215 in the first row of the first initial memory bank
R0:C0, control bit S1R0 for the amplifier 115, 215 in the
next row of the first initial memory bank R0:C0, and so
on until the last control bit SmRx for the amplifier 115, 215
of the last row of the last initial memory bank Rm:C0). In
this case, depending upon the control bit received, an
amplifier 115, 215 can output a level shifted input voltage
(e.g., during the normal operational mode) or some other
suitable output, such as a low output (e.g., ground), a
high output (e.g., Vcc), or a high impedance (HiZ) output.
Different outputs, such as a low voltage, a high voltage,
or a HiZ output, could facilitate other operational modes
such as program or erase operations, as described in
greater detail below.
[0030] The structure 100, 200 can further include sets
of row interconnect lines 155, 255. Each set of row inter-
connect lines 155, 255 can interconnect adjacent mem-
ory banks within the same row (R0-Rx) of memory banks.
Specifically, each row interconnect line 155, 255 within
a set between adjacent memory banks of a given row of
memory banks can connect the input terminal(s) of the
programmable resistor(s) on one memory element 110,
210 at a particular bank row address (e.g., r0-rm) in an
upstream memory bank to the input node for another
memory element at the same bank row address in an
adjacent downstream memory bank. Thus, for example,
if the structure 100, 200 only includes two columns of
memory banks (e.g., if C0 is the initial memory bank in
a given row of memory banks and Cy is the next and last
memory bank in the same row), the first row interconnect
line 155 in the set between Bank R0:C0 and Bank R0:Cy
would connect the connected input terminal(s) of the pro-
grammable resistor(s) of the memory element 110, 210
in row r0 of Bank R0:C0 to the input node 119, 219 for
the memory element 110, 210 in row r0 of the adjacent
downstream Bank R0:Cy, the second row interconnect
line 155, 255 in the set between Bank R0:C0 and Bank
R0:Cy would connect the connected input terminal(s) of
the programmable resistor(s) of the memory element
110, 210 in row r1 of Bank R0:C0 to the input node 119,
219 for the memory element 110, 219 in row r1 of the
downstream Bank R0:Cy, and so on. Thus, the level shift-
ed input voltages generated by the amplifiers in the initial
memory banks are transmitted along row interconnect
lines to memory elements at the same address in the
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downstream memory banks within the same row.
[0031] Optionally, to minimize IR drops across the row
interconnect lines as the level shifted input voltages are
communicated to each memory element at the same ad-
dress in each memory bank in the same row, some em-
bodiments of the disclosed structure can include optional
voltage buffers 116, 216 (also referred to herein as volt-
age boost amplifiers). For example, if the size of the array
of memory banks is relatively large and, particularly, if
the number of columns (C0-Cy) is so large that significant
IR drops are exhibited along the row interconnect lines
155, 255, then at least some of memory banks 199, 299
can have integrated voltage buffers 116, 216 (e.g., be-
tween the input nodes 119, 219 and the memory ele-
ments 110, 210) to buffer the level shifted input voltages
and, thereby compensate for IR drops.
[0032] As mentioned above, each memory bank 199,
299 can further include at least one bitline. For example,
in the structure 100 of FIG. 1, each memory bank 199
can have a single bitline 101 and the programmable re-
sistor 111 of each memory element 110 in the memory
bank 199 can have an input terminal connected to a cor-
responding input node 119 (e.g., either directly or indi-
rectly via an amplifier 115 or voltage buffer 116) and an
output terminal connected to a bitline 101. In the structure
200 of FIG. 2, each memory bank 299 can have a first
bitline 201 and a second bitline 202 and the first program-
mable resistor 211 and the second programmable resis-
tor 212 of each dual resistor memory element 210 within
the memory bank 299 can have their respective input
terminals connected to each other and to the correspond-
ing input node 219 (e.g., either directly or indirectly via
an amplifier 215 or voltage buffer 216) and their respec-
tive output terminals connected to the first bitline 201 and
the second bitline 202, respectively.
[0033] Each memory bank 199, 299 can further include
the following for each bitline: a bias node, an output node,
and a feedback buffer circuit.
[0034] Specifically, each memory bank 199 in the
structure 100 of FIG. 1 can include a bias node 133 at
one end of the bitline 101, an output node 135, and a
feedback buffer circuit 120, which is connected to the
bias node 133 and the output node 135. The feedback
buffer circuit 120 can include, for example, a first tran-
sistor 131 (e.g., a first P-type field effect transistor (first
PFET)) connected in series between the bias node 133
and the output node 135 and a buffer amplifier 121, which
has one input connected to the bias node 133, another
input connected to receive Vvg, and an output connected
to the gate of the PFET 131.
[0035] Similarly, each memory bank 299 of the struc-
ture 200 of FIG. 2 can include a first bias node 233 on
the first bitline 201, a first output node 235, and a first
feedback buffer circuit 220.1, which is connected to the
first bias node 233 and to the first output node 235. The
first feedback buffer circuit 220.1 can include, for exam-
ple, a first transistor 231 (e.g., a first P-type field effect
transistor (first PFET)) connected in series between the

first bias node 233 and the first output node 235 and a
first buffer amplifier 221, which has one input connected
to the first bias node 233, another input connected to
receive Vvg, and an output connected to the gate of the
first PFET 231. Similarly, each memory bank 299 can
further include a second bias node 234 on the second
bitline 202, a second output node 236, and a second
feedback buffer circuit 220.2, which is connected to the
second bias node 234 and to the second output node
236. The second feedback buffer circuit 220.2 can spe-
cifically include a second transistor 232 (e.g., a second
PFET) connected in series between the second bias
node 234 and the second output node 236 and a second
buffer amplifier 222, which has one input connected to
the second bias node 234, another input connected to
receive Vvg, and an output connected to the gate of the
second PFET 232.
[0036] With the above-described feedback buffer cir-
cuit(s) in each memory bank 199, 299, when the structure
100, 200 is in the normal operational mode for in-memory
processing, the bias node on each bitline can be biased
to Vvg. Additionally, as mentioned above, the level shift-
ed input voltages, which have each been level shifted by
Vvg and which are output by the amplifiers 115, 215, are
received at the input terminals of the memory elements
110, 210 in the initial memory banks and further received
at the input nodes for the memory elements 110, 210 in
the downstream memory banks. As a result, the voltage
across the programmable resistor(s) of each memory el-
ement 110, 210 at the same bank row address in the
memory banks within the same row will be essentially
equal to the received input voltage. Additionally, output
currents from the programmable resistor(s) in each mem-
ory bank are output to and summed on the bitline(s) for
that memory bank.
[0037] For example, in each memory bank 199 in the
structure 100 of FIG. 1, during the normal operational
mode, output currents from all programmable resistors
111 of all memory elements 110 in any specific memory
bank are output to and summed on the bitline 101, there-
by generating a bank-specific output current (I). This
bank-specific output current is further buffered by the
feedback buffer circuit 120 such that a buffered bank-
specific output current (bI), which is dependent on the
sum of all output currents from all programmable resis-
tors of all memory elements in the specific memory bank,
is output on the output node 135 for the specific memory
bank.
[0038] Similarly, in each memory bank 299 in the struc-
ture 200 of FIG. 2, during the normal operational mode,
first output currents from all first programmable resistors
211 of all dual resistor memory elements 210 in any spe-
cific memory bank are output to and summed on the first
bitline 201, thereby generating a bank-specific first output
current (I1). This bank-specific first output current is fur-
ther buffered by the first feedback buffer circuit 220.1
such that a buffered bank-specific first output current
(bI1), which is dependent on the sum of all first output
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currents from all first programmable resistors of all dual
resistor memory elements in the specific memory bank,
is output on the first output node 235 for the specific mem-
ory bank. Similarly, second output currents from all sec-
ond programmable resistors 212 of all dual resistor mem-
ory elements 210 in the same specific memory bank are
output to and summed on the second bitline 202, thereby
generating a bank-specific second output current (I2).
This bank-specific second output current (I2) is further
buffered by the second feedback buffer circuit 220.2 such
that a buffered bank-specific second output current (bI2),
which is dependent on the sum of all the second output
currents from each second programmable resistor of
each dual resistor memory element in the specific mem-
ory bank, is output on the second output node 236 of the
specific memory bank.
[0039] The structure 100, 200 can further include col-
umn interconnect line(s) for the columns, respectively.
For example, the structure 100 can include a column in-
terconnect line 151 for each column and electrically con-
nected to all output nodes 135 of all memory banks 199
in that column. That is, the column interconnect line 151
for column C0 will be connected to the output nodes 135,
respectively, of all memory banks in the column C0 (i.e.,
for Banks R0:C0-Rx:C0), and so on. When the structure
100 is in the normal operational mode for in-memory
processing, the column interconnect line 151 for any spe-
cific column can receive and sum the buffered bank-spe-
cific output currents from all the memory banks in that
specific column, thereby generating a column-specific
output current (e.g., tbIC0=bIR0:C0 + ... +bIRx:C0; ... ; and
tbICy=bIR0:Cy + ... +bIRx:Cy). Similarly, the structure 200
of FIG. 2 can include a pair of column interconnect lines
for each column. Each pair of column interconnect lines
can include a first column interconnect line 251, which is
electrically connected to all first output nodes 235 of all
memory banks 299 in the same column, and a second
column interconnect line 252 connected to all second
output nodes 236 of all memory banks in the same col-
umn. That is, the first and second column interconnect
lines 251-252 for column C0 will be connected to the first
and second output nodes 235-236, respectively, of all
memory banks in the column C0 (i.e., for Banks R0: C0-
Rx: C0), and so on. When the structure 200 is in the
normal operational mode for in-memory processing, the
first column interconnect line 251 for any specific column
can receive and sum the buffered bank-specific first out-
put currents from all the memory banks in that specific
column, thereby generating a column-specific first output
current (e.g., tbI1C0=bI1R0:C0 + ... +bI1Rx:C0; ...; and
tbI1Cy=bI1R0:Cy + ... +bI1Rx:Cy). Similarly, the second col-
umn interconnect line 252 for the specific column can
receive and sum the buffered bank-specific second out-
put currents from all the memory banks in the specific
column, thereby generating a column-specific second
output current (e.g., tbI2C0=bI2R0:C0+ ... +bI2Rx:C0; ... ;
and tbI2Cy=bI2R0:Cy+ ... +bI2Rx:Cy). In each of these
structures 100 and 200, by buffering the bank-specific

output currents output to each column interconnect line
the impact of wiring resistance across the length of the
columns is diminished.
[0040] The structure 100, 200 can further include data
processing elements 185, 285 at the end of each column.
[0041] For example, the structure 100 of FIG. 1 can
further include data processing elements and, particular-
ly, current-to-voltage converters 185 (also referred to
herein as converters or current-to-voltage converter cir-
cuits) for each column. Each current-to-voltage converter
185 can be connected to the column interconnect line
151 for that column, can receive the column-specific out-
put current from the column interconnect line 151, and
can generate and output a column-specific analog output
voltage 189 based on the column-specific output current.
Since output currents from memory elements 110 in each
memory bank are generated on the bitline 101 in the
memory bank as a function of programmed resistance
states representing a weight value and on received input
voltages representing activation values, the column-spe-
cific output current on each column interconnect line 151
can represent a current value solution for a dot product
computation and the column-specific analog output volt-
age can represent a voltage value solution for that dot
product computation.
[0042] FIGs. 6A-6E are schematic diagrams illustrat-
ing current-to-voltage converters 185, respectively, that
could be incorporated into the structure 100.
[0043] The current-to-voltage converter 185 of FIG. 6A
includes an amplifier 603 and a feedback resistor 604.
The amplifier 603 has a first input connected to the col-
umn interconnect line 151, a second input connected to
receive Vvg, and an output. The feedback resistor 604
is connected between the output and the first input of the
amplifier. The feedback resistor 604 can be the same
type of programmable resistor as that used in the memory
elements. It should be noted that the polarity of the col-
umn-specific analog output voltage 189 from the amplifier
603 will be the opposite of that of the column-specific
output current on the column interconnect line 151.
[0044] The current-to-voltage converter 185 of FIG. 6B
is similarly to the current-to-voltage converter of FIG. 6A
but includes additional circuitry to ensure the polarity of
the column-specific output current on the column inter-
connect line and the column-specific output voltage are
the same. That is, the current-to-voltage converter 185
includes a first stage and a second stage. The first stage
includes first and second n-type field effect transistors
(NFETs) 601-602 and the second stage includes the am-
plifier 603 and the feedback resistor 604. The first NFET
601 is connected in series between the column intercon-
nect line 151 and ground. The second NFET 602 is con-
nected in series between the first input of the amplifier
603 and ground. The drain node of the first NFET 601
can control the gates of the first and second NFETs
601-602.
[0045] The current-to-voltage converter 185 of FIG. 6C
includes the amplifier 603, but instead of a feedback re-
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sistor, it can include a feedback switched capacitor cir-
cuit. Specifically, the amplifier 603 has a first input con-
nected to the column interconnect line 151, a second
input connected to receive Vvg, and an output. The feed-
back switched capacitor circuit includes a capacitor 611
that is connected to the output of the amplifier 603 and
further connected by a first switch 612 to the first input.
The feedback switched capacitor circuit can also include
a bypass switch 613 that connects the output to the first
input of the amplifier 603, bypassing the capacitor 611.
In operation, initially the bypass switch 613 is closed to
stabilize the high impedance node at Vvg. Then, the by-
pass switch 613 is opened and there will be a finite inte-
gration time across the capacitor 611. This integration
time can be made to be proportional to the temperature
coefficient of a programmable resistor used in the mem-
ory elements. Alternatively, the integration time can be
made proportional to a resistor that is made of the same
material as the programmable resistors and whose value
at the typical temperature of operation is fixed. For ex-
ample, a resistor value can be selected that has a nominal
resistor value representative of the variety of resistor val-
ues that can appear in the programmable resistors within
the array. That is, if the programmable resistors within
the array can have values between 20k and 500k, then
a nominal resistor value (e.g., 50k) can be selected based
on simulations and measurements to minimize the im-
pact of the TCs of the resistors used in the array. It should
be noted that this integration time will also determine the
magnitude of the output signal and will compensate for
the temp-coefficient. Furthermore, due to the switched
capacitor circuit configuration, the value of the output can
be held for some duration of time (e.g., track-and-hold
circuit), the capacitor 611 can reference some other bias
potential, and the power for the op-amp can be turned
off to save power. It should be noted that the polarity of
the column-specific analog output voltage 189 from the
amplifier 603 will be the opposite that of the column-spe-
cific output current on the column interconnect line 151.
[0046] The current-to-voltage converter 185 of FIG. 6D
is similar to the current-to-voltage converter of FIG. 6C
but includes additional circuitry to ensure the polarity of
the column-specific output current on the column inter-
connect line and the column-specific output voltage are
the same. Specifically, in this case the current-to-voltage
converter includes a first stage and a second stage. The
first stage includes first and second n-type field effect
transistors (NFETs) 601-602 and the second stage in-
cludes the amplifier 603 and the feedback resistor 604.
The first NFET 601 is connected in series between the
column interconnect line 151 and ground. The second
NFET 602 is connected in series between the first input
of the amplifier 603 and ground. The drain node of the
first NFET 601 can control the gates of the first and sec-
ond NFETs 601-602.
[0047] The current-to-voltage converters described
above and illustrated in FIGs. 6A-6D are provided for
illustration purposes and are not intended to be limiting.

Alternatively, any other suitable current-to-voltage con-
verter circuit could be incorporated into the structure 100.
For example, the current-to-to voltage converter could,
alternatively, be in the form of a simple resistor connected
between the column interconnect line and ground, as
shown in FIG. 6E.
[0048] The structure 200 of FIG. 2 can include data
processing elements and, particularly, subtractors 285
(also referred to herein as subtractor circuits). Each sub-
tractor 285 for each column can be connected to the pair
of the column interconnect lines 251-252 for that column,
can receive the column-specific first output current from
the first column interconnect line 251 and the column-
specific second output current from the second column
interconnect line 252 (e.g., tbI1C0 and tbI2C0; ... ; and
tbI1Cy and tbI2Cy, respectively), and can generate and
output a column-specific analog output parameter 289
(e.g., a column-specific analog output voltage (VoutC0-y)
or column-specific analog output current (IoutC0-y))
based on the difference between the column-specific first
output current and the column-specific second output
current (e.g., VoutC0 or IoutC0 as a function of tbI1
C0-tbI2C0; ... ; and VoutCy or IoutCy as a function of
tbI1Cy-tbI2Cy, respectively). Since each first output cur-
rent is generated on a first bitline 201 in a memory bank
as a function of a first programmed resistance state rep-
resenting a positive weight value and an input voltage
that represents an activation value and since each sec-
ond output current is generated on the second bitline 202
in each memory bank as a function of a second pro-
grammed resistance state representing a negative
weight value and the same input voltage, the column-
specific first output current can represent a solution for
a positive side of a dot product computation, the column-
specific second output can represent a solution for a neg-
ative side of a dot product computation, and the column-
specific analog output parameter (e.g., the analog output
voltage) can represent the combined solution for the dot
product computation.
[0049] FIGs. 7A-7B are schematic diagrams illustrat-
ing subtractors 285, respectively, that could be incorpo-
rated into the structure 200.
[0050] The subtractor circuit 285 of FIG. 7A includes
a first stage and a second stage. The first stage includes
first and second n-type field effect transistors (NFETs)
701-702 connected in series between the first and sec-
ond column interconnect lines 251-252, respectively, of
a given column and ground. The drain node of the first
NFET 701 control the gates of the first and second NFETs
701-702. The second stage includes an amplifier 703
and a feedback resistor 704. The amplifier has a first
input connected to the drain node of the second NFET
702, a second input connected to receive Vvg, and an
output. The feedback resistor 704 is connected between
the output and the first input of the amplifier. The feed-
back resistor 704 can be the same type of programmable
resistor used in the memory elements 210.
[0051] The subtractor circuit of FIG. 7B similarly in-
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cludes a first stage and a second stage. The first stage
of FIG. 7B is essentially the same as the first stage in
FIG. 7A, as discussed above. The second stage includes
an amplifier 503, but instead of a feedback resistor, it
includes a feedback switched capacitor circuit. Specifi-
cally, the amplifier 703 has a first input connected to the
drain node of the second NFET 702, a second input con-
nected to receive Vvg, and an output. The feedback
switched capacitor circuit includes a capacitor 711 that
is connected to the output of the amplifier 703 and further
connected by a first switch 712 to the first input. The
feedback switched capacitor circuit includes a bypass
switch 713 that connects the output to the first input of
the amplifier 703, bypassing the capacitor 711. In oper-
ation, initially the bypass switch 713 is closed to stabilize
the high impedance node at Vvg. Then, the bypass switch
713 is opened and there will be a finite integration time
across the capacitor 711. This integration time can be
made proportionate to the value of a programmable re-
sistor used in the memory elements. For example, a re-
sistor value can be selected that has a nominal resistor
value representative of the variety of resistor values that
can appear in the programmable resistors within the ar-
ray. That is, if the programmable resistors within the array
can have values between 20k and 500k, then a nominal
resistor value (e.g., 50k) can be selected based on sim-
ulations and measurements to minimize the impact of
the TCs of the resistors used in the array. It should be
noted that this integration time will also determine the
magnitude of the output signal from the subtractor and
will compensate for the temp-coefficient. Furthermore,
due to the switched capacitor circuit configuration, the
value of the output can be held for some duration of time
(e.g., track-and-hold device), the capacitor 711 can ref-
erence some other bias potential, and the power for the
op-amp can be turned off to save power.
[0052] The subtractor circuits described above and il-
lustrated in FIGs. 7A-7B are provided for illustration pur-
poses and are not intended to be limiting. Alternatively,
any other suitable subtractor circuit could be incorporated
into the structure 200.
[0053] Optionally, the structure 100, 200 can further
include multiplexors (not shown). Each multiplexor can
have a single output port connected to an amplifier 115,
215 for corresponding memory element 110, 210. Each
multiplexor can further have two or more input ports. De-
pending upon the operational mode of the structure, the
multiplexor can selectively connect one of its input ports
to the output port and, thereby to the amplifier 115, 215.
The input ports can receive different inputs, respectively,
which may be required for different operational modes.
For example, one input port could be connected to a TH
170, 270 for a normal operating mode, another input port
could be connected so as to receive a ground voltage
(e.g., for use in an offset compensation mode), and/or
yet another input port could be connected so as to receive
some other voltage for use in some other operational
mode. Also, optionally, the structure 100, 200 can further

include output monitors 186, 286 connected to the data
processing elements 185, 285. Each monitor 186, 286
could be, for example, a comparator that compares the
column-specific analog output voltage to a predeter-
mined voltage. For example, the comparator can com-
pare the column-specific analog output voltage to Vvg.
If the column-specific analog output voltage is higher than
Vvg, then it can be used during the next processing stage.
However, if the column-specific analog output voltage is
lower than Vvg (e.g., if the output of the comparator is
negative), then it can be flagged and any of the following
could be performed: (1) the voltage could be nulled and
presented to the next processing stage; or (2) the voltage
can be attenuated (e.g., by using an uncharged capacitor
for charge sharing) to create a piecewise linear transfer
function.
[0054] As mentioned above, FIGs. 1 and 2 are sche-
matic diagrams illustrating embodiments of a structure
100, 200 including a partitioned memory architecture
configured for in-memory processing, such as in-memory
matrix vector multiplication processing, including in-
memory pipeline processing. It should be understood that
with in-memory processing each processing layer (e.g.,
each multiply and accumulate (MAC) layer) will typically
be handled by a discrete structure configured as de-
scribed above (i.e., a discrete partitioned memory archi-
tecture) with the outputs from one structure for one MAC
layer being fed, as inputs, to the next structure for the
next MAC layer in the series. The number of inputs into
a MAC Layer will be greater than the number of outputs
from that MAC layer and, thus, the number of inputs to
each MAC Layer in the series decreases until a final out-
put is produced. It should be noted that in the absence
of THs 170, 270, only serial processing can be performed
in order to avoid processing errors. That is, processing
of a sample through each structure to the final structure
must be completed with the final structure generating a
final solution before processing of another sample can
begin. However, the presence of the THs 170, 270 in the
initial memory banks of each discrete structure 100, 200
in the series, enable pipeline processing to be performed.
Specifically, because outputs from an upstream structure
can be captured as inputs by THs 170, 270 operating in
the track mode in a downstream structure and held con-
stant once the THs 170, 270 in the downstream structure
switch to the hold mode regardless of any changes in the
outputs from the upstream structure, the THs 170, 270
the upstream structure can switch to the track mode to
capture new inputs prior to completion of downstream
processing.
[0055] FIG. 8 is an example of a timing diagram for
such in-memory pipeline processing using a series of
discrete structures (e.g., each structure in the series be-
ing an instance of a structure 100, 200 described above)
to complete a series of MAC layers, respectively, on mul-
tiple samples. The in-memory pipeline processing begins
with the input MAC layer (Layer 1) structure processing
a first sample captured and stored by the THs (Sample
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1). Time 1, Sample 1 input voltages are input into the
Layer 1 structure (i.e., all activation voltages of Sample
1 are sampled and hold by THs of the Layer 1 structure).
Time 2, within the Layer 1 structure, the input voltages
of Sample 1 are level-shifted by Vvg and the bitlines are
biased to Vvg (i.e., allow settling time for the Vvg buffer).
Time 3, within the Layer 1 structure, the current-to-volt-
age converters or subtractors, as applicable, are activat-
ed. Time 4, the column-specific output voltages gener-
ated by current-to-voltage converters or subtractors of
the Layer 1 structure are fed to the THs of the Layer 2
structure, which processes a hidden MAC layer. These
above-described processes are repeated in the Layer 2
structure. That is, Time 4, within the Layer 2 structure,
column-specific output voltages from the Layer 1 struc-
ture are sampled and held by THs as input voltages. Time
5, within the Layer 2 structure, the input voltages are
level-shifted by Vvg and the bitlines are biased to Vvg
(i.e., allow settling time for the Vvg buffer). Time 6, within
the Layer 2 structure, the current-to-voltage converters
or subtractors are activated. Time 7, the column-specific
output voltages generated by the current-to-voltage con-
verters or subtractors of the Layer 2 structure are fed to
the THs of a Layer 3 structure, which processes another
hidden MAC layer. These above-described processes
are repeated in the Layer 3 structure. That is, Time 7,
within the Layer 3 structure, the column-specific output
voltages from the Layer 2 structure are sampled and held
by THs as input voltages. Time 8, within the Layer 3 struc-
ture, the input voltages are level-shifted by Vvg and the
bitlines are biased to Vvg (i.e., allow settling time for the
Vvg buffer). Time 9, within the Layer 3 structure, the cur-
rent-to-voltage converters or subtractors are activated.
Time 10, the column-specific output voltages generated
by the current-to-voltage converters or subtractors of the
Layer 3 structure are fed to the THs of a Layer 4 structure.
Layer structure-to-Layer structure processing continues
as described above until the final solution for Sample 1
is output by the final Layer structure in the series.
[0056] However, as mentioned above, because of the
presence of the THs at the beginning of the structure for
each Layer, at Time 4, when the THs of the Layer 2 struc-
ture have sampled and held the outputs from the Layer
1 structure, Layer 1 can also initiate processing of Sample
2. That is, at Time 4, the THs of the Layer 1 structure can
sample and hold the activation voltages of Sample 2.
Time 5, within the Layer 1 structure, the input voltages
of Sample 2 are level-shifted by Vvg and the bitlines are
biased to Vvg (i.e., allow settling time for the Vvg buffer).
Time 6, within the Layer 1 structure, the current-to-volt-
age converter or subtractors, as applicable, are activat-
ed. Time 7, the column-specific output voltages gener-
ated by current-to-voltage converters or subtractors of
the Layer 1 structure are fed to the THs of the Layer 2
structure, which processes a hidden MAC layer. These
above-described processes are repeated in the Layer 2
structure, and then again in Layer 3, and so on. Thus,
during Time 4-Time7, processing is being performed by

the Layer 1 structure on Sample 2 and, concurrently,
downstream processing is being performed by the Layer
2 structure on Sample 1, and so on.
[0057] FIG. 8 only shows 3-layer processing. However,
it should be understood that FIG. 8 is not intended to be
limiting and that such MAC processing typically requires
significantly more layers to develop a final solution.
[0058] The structures disclosed herein can further in-
clude control and connecting circuitry to facilitate per-
formance of the in-memory processing, as described
above, and to further feed outputs from the structure to
another structure for completion of the next processing
layer. In general, control and connection circuits are
known in the art and, thus, the details thereof have been
omitted from this specification in order to allow the reader
to focus on the salient aspects of the disclosed embod-
iments.
[0059] The structures 100, 200 disclosed herein can
also include additional components to implement other
operational modes (e.g., program modes). For example,
as mentioned above prior to operation of the structure
100, 200 in the normal operational mode (i.e., in the mis-
sion mode during which in-memory processing is per-
formed), the programmable resistors of the memory el-
ements are programmed to particular resistance states.
Depending upon the type of programmable resistors
used, different write schemes could be employed to
achieve the desired programming and the different write
schemes may necessitate the inclusion of additional cir-
cuit components. To allow the reader to focus on the
salient aspects of the disclosed embodiments specifically
related to pipeline processing and to avoid clutter in the
figures, these additional circuit components have been
omitted from this disclosure. However, FIGs. 9, 10A, 11A,
12A, 13A, 14A, 15A, 16A, 17A, 18A, and 19A are sche-
matic diagrams illustrating additional circuit components
that could be incorporated into the structure 100, 200 and
used to implement different write schemes, respectively,
for an RRAM-type programmable resistor. It should be
understood that, while the additional circuit components
illustrated in the FIGs. 9, 10A, 11A, 12A, 13A, 14A, 15A,
16A, 17A, 18A, and 19A are shown with respect to the
programming of the programmable resistor 111, 211 of
a memory element 110, 210, the same additional circuit
components could be integrated throughout the structure
100, 200 to facilitate programming of each programmable
resistor of each memory element.
[0060] More specifically, FIG. 9 is a schematic diagram
illustrating additional components that could be em-
ployed to implement one writing scheme. Referring to
FIG. 9 in combination with any of FIGs. 1 and 2, a weak
PFET 901 can have a source region connected to a pos-
itive supply voltage (e.g., Vcc) and a drain region con-
nected to a programming node on a bitline 101, 201. Dur-
ing a write mode, the feedback buffer circuit can be
switched off and the output of the amplifier 115, 215 can
be switched to a low value. The gate of the PFET 901
can be controlled by a write control signal that is lowered
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(e.g., by a control signal from a controller, not shown) in
small increments to increase the conductivity of the PFET
901. As the PFET 901 gradually turns on, there will be a
corresponding increase in programming current through
the RRAM 111, 211, thereby increasing the conductivity
of the PFET 901. The PFET 901 can subsequently be
turned off and the feedback buffer circuit connected to
the bitline 101, 201 can be turned back on, again biasing
the bitline 101, 201 to Vvg. This ensures that the voltage
across the RRAM 111, 211 is kept in a safe zone. It should
be noted that with this write scheme one row and one
column (or in the case of the structure 200, one side of
one column, namely either the first programmable resis-
tor side or the second programmable resistor side) would
be selected at any given time so only one RRAM would
be programmed at any given time.
[0061] Those skilled in the art will recognize that the
programming of an RRAM can be accomplished using
multiple techniques. The principles of RRAM program-
ming are as follows: (1) the RRAM should be exposed
to a sufficiently high voltage that will initiate or continue
the formation of filaments and the initiation filament for-
mation relies on an electric field (e-field) driven mecha-
nism; (2) upon forming, it is hypothesized that a reduction
in resistance will occur because of charged species
"bumping" into atoms and moving them such that the
conductivity is increased; and (3) the higher the available
current during the above process, the lower the resist-
ance will become (up to a limit). Various closed loop tech-
niques could be employed to achieve resistance pro-
gramming to a relatively high degree of accuracy.
[0062] For example, FIG. 10A is a schematic diagram
illustrating additional components that could be em-
ployed to implement one writing scheme in which con-
ductance is increased by applying an increasing number
of pulses to the gate of a single PFET current source.
Specifically, referring to FIG. 10A in combination with any
of FIGs. 1 and 2, a PFET 1001 can be connected in series
between a positive supply voltage (e.g., Vcc) and one
terminal of the RRAM 111, 211 and the opposite terminal
can be connected via the bitline 101, 201 and a switch
to ground. A series of short duration pulses can be ap-
plied to the gate of the PFET 1001. Each "0" pulse can
provide a relatively large amount of current flow and can
induce a sufficiently high voltage to start the filament for-
mation process. As the number of pulses increases, so
does the conductance, as shown in FIG. 10B. A feedback
loop can be employed to measure the resulting resist-
ance value after N number of pulses.
[0063] For example, FIG. 11A is a schematic diagram
illustrating additional components that could be em-
ployed to implement one writing scheme in which con-
ductance is decreased by applying an increasing number
of pulses to the gate of single NFET current source. Spe-
cifically, referring to FIG. 11A in combination with any of
FIGs. 1 and 2, an NFET 1101 can be connected in series
between one terminal of the RRAM 111, 211 and ground
(e.g., via a switch). A series of short duration pulses can

be applied to the gate of the NFET 1101. Each "1" pulse
can provide a relatively large amount of current flow and
can induce a sufficiently high voltage to start the filament
breakdown process. As the number of pulses increases
the conductance decreases, as shown in FIG. 11B. A
feedback loop can be employed to measure the resulting
resistance value after N number of pulses.
[0064] For example, FIG. 12A is a schematic diagram
illustrating additional components that could be em-
ployed to implement one writing scheme in which con-
ductance is increased using a current mirror-type current
source connected to the RRAM 111, 211 by a pulsed
switch in series. Specifically, referring to FIG. 12A in com-
bination with any of FIGs. 1 and 2, a dual-PFET current
mirror 1001 can have an output node connected by a first
switch to one terminal of the RRAM 111, 211 and the
opposite terminal can be connected via the bitline 101,
201 and a second switch to ground. A series of short
duration pulses can be applied to open and close the
switch to cause a relatively large amount of current flow
and induce a sufficiently high voltage to start the filament
formation process. As the number of pulses increases,
so does the conductance, as shown in FIG. 12B. With
this configuration Iref at the reference node of the current
mirror 1201 can be varied (by various well-known mech-
anisms) to adjust the rate of conductance changes, also
as shown in FIG. 12B. A feedback loop can be employed
to measure the resulting resistance value after N number
of pulses.
[0065] For example, FIG. 13A is a schematic diagram
illustrating additional components that could be em-
ployed to implement one writing scheme in which con-
ductance is decreased using a current mirror-type current
source connected to the RRAM 111, 211 by a pulsed
switch in series. Specifically, referring to FIG. 13A in com-
bination with any of FIGs. 1 and 2, a dual-NFET current
mirror 1301 can have an output node connected by a
switch to one terminal of the RRAM 111, 211. A series
of short duration pulses can be applied to open and close
the switch to cause a relatively large amount of current
flow and induce a sufficiently high voltage to start the
filament breakdown process. As the number of pulses
increases, the conductance decreases, as shown in FIG.
13B. With this configuration Iref at the reference node of
the current mirror 1301 can be varied (by various well-
known mechanisms) to adjust the rate of conductance
changes, also as shown in FIG. 13B. A feedback loop
can be employed to measure the resulting resistance val-
ue after N number of pulses
[0066] FIG. 14A is a schematic diagram illustrating ad-
ditional components that could be employed to imple-
ment one writing scheme in which conductance is in-
creased (i.e., resistance is decreased) using a capaci-
tively coupled current pulse with a catch diode 1405 (e.g.,
a Schottky diode or any other suitable type of diode).
Specifically, a capacitor 1401 can be connected in series
between a driver 1402 (e.g., an inverter, as illustrated)
and one terminal of the RRAM 111, 211 and the opposite
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terminal of the RRAM 111, 211 can be connected (e.g.,
by a switch) to ground. V1 can be a node between the
capacitor 1401 and the RRAM 111, 211 and V2 can be
a node between the capacitor 1401 and the driver 1402.
The catch diode 1405 can be connected to V1. FIGs. 14B
and 14C are graphs illustrating changes in V1 and V2,
respectively, over time (t). The capacitor 1401 can deliver
a peak current of C(dV/dt) and this peak current can de-
cay through the RRAM 111, 211. The value of the peak
current can be adjusted by adjusting the value of the cou-
pling capacitor 1401 or the delta-v. The output of the driv-
er 1402 can be loaded with parasitic capacitance (Cp) to
slow down the rise time (increase the dt). The current
pulses into the RRAM 111, 211 can be proportional to
the rise time of V2 (Zout of the driver 1402 and the par-
asitic capacitance Cp). With this configuration, conduct-
ance of the RRAM 111, 211 can be increased with the
application of current pulses, as shown in FIG. 14D. It
should be noted that the coupling capacitor 1401 can
limit the total amount of charge dumped into the RRAM
111, 211 thereby limiting the rate of change of the con-
ductance. For example, with the configuration of FIG.
14A, during a write operation, nodes V1 and V2 can ini-
tially be held at ground. When the driver 1402 changes
state, V2 can switch from ground to Vcc and current can
flow through the capacitor 1401 and then the RRAM 111,
211 to ground. This direction of current flow can cause
a reduction in the resistance of the RRAM 111, 211 and
can pull V2 back down to ground. The catch diode 1405
can prevent node V1 from dropping below (VE-0.3V),
thereby preventing any current from flowing in the RRAM
111, 211 in the opposite direction. Thus, the catch diode
1405 can prevent the resistance of the RRAM 111, 211
from increasing. Now, the resistance of the RRAM 111,
211 can be adjusted downward in a unidirectional fashion
(i.e., decreased) as a function of the number and mag-
nitude of pulses. That is, the resistance of the RRAM can
be reduced with each pulse and the per pulse rate of
decrease will depend upon the magnitude of the pulses.
In order words, with this configuration, the conductance
of the RRAM can be increased with each pulse and the
per pulse rate of increase will depend on the magnitude
of the pulses.
[0067] FIG. 15A is a schematic diagram illustrating ad-
ditional components that could be employed to imple-
ment one writing scheme in which conductance is de-
creased (i.e., resistance is increased) using a capacitive-
ly coupled current pulse with a catch diode 1505 (e.g., a
Schottky diode or any other suitable type of diode). Spe-
cifically, a capacitor 1501 can be connected in series
between a driver 1502 (e.g., an inverter, as illustrated)
and one terminal of the RRAM 111 and the opposite ter-
minal of the RRAM 111, 211 can be connected to Vcc.
V1 can be a node between the capacitor 1501 and the
RRAM 111, 211 and V2 can be a node between the ca-
pacitor 1501 and the driver 1502. The catch diode 1505
can be connected to V1. The capacitor 1501 can deliver
a peak current C(dV/dt) and this peak current can decay

through the RRAM 111, 211. The value of the peak cur-
rent can be adjusted by adjusting the value of the coupling
capacitor 1501 or the delta-v. The output of the driver
1502 can be loaded with parasitic capacitance (Cp) to
slow down the rise time (increase the dt). The current
pulses into the RRAM 111, 211 can be proportional to
the rise time of V2 (Zout of the driver 1502 and the par-
asitic capacitance Cp). With this configuration, the con-
ductance of RRAM 111, 211 can be decreased with the
application of current pulses, as shown in FIG. 15B. For
example, with this configuration, during a write operation,
V1 and V2 can initially be set at Vcc. When the driver
1502 changes state, V2 can switch from Vcc to ground
and current can flow through from the RRAM 111 and
then through the capacitor 1501 to node V2. This direc-
tion of current flow can cause an increase in the resist-
ance of the RRAM 111 and can pull V2 back up to Vcc.
The catch diode 1505 can prevent node V1 from increas-
ing above (VE+0.3V), thereby preventing any current
from flowing through the RRAM 111 in the opposite di-
rection. Thus, the catch diode 1505 can prevent the re-
sistance of the RRAM 111 from decreasing. Now the re-
sistance of RRAM 111 can be adjusted upward in unidi-
rectional fashion (i.e., increased) as a function of the
number and magnitude of pulses. That is, the resistance
of the RRAM 111 can increase with each pulse and the
per pulse rate of the increase will depend upon the mag-
nitude of the pulses. In order words, the conductance of
the RRAM will decrease with each pulse and the per
pulse rate of the decrease will depend on the magnitude
of the pulses.
[0068] For example, FIG. 16A is a schematic diagram
illustrating additional components that could be em-
ployed to implement one writing scheme in which con-
ductance is increased using a capacitively coupled cur-
rent pulse with a synchronous rectifier. Specifically, a ca-
pacitor 1601 can be connected in series between a driver
1602 (e.g., an inverter, as illustrated) and one terminal
of the RRAM 111, 211 and the opposite terminal of the
RRAM 111, 211 can be connected (e.g., by a switch) to
ground. V1 can be a node between the capacitor 1601
and the RRAM 111, 211 and V2 can be a node between
the capacitor 1601 and the driver 1602. Additionally, an
NFET 1605 can be connected in series between the node
V1 and ground and can be controlled by a gate voltage
(Q). The capacitor 1601 can deliver a peak current of
C(dV/dt). This peak current can decay through the RRAM
111, 211. The value of the peak current can be adjusted
by adjusting the value of the coupling capacitor 1601 or
the delta-v. The output of the driver 1602 can be loaded
with parasitic capacitance (Cp) to slow down the rise time
(increase the dt). With this configuration, the conduct-
ance of RRAM 111, 211 can be increased with the ap-
plication of current pulses, as shown in FIG. 16B. For
example, with the configuration of FIG. 16A, V1 can ini-
tially be set at ground by switching Q to Vcc and V2 can
also initially be set at ground. When the driver 1602
changes state, V2 can switch from ground to Vcc, thereby
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causing current to flow through capacitor 1601 and the
RRAM 111, 211 to ground. This direction of current flow
can cause the resistance of RRAM 111, 211 to be re-
duced and can pull V2 back down to ground. When V2
changes state from Vcc back to ground but the NFET
1605 is still turned on, node V1 will be clamped to ground
and current flow through the RRAM 111, 211 in the op-
posite direction is prevented. Thus, the NFET 1605 can
be used to prevent any increase in the resistance of the
RRAM 111, 211. Now, the resistance of the RRAM 111,
211 can be adjusted downward in a unidirectional fashion
(i.e., decreased) as a function of the number and mag-
nitude of pulses. That is, the resistance of the RRAM
111, 211 can be reduced with each pulse and the per
pulse rate of decrease will depend upon the magnitude
of the pulses. In order words, with this configuration, the
conductance of the RRAM 111, 211 can be increased
with each pulse and the per pulse rate of increase will
depend on the magnitude of the pulses.
[0069] For example, FIG. 17A is a schematic diagram
illustrating additional components that could be em-
ployed to implement one writing scheme in which con-
ductance is decreased using a capacitively coupled cur-
rent pulse with a synchronous rectifier. Specifically, a ca-
pacitor 1701 can be connected in series between a driver
1702 (e.g., an inverter, as illustrated) and one terminal
of the RRAM 111, 211 and the opposite terminal of the
RRAM 111, 211 can be connected (e.g., by a switch) to
ground. V1 can be a node between the capacitor 1701
and the RRAM 111, 211 and V2 can be a node between
the capacitor 1701 and the driver 1702. Additionally, a
PFET 1705 can be connected in series between the node
V1 and Vcc and can be controlled by a gate voltage (Q).
The capacitor 1701 can deliver a peak current of
C(dV/dt). This peak current can decay through the RRAM
111, 211. The value of the peak current can be adjusted
by adjusting the value of the coupling capacitor 1701 or
the delta-v. The output of the driver 1702 can be loaded
with parasitic capacitance (Cp) to slow down the rise time
(increase the dt). With this configuration, the conduct-
ance of RRAM 111, 211 can be decreased with the ap-
plication of current pulses, as shown in FIG. 17B. For
example, with the configuration of FIG. 17A, V1 can ini-
tially be set at Vcc by switching Q to ground and Vcc can
also initially be set at Vcc. When the driver 1702 changes
state, V2 will switch from Vcc to ground, thereby causing
the flow of current through the through the RRAM 111,
211 and capacitor 1701. This direction of current flow
can cause an increase in the resistance of the RRAM
111, 211 and can pull V2 back up to Vcc. When V2 chang-
es state from ground back to Vcc but the PFET 1705 is
still turned on, node V1 will be clamped to Vcc and current
flow through the RRAM 111, 211 in the opposite direction
is prevented. Thus, the PFET 1705 can be used to pre-
vent any decrease in the resistance of the RRAM 111.
211. Now, the resistance of the RRAM 111, 211 can be
adjusted upward in a unidirectional fashion (i.e., in-
creased) as a function of the number and magnitude of

pulses. That is, the resistance of the RRAM 111, 211 can
be increased with each pulse and the per pulse rate of
increase will depend upon the magnitude of the pulses.
In order words, with this configuration, the conductance
of the RRAM 111, 211 can be decreased with each pulse
and the per pulse rate of increase will depend on the
magnitude of the pulses.
[0070] For example, FIG. 18A is a schematic diagram
illustrating additional components that could be em-
ployed to implement one writing scheme in which con-
ductance is increased using a capacitor reservoir for gen-
erating the pulsed current. Specifically, a pair of switches
1802 and 1803 (e.g., NFET switches), which are control-
led by control signals Q and Qbar, respectively, can be
series-connected between the output of the amplifier
115, 215 and one terminal of the RRAM 111, 211 and
the opposite terminal can be connected to ground (e.g.,
via another switch). Additionally, a reservoir capacitor
1801 can be connected between an intermediate node
(which is at the interface between the switches
1802-1803) and ground such that it is connected in par-
allel with the RRAM 111, 211. The max voltage on the
RRAM 111, 211 can be controlled to deliver "program-
mable" amounts of charge and peak current thereto. The
capacitance (C) of the capacitor 1801 can be varied for
programmable charge packets. Vcc can also be varied
for a programmable peak current and programmable
charge packets. The current pulses into the RRAM 111,
211 will be proportional to Vcc, which can be adjusted to
a lower value over time. The reservoir capacitor 1801 will
limit the total amount of current flow into RRAM 111, 211
for any given pulse. With this configuration, conductance
of RRAM 111, 211 can be increased with the application
of current pulses, as shown in FIG. 18B. For example,
with the configuration of FIG. 18A, C of the capacitor
1801 can initially be charged to Vcc, Q can be high and
Qbar can be low. Thus, the voltage across the RRAM
can be at ground because the switch 1803 is open. Q
can then go low and Qbar can go high such that the ca-
pacitor 1801 is disconnected from Vcc and instead con-
nected to the RRAM 111, 211 thereby causing current
to flow from the capacitor 1801 through the RRAM 111,
211 to ground. This direction of current flow can cause
the resistance of RRAM 111, 211 to be reduced. The
cycle can be repeated. That is, Q can go high and Qbar
can go low, disconnecting the capacitor 1801 from the
RRAM 111, 211 and connecting it to Vcc for charging
and so on. The more times the cycle is repeated, the
more the resistance of the RRAM is reduced (i.e., the
conductance of the RRAM 111, 211 is increased).
[0071] For example, FIG. 19A is a schematic diagram
illustrating additional components that could be em-
ployed to implement one writing scheme in which con-
ductance is decreased using a capacitor reservoir for
generating the pulsed current. Specifically, a pair of
switches 1902 and 1903 (e.g., NFET switches), which
are controlled by control signals Q and Qbar, respective-
ly, can be series-connected between the output of the
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amplifier 115, 215 and one terminal of the RRAM 111,
211 and the opposite terminal can be connected to Vcc
(e.g., via another switch). Additionally, a reservoir capac-
itor 1901 can be connected between an intermediate
node (which is at the interface between the switches
1902-1903) and ground such that it is connected in par-
allel with the RRAM 111, 211. The max voltage on the
RRAM 111, 211 can be controlled to deliver "program-
mable" amounts of charge and peak current thereto. The
capacitance (C) of the capacitor 1901 can be varied for
programmable charge packets. Vcc can also be varied
for a programmable peak current and programmable
charge packets. The current pulses into the RRAM 111,
211 will be proportional to Vcc, which can be adjusted to
a lower value over time. The reservoir capacitor 1901 will
limit the total amount of current flow into RRAM 111, 211
for any given pulse. With this configuration, conductance
of RRAM 111, 211 can be decreased with the application
of current pulses, as shown in FIG. 19B. For example,
with the configuration of FIG. 19A, C of the capacitor
1901 can initially be charged to Vee (i.e., a low voltage),
Q is high and Qbar is low such that the switch 1903 is
open. Thus, the voltage across the RRAM is Vcc. Q can
then go low and Qbar can go high such that the capacitor
1901 is disconnected from Vee and instead connected
to the RRAM 111, 211, thereby causing current to flow
from Vcc through the RRAM 111, 211 to the capacitor
1901 (which is charged to Vee). This direction of current
flow can cause the resistance of RRAM 111, 211 to be
increased. The cycle can be repeated. That is, Q can go
high and Qbar can go low, disconnecting the capacitor
1901 from the RRAM 111, 211 and connecting it to Vee
for charging and so on. The more times the cycle is re-
peated, the more the resistance of the RRAM is increased
(i.e., the conductance of the RRAM 111, 211 is de-
creased).
[0072] It should be noted that additional components
can be employed in the structure 100, 200 to facilitate
reversing the programming of any RRAM. For example,
as illustrated in FIG. 20, each RRAM can have an asym-
metric physical structure with different top and bottom
electrodes (as indicated by the dot on one terminal) and
these terminals can be selectively connected by switches
to different ones of the same two nodes (e.g., node VA
and node VB). If the process flow used to increase the
conductance has "overshot" the target conductance,
then the direction of current flow can be switched by
switching the node connections of the RRAM terminals.
In any of the programming structures shown in FIGs.
9-19A described above switches can be placed at the
different terminals to allow for the reversal of current flow,
as illustrated in FIG. 20. Additional components can also
be employed in the structure 100, 200 to facilitate erasing
prior programming of each programmable resistor
111-112 in each dual resistor memory element 110. For
example, FIG. 21 is a schematic diagram illustrating ad-
ditional components that could be employed to imple-
ment both a writing and an erasing scheme. Referring to

FIG. 21 in combination with any of FIGs. 1 and 2, a weak
PFET 2101 can have a source region connected to a
positive supply voltage (e.g., Vcc) and a drain region con-
nected to a programming node on a bitline 101, 201 (e.g.,
in the same manner as in FIG. 9 discussed above). An
NFET 2102 can further be connected in series between
the same programming node and ground. During a write
mode, the feedback buffer circuit connected to the bitline
can be switched off, the NFET 2102 can be off, and the
output of the amplifier 115, 215 can be switched to a low
value. The gate of the PFET 2101 can be controlled by
a write control signal that is lowered (e.g., by a control
signal from a controller, not shown) in small increments
to increase the conductivity of the PFET 2101. As the
PFET 2101 gradually turns on, there will be a correspond-
ing increase in programming current through the RRAM
111, 211, thereby increasing the conductivity of the PFET
2101. The PFET 2101 can subsequently be turned off
and the feedback buffer circuit connected to the bitline
101, 201 can be turned back on, again biasing the bitline
101, 201 to Vvg. During the erase mode, the output of
the amplifier 115, 215 can be switched to high and the
NFET 2102 can be turned on. Such an erase process,
like the write process, can be performed on one program-
mable resistor at a time. Alternatively, all programmable
resistors in a memory bank, all programmable resistors
in a column of memory banks or all programmable resis-
tors in the memory bank array can be concurrently
erased.
[0073] In the disclosed structures, the memory ele-
ments are described above and shown in the figures as
being either single resistor memory elements or dual re-
sistor memory elements. However, it should be under-
stood that the figures and description thereof are not in-
tended to be limiting. Alternatively, the disclosed struc-
tures could include memory elements with more than two
programmable resistors. In this case, each memory bank
would have a corresponding number of bitlines with feed-
back buffer circuits and each column of memory banks
would have additional circuitry (e.g., addition or subtrac-
tion circuitry) to combine the current outputs from all bit-
lines as appropriate depending upon whether the values
stored correspond to positive or negative weight values.
[0074] It should be understood that the terminology
used herein is for the purpose of describing the disclosed
structures and methods and is not intended to be limiting.
For example, as used herein, the singular forms "a", "an"
and "the" are intended to include the plural forms as well,
unless the context clearly indicates otherwise. Addition-
ally, as used herein, the terms "comprises", "comprising",
"includes" and/or "including" specify the presence of stat-
ed features, integers, steps, operations, elements,
and/or components, but do not preclude the presence or
addition of one or more other features, integers, steps,
operations, elements, components, and/or groups there-
of. Furthermore, as used herein, terms such as "right",
"left", "vertical", "horizontal", "top", "bottom", "upper",
"lower", "under", "below", "underlying", "over", "overly-
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ing", "parallel", "perpendicular", etc., are intended to de-
scribe relative locations as they are oriented and illus-
trated in the drawings (unless otherwise indicated) and
terms such as "touching", "in direct contact", "abutting",
"directly adjacent to", "immediately adjacent to", etc., are
intended to indicate that at least one element physically
contacts another element (without other elements sepa-
rating the described elements). The term "laterally" is
used herein to describe the relative locations of elements
and, more particularly, to indicate that an element is po-
sitioned to the side of another element as opposed to
above or below the other element, as those elements are
oriented and illustrated in the drawings. For example, an
element that is positioned laterally adjacent to another
element will be beside the other element, an element that
is positioned laterally immediately adjacent to another
element will be directly beside the other element, and an
element that laterally surrounds another element will be
adjacent to and border the outer sidewalls of the other
element. The corresponding structures, materials, acts,
and equivalents of all means or step plus function ele-
ments in the claims below are intended to include any
structure, material, or act for performing the function in
combination with other claimed elements as specifically
claimed.
[0075] The descriptions of the various embodiments
of the present invention have been presented for purpos-
es of illustration but are not intended to be exhaustive or
limited to the embodiments disclosed. Many modifica-
tions and variations will be apparent to those of ordinary
skill in the art without departing from the scope and spirit
of the described embodiments. The terminology used
herein was chosen to best explain the principles of the
embodiments, the practical application or technical im-
provement over technologies found in the marketplace,
or to enable others of ordinary skill in the art to understand
the embodiments disclosed herein.
[0076] In summary of the present disclosure, the fol-
lowing embodiments are explicitly disclosed:

Embodiment 1:

[0077] A structure comprising:

an array of memory banks arranged in rows and col-
umns, wherein each memory bank comprises:

input nodes;
a bitline;
memory elements, wherein each memory ele-
ment comprises a programmable resistor con-
nected between a corresponding input node and
the bitline; and
a feedback buffer circuit connected to the bitline,
and

wherein each row of the memory banks comprises
an initial memory bank comprising:

track-and-hold devices connected to the input
nodes; and
amplifiers connected between the input nodes
and the memory elements.

Embodiment 2:

[0078] The structure of embodiment 1, wherein each
track-and-hold device comprises:

an analog voltage terminal;
a track node connected to an input node;
a switch connected between the analog voltage ter-
minal and the track node; and
a capacitor connected between the track node and
ground,

wherein, in a track mode, the switch connects the
analog voltage terminal to the track node and the
capacitor stores a stored voltage equal to an analog
voltage at the analog voltage terminal, and
wherein, in a hold mode, the switch disconnects the
analog voltage terminal from the track node.

Embodiment 3:

[0079] The structure of embodiment 2, wherein each
amplifier receives the stored voltage as an input voltage,
adds a virtual ground voltage to the input voltage, and
outputs a level shifted input voltage equal to a sum of the
input voltage and the virtual ground voltage.

Embodiment 4:

[0080] The structure of one of embodiments 1 to 3,
wherein, within each memory bank, the feedback buffer
circuit biases the bitline to a virtual ground voltage.

Embodiment 5:

[0081] The structure of one of embodiments 1 to 4,
wherein the bitline comprises a bias node and the feed-
back buffer circuit is connected to the bias node and the
output node.

Embodiment 6:

[0082] A structure comprising:

an array of memory banks arranged in rows and col-
umns, wherein each memory bank comprises:

input nodes;
an output node;
a bitline comprising a bias node;
memory elements, wherein each memory ele-
ment comprises a programmable resistor con-
nected between a corresponding input node and
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the bitline; and
a feedback buffer circuit connected to the bias
node and the output node, and

wherein each row of the memory banks comprises
an initial memory bank comprising:

track-and-hold devices connected to the input
nodes; and
amplifiers connected between the input nodes
and the memory elements.

Embodiment 7:

[0083] The structure of embodiment 5 or 6, wherein
each track-and-hold device comprises:

an analog voltage terminal;
a track node connected to an input node;
a switch connected between the analog voltage ter-
minal and the track node; and
a capacitor connected between the track node and
ground,

wherein, in a track mode, the switch connects the
analog voltage terminal to the track node and the
capacitor stores a stored voltage equal to an analog
voltage at the analog voltage terminal, and
wherein, in a hold mode, the switch disconnects the
analog voltage terminal from the track node.

Embodiment 8:

[0084] The structure of embodiment 7, wherein each
amplifier receives the stored voltage as an input voltage,
adds a virtual ground voltage to the input voltage, and
outputs a level shifted input voltage equal to a sum of the
input voltage and the virtual ground voltage.

Embodiment 9:

[0085] The structure of embodiment 8, further compris-
ing:

sets of row interconnect lines interconnecting adja-
cent memory banks within each row and communi-
cating level shifted input voltages from memory bank
to memory bank within the rows; and
voltage buffers integrated into at least some of the
memory banks to buffer the level shifted input volt-
ages.

Embodiment 10:

[0086] The structure of one of embodiments 5 to 9,
wherein, within each memory bank, the feedback buffer
circuit biases the bias node to a virtual ground voltage
and output, at the output node of the memory bank, a

buffered bank-specific output current dependent on a
sum of all output currents from all programmable resis-
tors of the memory elements in the memory bank, where-
in the structure further comprises column interconnect
lines for the columns, respectively, and wherein each col-
umn interconnect line for each column is connected to
all output nodes of all memory banks in the column and
receives and sums all buffered bank-specific output cur-
rents from all memory banks in the column.

Embodiment 11:

[0087] The structure of embodiment 10, further com-
prising current-to-voltage converters for the columns, re-
spectively, wherein each current-to-voltage converter for
each column is connected to the column interconnect
line for the column, receives, from the column intercon-
nect line for the column, a column-specific output current
equal to a sum of the buffered bank-specific output cur-
rents from the memory banks in the column, and outputs
a column-specific analog output voltage based on a the
column-specific output current.

Embodiment 12:

[0088] The structure of embodiment 11, wherein the
column-specific analog output voltage represents a so-
lution for a dot product computation.

Embodiment 13:

[0089] The structure of one of embodiments 1 to 12,
wherein, within each memory element, the programma-
ble resistor is programmable to any of multiple different
resistance states to store a weight value as a function of
a programmed resistance state.

Embodiment 14:

[0090] The structure of one of embodiments 1 to 13,
wherein the programmable resistor of each memory el-
ement comprises any of a resistive random access mem-
ory-type resistor, a phase change memory-type resistor,
and a magnetic tunnel junction-type resistor.

Embodiment 15:

[0091] The structure of one of embodiments 5 to 14,
wherein the output node is a first output node, the bitline
is a first bitline, the bias node is a first bias node, and the
memory elements are dual resistor memory elements,
wherein the programmable resistor between a corre-
sponding intput node and the first bitline is a first pro-
grammable resistor, wherein the feedback buffer circuit
connected to the first bias node and the first output node
is a first feedback buffer circuit, and wherein the structure
further comprises:
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a second bitline comprising a second bias node,
a second programmable resistor connected be-
tween the corresponding input node and the second
bitline, and
a second feedback buffer circuit connected to the
second bias node and the second output node.

Embodiment 16:

[0092] A structure comprising:

an array of memory banks arranged in rows and col-
umns, wherein each memory bank comprises:

input nodes;
a first output node;
a second output node;
a first bitline comprising a first bias node;
a second bitline comprising a second bias node;
dual resistor memory elements, wherein each
dual resistor memory element comprises:

a first programmable resistor connected be-
tween a corresponding input node and the
first bitline; and
a second programmable resistor connected
between the corresponding input node and
the second bitline;
a first feedback buffer circuit connected to
the first bias node and the first output node;
and
a second feedback buffer circuit connected
to the second bias node and the second out-
put node, and

wherein each row of the memory banks comprises
an initial memory bank comprising: track-and-hold
devices connected to the input nodes; and amplifiers
connected between the input nodes and the memory
elements.

Embodiment 17:

[0093] The structure of embodiment 15 or 16, wherein
each track-and-hold device comprises:

an analog voltage terminal;
a track node connected to an input node;
a switch connected between the analog voltage ter-
minal and the track node; and
a capacitor connected between the track node and
ground,

wherein, in a track mode, the switch connects the
analog voltage terminal to the track node and the
capacitor stores a stored voltage equal to an analog
voltage at the analog voltage terminal, and
wherein, in a hold mode, the switch disconnects the

analog voltage terminal from the track node.

Embodiment 18:

[0094] The structure of embodiment 17, wherein each
amplifier receives the stored voltage as an input voltage,
adds a virtual ground voltage to the input voltage, and
outputs a level shifted input voltage equal to a sum of the
input voltage and the virtual ground voltage.

Embodiment 19:

[0095] The structure of embodiment 18, further com-
prising:

sets of row interconnect lines interconnecting adja-
cent memory banks within each row and communi-
cating level shifted input voltages from memory bank
to memory bank within the rows; and
voltage buffers integrated into at least some of the
memory banks to buffer the level shifted input volt-
ages.

Embodiment 20:

[0096] The structure of one of embodiments 15 to 19,
wherein, within each memory bank, the first feedback
buffer circuit biases the first bias node to a virtual ground
voltage and outputs, at the first output node of the mem-
ory bank, a buffered bank-specific first output current de-
pendent on a sum of all first output currents from all first
programmable resistors of the dual resistor memory el-
ements in the memory bank and the second feedback
buffer circuit biases the second bias node to the virtual
ground voltage and outputs, at the second output node
of the memory bank, a buffered bank-specific second
output current dependent on sum of all second output
currents from all second programmable resistors of the
dual resistor memory elements in the memory bank,
wherein the structure further comprises pairs of column
interconnect lines for the columns, respectively, and
wherein each pair of column interconnect lines for each
column comprises:

a first column interconnect line connected to all first
output nodes of all memory banks in the column,
wherein the first column interconnect line receives
and sums all buffered bank-specific first output cur-
rents from all memory banks in the column; and
a second column interconnect line connected to all
second output nodes of all memory banks in the col-
umn, wherein the second column interconnect line
receives and sums all buffered bank-specific second
output currents from all memory banks in the column.

Embodiment 21:

[0097] The structure of embodiment 20, further com-
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prising subtractors for the columns, respectively, wherein
each subtractor for each column is connected to the pair
of the column interconnect lines for the column, receives,
from the first column interconnect line of the pair, a col-
umn-specific first output current equal to a sum of the
buffered bank-specific first output currents from the mem-
ory banks in the column, receives, from the second col-
umn interconnect line of the pair, a column-specific sec-
ond output current equal to a sum of the buffered bank-
specific second output currents from the memory banks
in the column, and outputs a column-specific analog out-
put parameter based on a difference between the col-
umn-specific first output current and the column-specific
second output current, and wherein the column-specific
analog output parameter comprises a column-specific
analog output voltage representing a solution for a dot
product computation.

Embodiment 22:

[0098] The structure of one of embodiments 15 to 21,
wherein, within each dual resistor memory element, the
first programmable resistor and the second programma-
ble resistor are programmable to any of multiple different
resistance states to store a total weight value as a func-
tion of a programmed first resistance state of the first
programmable resistor representing a positive weight
value and a programmed second resistance state of the
second programmable resistor representing a negative
weight value.

Claims

1. A structure comprising:

an array of memory banks arranged in rows and
columns, wherein each memory bank compris-
es:

input nodes;
a bitline;
memory elements, wherein each memory
element comprises a programmable resis-
tor connected between a corresponding in-
put node and the bitline; and
a feedback buffer circuit connected to the
bitline, and

wherein each row of the memory banks com-
prises an initial memory bank comprising:

track-and-hold devices connected to the in-
put nodes; and
amplifiers connected between the input
nodes and the memory elements.

2. The structure of claim 1, wherein, within each mem-

ory element, the programmable resistor is program-
mable to any of multiple different resistance states
to store a weight value as a function of a programmed
resistance state.

3. The structure of claim 1 or 2, wherein the program-
mable resistor of each memory element comprises
any of a resistive random access memory-type re-
sistor, a phase change memory-type resistor, and a
magnetic tunnel junction-type resistor.

4. The structure of one of claims 1 to 3, wherein, within
each memory bank, the feedback buffer circuit bias-
es the bitline to a virtual ground voltage.

5. The structure of one of claims 1 to 4, wherein the
bitline comprises a bias node and the feedback buff-
er circuit is connected to the bias node and the output
node.

6. The structure of claim 5, wherein, within each mem-
ory bank, the feedback buffer circuit biases the bias
node to a virtual ground voltage and outputs, at the
output node of the memory bank, a buffered bank-
specific output current dependent on a sum of all
output currents from all programmable resistors of
the memory elements in the memory bank, wherein
the structure further comprises column interconnect
lines for the columns, respectively, and wherein each
column interconnect line for each column is connect-
ed to all output nodes of all memory banks in the
column and receives and sums all buffered bank-
specific output currents from all memory banks in
the column.

7. The structure of claim 6, further comprising current-
to-voltage converters for the columns, respectively,
wherein each current-to-voltage converter for each
column is connected to the column interconnect line
for the column, receives, from the column intercon-
nect line for the column, a column-specific output
current equal to a sum of the buffered bank-specific
output currents from the memory banks in the col-
umn, and outputs a column-specific analog output
voltage based on a the column-specific output cur-
rent.

8. The structure of claim 7, wherein the column-specific
analog output voltage represents a solution for a dot
product computation.

9. The structure of one of embodiments 5 to 8, wherein
the output node is a first output node, the bitline is a
first bitline, the bias node is a first bias node, and the
memory elements are dual resistor memory ele-
ments, wherein the programmable resistor between
a corresponding intput node and the first bitline is a
first programmable resistor, wherein the feedback
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buffer circuit connected to the first bias node and the
first output node is a first feedback buffer circuit, and
wherein the structure further comprises:

a second bitline comprising a second bias node,
a second programmable resistor connected be-
tween the corresponding input node and the
second bitline, and
a second feedback buffer circuit connected to
the second bias node and the second output
node.

10. The structure of claim 9, wherein, within each mem-
ory bank, the first feedback buffer circuit biases the
first bias node to a virtual ground voltage and outputs,
at the first output node of the memory bank, a buff-
ered bank-specific first output current dependent on
a sum of all first output currents from all first pro-
grammable resistors of the dual resistor memory el-
ements in the memory bank and the second feed-
back buffer circuit biases the second bias node to
the virtual ground voltage and outputs, at the second
output node of the memory bank, a buffered bank-
specific second output current dependent on sum of
all second output currents from all second program-
mable resistors of the dual resistor memory elements
in the memory bank,

wherein the structure further comprises pairs of
column interconnect lines for the columns, re-
spectively, and
wherein each pair of column interconnect lines
for each column comprises:

a first column interconnect line connected
to all first output nodes of all memory banks
in the column, wherein the first column in-
terconnect line receives and sums all buff-
ered bank-specific first output currents from
all memory banks in the column; and
a second column interconnect line connect-
ed to all second output nodes of all memory
banks in the column, wherein the second
column interconnect line receives and sums
all buffered bank-specific second output
currents from all memory banks in the col-
umn.

11. The structure of claim 10, further comprising sub-
tractors for the columns, respectively, wherein each
subtractor for each column is connected to the pair
of the column interconnect lines for the column, re-
ceives, from the first column interconnect line of the
pair, a column-specific first output current equal to a
sum of the buffered bank-specific first output cur-
rents from the memory banks in the column, re-
ceives, from the second column interconnect line of
the pair, a column-specific second output current

equal to a sum of the buffered bank-specific second
output currents from the memory banks in the col-
umn, and outputs a column-specific analog output
parameter based on a difference between the col-
umn-specific first output current and the column-spe-
cific second output current, and wherein the column-
specific analog output parameter comprises a col-
umn-specific analog output voltage representing a
solution for a dot product computation.

12. The structure of one of claims 9 to 11, wherein, within
each dual resistor memory element, the first pro-
grammable resistor and the second programmable
resistor are programmable to any of multiple different
resistance states to store a total weight value as a
function of a programmed first resistance state of the
first programmable resistor representing a positive
weight value and a programmed second resistance
state of the second programmable resistor repre-
senting a negative weight value.

13. The structure of one of claims 1 to 12, wherein each
track-and-hold device comprises:

an analog voltage terminal;
a track node connected to an input node;
a switch connected between the analog voltage
terminal and the track node; and
a capacitor connected between the track node
and ground,
wherein, in a track mode, the switch connects
the analog voltage terminal to the track node
and the capacitor stores a stored voltage equal
to an analog voltage at the analog voltage ter-
minal, and
wherein, in a hold mode, the switch disconnects
the analog voltage terminal from the track node.

14. The structure of claim 13, wherein each amplifier re-
ceives the stored voltage as an input voltage, adds
a virtual ground voltage to the input voltage, and out-
puts a level shifted input voltage equal to a sum of
the input voltage and the virtual ground voltage.

15. The structure of claim 14, further comprising:

sets of row interconnect lines interconnecting
adjacent memory banks within each row and
communicating level shifted input voltages from
memory bank to memory bank within the rows;
and
voltage buffers integrated into at least some of
the memory banks to buffer the level shifted in-
put voltages.
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