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SUMMARY OF THE INVENTION IMAGE CAPTURING APPARATUS AND 
NON - TRANSITORY RECORDING MEDIUM 

CROSS - REFERENCE TO RELATED 
APPLICATION 

[ 0001 ] This application is a continuation of application 
Ser . No. 16 / 369,015 , filed Mar. 29 , 2019 , the entire disclo 
sure of which is hereby incorporated by reference . 

BACKGROUND OF THE INVENTION 

Field of the Invention 

[ 0002 ] The present invention relates to an image capturing 
apparatus and a non - transitory recording medium . 

Description of the Related Art 
[ 0003 ] When a still image or a moving image is shot by an 
image capturing apparatus such as a camera , usually , a user 
determines an object to be shot through a finder or the like , 
checks a shooting state on his own to adjust framing of an 
image to be shot , and then shoots the image . Such an image 
capturing apparatus is equipped with a function of detecting 
an operational error made by the user and notifying the user 
of the detected error , as well as detecting an external 
environment and notifying the user if the external environ 
ment is not appropriate for shooting . Also , there have 
conventionally been mechanisms for controlling a camera so 
as to achieve a state appropriate for shooting . 
[ 0004 ] Meanwhile , there are lifelogging cameras for regu 
larly and continuously performing shooting images without 
the user giving a shooting instruction . Japanese Patent 
Laid - Open No. 2016-536868 is an example thereof . A 
lifelogging camera is used in a state in which it is attached 
to a user's body with a strap or the like , and records scenes 
that the user sees in his daily life as a video at fixed time 
intervals . In the shooting using the lifelogging camera , the 
user does not shoot an image at an intende timing by 
releasing a shutter , for example , but shooting is performed 
at fixed time intervals , and thus , unintended moments that 
are not usually shot can be left as a video . 
[ 0005 ] A search through sound source direction detection 
is known as a method of detecting an object to be shot by a 
lifelogging camera . An object that is present out of the angle 
of view can be detected by detecting a direction from which 
sound comes based on sound information that is input to a 
sound collection unit or the like provided in the lifelogging 

[ 0008 ] The present invention has been made in view of the 
foregoing problem , and aims to provide a technique capable 
of setting an image capturing apparatus so as to be oriented 
toward a desired direction for a user . 
[ 0009 ] According to a first aspect of the invention , there is 
provided an image capturing apparatus comprising : an 
image capturing unit configured to move its image capturing 
direction ; a sound input unit including a plurality of micro 
phones ; a sound source direction detecting unit configured to 
detect a sound source direction based on sound data input 
from the sound input unit ; a control unit configured to 
perform processing related to image capturing ; and a vibra 
tion detecting unit configured to detect a vibration due to a 
contact on a housing of the image capturing apparatus , 
wherein , in a case where a vibration due to a contact is 
detected by the vibration detecting unit , the sound source 
direction detecting unit detects a direction of sound due to 
the contact , wherein the control unit estimates a position of 
the contact on the housing , and wherein the control unit sets 
the image capturing direction of the image capturing unit to 
a direction based on the estimated position . 
[ 0010 ] According to a second aspect of the invention , 
there is provided an image capturing apparatus comprising : 
an image capturing unit configured to move its image 
capturing direction , a recognition unit configured to recog 
nize a sound command based on sound data input from a 
microphone ; and a control unit configured to cause the 
image capturing unit to capture a video or an image in a 
predetermine direction in accordance with the recognized 
sound command , wherein , in a case where a preset sound 
command is recognized by the recognition unit , the control 
unit determines the predetermined direction based on a 
plurality of images captured while changing the image 
capturing direction of the image capturing unit . 
[ 0011 ] According to a third aspect of the invention , there 
is provided an image capturing apparatus comprising : an 
image capturing unit configured to move its image capturing 
direction is variable , comprising : a sound input unit includ 
ing a plurality of microphones ; a recognition unit configured 
to recognize a sound command indicated by sound data 
input from the sound input unit ; a sound source direction 
detecting unit configured to detect a sound source direction 
based on sound data input from the sound input unit ; and a 
control unit configured to perform processing related to 
image capturing , wherein the control unit performs control 
to match the image capturing direction of the image captur 
ing unit to the sound source direction detected by the sound 
source direction detecting unit , wherein , in a case where a 
first sound command is recognized by the recognition unit , 
the control unit determines a direction in which a person's 
face is oriented that is obtained by performing control to 
match the image capturing direction of the image capturing 
unit to the sound source direction detected by the sound 
source direction detecting unit , wherein the control unit 
stores the determined direction as a direction in which an 
image is to be captured when a second sound command is 
recognized , and in a case where the second sound command 
is recognized , the control unit performs control to match the 
image capturing direction of the image capturing unit to the 
stored direction and captures an image . 
[ 0012 ] According to a fourth aspect of the invention , there 
is provided a non - transitory recording medium storing a 
program for causing an image capturing apparatus , which 

camera . 

[ 0006 ] Also , camera control by means of sound recogni 
tion is known as a method of controlling the lifelogging 
camera . An instruction to start shooting , for example , can be 
controlled using voice of an operator without making any 
operation to a button or a UI , by associating a specific word 
with a specific control . 
[ 0007 ] However , when a lifelogging camera is in a state in 
which it is attached to a user's body , problems often arises , 
e.g. even if an instruction to start shooting is given by voice , 
the positional relationship with the person to which the 
lifelogging camera is attached is incorrectly recognized 
depending on the attaching position , and shooting cannot be 
performed in an intended direction . 
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operation to orient the face toward a desired direction , the 
direction in which an image is to be captured can be 
registered when the specific sound command is uttered . 
[ 0018 ] Further features of the present invention will 
become apparent from the following description of exem 
plary embodiments with reference to the attached drawings . 

BRIEF DESCRIPTION OF THE DRAWINGS 

includes an image capturing unit whose image capturing 
direction is variable , and a sound input unit including a 
plurality of microphones , to perform a control method , the 
control method comprising : detecting a sound source direc 
tion based on sound data input from the sound input unit ; 
performing processing related to image capturing ; and 
detecting a vibration due to a contact on a housing of the 
image capturing apparatus , wherein , in a case where a 
vibration due to a contact is detected , a direction of sound 
due to the contact is detected , wherein a position of the 
contact on the housing is estimated , and wherein the image 
capturing direction of the image capturing unit is set to a 
direction based on the estimated position . 
[ 0013 ] According to a fifth aspect of the invention , there 
is provided a non - transitory recording medium storing a 
program for causing an image capturing apparatus , which 
includes an image capturing unit whose image capturing 
direction is variable , to perform a control method , the 
control method comprising : recognizing a sound command 
based on sound data input from a microphone ; and causing 
the image capturing unit to capture a video or an image in 
a predetermine direction in accordance with the recognized 
sound command , wherein , in a case where a preset sound 
command is recognized , the predetermined direction is 
determined based on a plurality of images captured while 
changing the image capturing direction of the image cap 
turing unit . 
[ 0014 ] According to a sixth aspect of the invention , there 
is provided a non - transitory recording medium storing a 
program for causing an image capturing apparatus , which 
includes an image capturing unit whose image capturing 
direction is variable , and a sound input unit including a 
plurality of microphones , to perform a control method , the 
control method comprising : recognizing a sound command 
indicated by sound data input from the sound input unit ; 
detecting a sound source direction based on sound data input 
from the sound input unit ; and performing processing related 
to image capturing , wherein the image capturing direction of 
the image capturing unit is controlled to match to the sound 
source direction detected in the detecting , wherein , in a case 
where a first sound command is recognized in the recogniz 
ing , a direction in which a person's face is oriented that is 
obtained by performing control to match the image captur 
ing direction of the image capturing unit to the sound source 
direction detected in the detecting is determined , wherein 
the determined direction is stored as a direction in which an 
image is to be captured when a second sound command is 
recognized in the recognizing , and in a case where the 
second sound command is recognized in the recognizing , the 
image capturing direction of the image capturing unit is 
controlled to match to the stored direction and an image is 
captured . 
[ 0015 ] According to the first aspect of the invention , by 
performing an operation to knock the image capturing 
apparatus , a user can orient the image capturing direction 
toward a direction corresponding to the knocking position , 
rather than using sound . 
[ 0016 ] According to the second aspect of the invention , a 
direction to serve as a front direction for the user can be set 
by uttering the preset sound command to determine a 
position at which the image capturing apparatus is to be set 
up . 
[ 0017 ] According to the third aspect of the invention , only 
by uttering the preset sound command and performing an 

[ 0019 ) FIG . 1 is a block diagram of an image capturing 
apparatus according to embodiments . 
[ 0020 ] FIG . 2 is a detailed block diagram of a sound input 
unit and a sound signal processing unit according to the 
embodiments . 
[ 0021 ] FIGS . 3A to 3E show external views and usage 
examples of the image capturing apparatus according to the 
embodiments . 
[ 0022 ] FIG . 4 illustrates a panning operation and a tilting 
operation of the image capturing apparatus according to the 
embodiments . 
[ 0023 ] FIGS . 5A and 5B are flowcharts illustrating a 
processing procedure of a central processing unit according 
to the embodiments . 
[ 0024 ] FIG . 6 is a flowchart illustrating the details of 
sound command processing in FIG . 5B . 
[ 0025 ] FIG . 7 shows a relationship between sound com 
mands and meanings of the sound commands according to 
the embodiments . 
[ 0026 ] FIG . 8 is a timing chart from a start a moving 
image shooting start command according to the embodi 
ments . 

[ 0027 ] FIGS . 9A to 9C illustrate a sound source direction 
detection method according to the embodiments . 
[ 0028 ] FIGS . 10A and 10B illustrate a detection method in 
the case where a sound source is present right above the 
image capturing apparatus . 
[ 0029 ] FIG . 11 is a flowchart illustrating set - up position 
detection processing according to a first embodiment . 
[ 0030 ] FIG . 12 is a flowchart illustrating front determina 
tion processing according to the first embodiment . 
[ 0031 ] FIGS . 13A to 13C illustrate front determination 
processing according to the first embodiment . 
[ 0032 ] FIGS . 14A to 14C illustrate front determination 
processing according to the first embodiment . 
[ 0033 ] FIGS . 15A to 15C illustrate front determination 
processing according to the first embodiment . 
[ 0034 ] FIG . 16 is a flowchart illustrating front determina 
tion processing and set - up position determination processing 
according to a second embodiment . 
[ 0035 ] FIG . 17 illustrates a front area when the image 
capturing apparatus is hung around the neck , according to 
the second embodiment . 
[ 0036 ] FIGS . 18A and 18B illustrate front areas when the 
image capturing apparatus is hung on a shoulder , according 
to the second embodiment . 
[ 0037 ] FIGS . 19A to 19E illustrate shooting direction 
registration processing according to a third embodiment . 
[ 0038 ] FIG . 20 is a flowchart illustrating shooting direc 
tion registration processing according to the third embodi 
ment . 
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DESCRIPTION OF THE EMBODIMENTS 

[ 0039 ] Hereinafter , the embodiments according to the 
present invention will be described in detail in accordance 
with the drawings . 

First Embodiment 

[ 0040 ] FIG . 1 is a block configuration diagram of an image 
capturing apparatus 1 according to the first embodiment . The 
image capturing apparatus 1 includes an optical lens unit , 
and is constituted by a movable image capturing unit 100 
whose image capturing direction ( optical axis direction ) , in 
which an image is to be captured , is variable , as well as a 
support member 200 that includes a central processing unit 
( CPU ) for controlling driving of the movable image captur 
ing unit 100 and controlling the entire image capturing 
apparatus . 
[ 0041 ] Note that the support member 200 is provided with 
a plurality of vibrators 11 to 13 , which include piezoelectric 
elements , so as to be in contact with a face of the movable 
image capturing unit 100. The movable image capturing unit 
100 performs panning and tilting operations by controlling 
vibration of these vibrators 11 to 13. Note that the panning 
and tilting operations may be realized by a servo motor or 
the like . 
[ 0042 ] The movable image capturing unit 100 includes a 
lens unit 101 , an image capturing unit 102 , a lens actuator 
control unit 103 , and a sound input unit 104 . 
[ 0043 ] The lens unit 101 is constituted by an imaging 
optical system , which includes a zoom lens , a diaphragm / 
shutter , a focus lens , and so on . The image capturing unit 102 
includes an image sensor , such as a CMOS sensor or a CCD 
sensor , and photoelectrically converts an optical image 
formed by the lens unit 101 to output an electrical signal . 
The lens actuator control unit 103 includes a motor driver 
IC , and drives various actuators for the zoom lens , the 
diaphragm / shutter , the focus lens , and so on in the lens unit 
101. Various actuators are driven based on actuator driving 
instruction data , which is received from a later - described 
central processing unit 201 in the support member 200. The 
sound input unit 104 is a sound input unit that includes 
microphones and is constituted by a plurality of ( four in this 
embodiment ) microphones , converts sound to an electrical 
signal , and further converts the electrical signal to a digital 
signal ( sound data ) to output the converted signal . 
[ 0044 ] Meanwhile , the support member 200 includes the 
central processing unit 201 for controlling the entire image 
capturing apparatus 1. The central processing unit 201 is 
constituted by a CPU , a ROM that stores programs to be 
executed by the CPU , and a RAM that is used as a work area 
for the CPU . The support member 200 also includes an 
image signal processing unit 202 , a video signal processing 
unit 203 , a sound signal processing unit 204 , an operation 
unit 205 , a storage unit 206 , and a display unit 207 . 
Furthermore , the support member 200 includes an external 
input - output terminal unit 208 , a sound reproduction unit 
209 , a power source unit 210 , a power source control unit 
211 , a position detecting unit 212 , a rotation control unit 
213 , a wireless communication unit 214 , and the already 
described vibrators 11 to 13 . 
[ 0045 ] The image signal processing unit 202 converts an 
electrical signal output from the image capturing unit 102 in 
the movable image capturing unit 100 to a video signal . The 
video signal processing unit 203 processes the video signal 

output from the image signal processing unit 202 in accor 
dance with usage thereof . Video signal processing includes 
image cut - out , electronic image stabilization operation by 
means of rotation processing , and object detection process 
ing for detecting an object ( face ) . 
[ 0046 ] The sound signal processing unit 204 performs 
sound processing on the digital signal output from the sound 
input unit 104. If the sound input unit 104 is a microphone 
for outputting an analog signal , the sound signal processing 
unit 204 may include a configuration for converting an 
analog signal to a digital signal . Note that the details of the 
sound signal processing unit 204 , including the sound input 
unit 104 , will be described later with reference to FIG . 2 . 
[ 0047 ] The operation unit 205 functions as a user interface 
between the image capturing apparatus 1 and a user , and is 
constituted by various switches and buttons , or the like . The 
storage unit 206 stores various kinds of data , such as video 
information obtained through shooting . The display unit 207 
includes a display , such as an LCD , and displays an image 
as needed based on a signal output from the video signal 
processing unit 203. The display unit 207 also functions as 
a portion of a user interface by displaying various menus or 
the like . The external input - output terminal unit 208 receives 
inputs of and outputs a communication signal and a video 
signal from and to an external device . The sound reproduc 
tion unit 209 includes a speaker , and converts sound data to 
an electrical signal to reproduce sound . The power source 
unit 210 is a power supply source needed to drive the entire 
image capturing apparatus ( i.e. each element thereof ) , and is 
a rechargeable battery in this embodiment . 
[ 0048 ] The power source control unit 211 controls supply 
and interruption of power from the power source unit 210 to 
the aforementioned constituent elements in accordance with 
the state of the image capturing apparatus 1. Some elements 
are not used depending on the state of the image capturing 
apparatus 1. The power source control unit 211 has a 
function of interrupting power to unnecessary elements in 
accordance with the state of the image capturing apparatus 
1 to suppress power consumption , under the control of the 
central processing unit 201. Note that power supply / inter 
ruption will become apparent from a later description . 
[ 0049 ] The position detecting unit 212 is constituted by a 
gyroscope , an acceleration sensor , a GPS , or the like , and 
detects movement of the image capturing apparatus 1. The 
position detecting unit 212 is provided such that the image 
capturing apparatus 1 can also work in the case of being 
attached to the user's body . The rotation control unit 213 
generates and outputs a signal for driving the vibrators 11 to 
13 in accordance with an instruction from the central pro 
cessing unit 201. The vibrators 11 to 13 are constituted by 
piezoelectric elements , and vibrate in accordance with a 
drive signal applied by the rotation control unit 213. The 
vibrators 11 to 13 constitute a rotation drive unit ( pan - tilt 
drive unit ) . As a result , the movable image capturing unit 
100 performs the panning operation and the tilting operation 
in a direction instructed by the central processing unit 201 . 
[ 0050 ] The wireless communication unit 214 transmits 
data such as image data , conforming to a wireless commu 
nication standard such as Wi - Fi ( registered trademark ) or 
BLE ( Bluetooth ( registered trademark ) Low Energy ) . 
[ 0051 ] Next , a description will be given , with reference to 
FIG . 2 , of a configuration of the sound input unit 104 and the 
sound signal processing unit 204 , as well as sound source 
direction detection processing , according to this embodi 
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ment . FIG . 2 shows a configuration of the sound input unit 
104 and the sound signal processing unit 204 , as well as a 
connection relationship between the sound signal processing 
unit 204 , the central processing unit 201 , and the power 
source control unit 211 . 
[ 0052 ] The sound input unit 104 is constituted by four 
nondirectional microphones , which are microphone 104a , 
microphone 104b , microphone 104c , and microphone 104d . 
Each of the microphones contains an A / D converter , collects 
sound at a preset sampling rate ( command detection , direc 
tion detection processing : 16 kHz , moving image recording : 
48 kHz ) , and outputs a sound signal of the collected sound 
as digital sound data using the contained A / D converter . 
Although , in this embodiment , the sound input unit 104 is 
constituted by four digital microphones , the sound input unit 
104 may alternatively be constituted by microphones that 
output analog signals . In the case of analog microphones , 
corresponding A / D converters need only be provided in the 
sound signal processing unit 204. Although the number of 
microphones in this embodiment is four , the number of 
microphones need only be three or more . 
[ 0053 ] The microphone 104a is unconditionally supplied 
with power if the power source of the image capturing 
apparatus 1 is ON , and enters a sound - collectable state . On 
the other hand , the other microphones 104b , 104c , and 104d 
are subjected to power supply / interruption by the power 
source control unit 211 under the control of the central 
processing unit 201 , and power is interrupted in an initial 
state after the power of the image capturing apparatus 1 has 
turned on . 
[ 0054 ] The sound signal processing unit 204 is constituted 
by a sound pressure level detecting unit 2041 , a sound 
memory 2042 , a sound command recognition unit 2043 , a 
sound source direction detecting unit 2044 , a moving image 
sound processing unit 2045 , and a command memory 2046 . 
[ 0055 ] The sound pressure level detecting unit 2041 sup 
plies a signal indicating that sound has been detected to the 
power source control unit 211 and the sound memory 2042 
when the sound pressure level of sound data output from the 
microphone 104a exceeds a preset threshold . 
[ 0056 ] The power source control unit 211 supplies power 
to the sound command recognition unit 2043 if the signal 
indicating that sound has been detected is received from the 
sound pressure level detecting unit 2041 . 
[ 0057 ] The sound memory 2042 is subjected to power 
supply / interruption by the power source control unit 211 
under the control of the central processing unit 201. The 
sound memory 2042 is also a buffer memory for temporarily 
storing sound data output from the microphone 104a . If the 
sampling rate of the microphone 104a is 16 kHz , the 
microphone 104a outputs sound data of 2 bytes ( 16 bits ) per 
sampling , and the longest sound command is five seconds , 
the sound memory 2042 has a capacity of approximately 160 
kilobytes ( ~ 5x16x1000x2 ) . If the sound memory 2042 is 
filled with sound data from the microphone 104a , old sound 
memory is overwritten with new sound data . As a result , the 
sound memory 2042 holds sound data for a predetermined 
latest period ( approximately 5 seconds in the above 
example ) . The sound memory 2042 also stores sound data 
from the microphone 104a in a sampling data area , with 
reception of the signal indicating that sound has been 
detected from the sound pressure level detecting unit 2041 
acting as a trigger . 

[ 0058 ] The command memory 2046 is constituted by a 
nonvolatile memory , and stores ( registers ) , in advance , 
information associated with sound commands recognized by 
the image capturing apparatus . Although the details will be 
described later , there are types of sound commands stored in 
the command memory 2046 as shown in FIG . 8 , for 
example , and information regarding a plurality of types of 
commands , such as a start command , is stored in the 
command memory 2046 . 
[ 0059 ] The sound command recognition unit 2043 is sub 
jected to power supply / interruption by the power source 
control unit 211 under the control of the central processing 
unit 201. Note that sound recognition itself is a known 
technique , and a description thereof is omitted here accord 
ingly . The sound command recognition unit 2043 references 
the command memory 2046 and performs processing to 
recognize sound data stored in the sound memory 2042. The 
sound command recognition unit 2043 then determines 
whether or not sound data collected by the microphone 104a 
corresponds to a sound command , and whether or not this 
sound data coincides with any of the sound commands 
stored in the command memory 2046. When the sound 
command recognition unit 2043 detects sound data that 
coincides with any of the sound commands stored in the 
command memory 2046 , the sound command recognition 
unit 2043 supplies , to the central processing unit 201 , 
information indicating which of the commands has been 
detected , and the first and last addresses of the sound data 
that determines the sound command ( or the timing at which 
the sound command was accepted ) in the sound memory 
2042 . 

[ 0060 ] The sound source direction detecting unit 2044 is 
subjected to power supply / interruption of the power source 
control unit 211 under the control of the central processing 
unit 201. Also , the sound source direction detecting unit 
2044 periodically performs processing to detect a direction 
in which a sound source is present , based on sound data from 
the four microphones 104a to 104d . The sound source 
direction detecting unit 2044 contains a buffer memory 
2044a , and stores information indicating the detected sound 
source direction in the buffer memory 2044a . Note that the 
period ( e.g. 16 kHz ) in which the sound source direction 
detecting unit 2044 performs sound source direction detec 
tion processing may be sufficiently longer than the sampling 
period of the microphone 104a . However , the buffer 
memory 2044a has a capacity for storing sound source 
direction information for the same period as the period of 
sound data that can be stored in the sound memory 2042 . 
[ 0061 ] The moving image sound processing unit 2045 is 
subjected to power supply / interruption of the power source 
control unit 211 under the control of the central processing 
unit 201. The moving image sound processing unit 2045 
receives input of two sets of sound data from the micro 
phones 104a and 104b , of the four microphones , as stereo 
sound data , and performs sound processing for moving 
image sound , such as various kinds of filtering processing , 
wind noise reduction , driving sound elimination , stereo 
enhancement , ALC ( Auto Level Control ) , and compression 
processing . Although the details will become apparent from 
the later description , in this embodiment , the microphone 
104a functions as an L - channel stereo microphone , and the 
microphone 1046 functions as an R - channel stereo micro 
phone . 



US 2020/0304718 A1 Sep. 24 , 2020 
5 

[ 0062 ] Note that , as for the connection between the micro 
phones of the sound input unit 104 and the blocks in the 
sound signal processing unit 204 , FIG . 2 shows the mini 
mum necessary connection of the four microphones , giving 
consideration to power consumption and the circuitry . How 
ever , the plurality of microphones may also be shared by 
each block included in the sound signal processing unit 204 
as long as power and the circuitry permit . Although , in this 
embodiment , the microphone 104a is connected while serv 
ing as a reference microphone , any of the microphones may 
be used as a reference microphone . 
[ 0063 ] External views and usage examples of the image 
capturing apparatus 1 will now be described with reference 
to FIGS . 3A to 3E . FIG . 3A shows an upper view and a front 
view of the external appearance of the image capturing 
apparatus 1 according to this embodiment . The movable 
image capturing unit 100 in the image capturing apparatus 1 
has a substantially hemispherical shape . When a plane 
parallel to a bottom face is assumed as a horizontal plane and 
the angle thereof is 0 degree , the movable image capturing 
unit 100 has a cut - out window that extends over a range 
from -20 degrees to 90 degrees , which indicates a vertical 
direction , and has a first housing 150 , which can rotate 
through 360 degrees within the horizontal plane denoted by 
the arrow A in FIG . 3A . The movable image capturing unit 
100 also has a second housing 151 , which can rotate along 
this cut - out window together with the lens unit 101 and the 
image capturing unit 102 in a range from the horizontal 
angle to the vertical angle as indicated by the arrow B in 
FIG . 3A . Here , the rotational operation of the first housing 
150 denoted by the arrow A and the rotational operation of 
the second housing 151 denoted by the arrow B correspond 
to the panning operation and the tilting operation , respec 
tively , and these operations are realized by driving the 
vibrators 11 to 13. Note that the range in which the image 
capturing apparatus according to this embodiment can tilt is 
from -20 degrees to +90 degrees , as mentioned above . 
[ 0064 ] The microphones 104a and 104b are arranged at 
positions on a front side with the cut - out window in the first 
housing 150 therebetween . The microphones 104c and 104d 
are provided on the rear side of the first housing 150. As 
shown in FIG . 3A , even if the panning operation is per 
formed with the first housing 150 in any direction along the 
arrow A with the second housing 151 fixed , the relative 
positions of the microphones 104a and 104b with respect to 
the lens unit 101 and the image capturing unit 102 are 
unchanged . That is to say , the microphone 104a is always 
located on the left side , and the microphone 104b is always 
located on the right side , relative to the image capturing 
direction of the image capturing unit 102. Also , the micro 
phone 104a and the microphone 104b are symmetrically 
arranged relative to the image capturing direction of the 
image capturing unit 102 , and thus , the microphone 104a 
has a function of receiving input to the L - channel of the 
stereo microphone , and the microphone 104b has a function 
of receiving input to the R - channel of the stereo microphone . 
For this reason , a space expressed in an image captured by 
the image capturing unit 102 and sound fields obtained by 
the microphones 104a and 104b can maintain a fixed rela 
tionship . 
[ 0065 ] Note that the four microphones 104a , 104b , 104c , 
and 104d according to this embodiment are arranged at 
positions corresponding to vertexes of a rectangular when 
viewed from above the image capturing apparatus 1 , as 

shown in FIG . 3A . Also , it is assumed that these four 
microphones are located in a single horizontal plane in FIG . 
3A , but may be more or less shifted . 
[ 0066 ] The distance between the microphone 104a and the 
microphone 104b is greater than the distance between the 
microphone 104a and the microphone 104c . It is desirable 
that the distance between adjacent microphones is approxi 
mately 10 mm to 30 mm . Although , in this embodiment , the 
number of microphones is four , the number of microphones 
need only be three or more as long as the microphones are 
not arranged in a straight line . The arrangement positions of 
the microphones 104a to 104d in FIG . 3A is an example , and 
the arrangement method may be changed as appropriate in 
accordance with mechanical constraints or design con 
straints . 
[ 0067 ] FIGS . 3B to 3E show usage modes of the image 
capturing apparatus 1 according to this embodiment . FIG . 
3B shows the case where the image capturing apparatus 1 is 
placed on a desk or the like , and illustrates a usage mode 
aimed to shoot an image of a photographer himself and an 
object therearound . FIG . 3C shows an example in which the 
image capturing apparatus 1 is hung around the neck of the 
photographer , and illustrates a usage mode mainly aimed to 
shoot an image of the front side of the photographer while 
moving . FIG . 3D shows a usage example in which the image 
capturing apparatus 1 is fixed to a shoulder of the photog 
rapher , and illustrates a usage mode aimed to shoot an image 
of the surroundings of the photographer on the front , rear , 
and right sides . FIG . 3E shows a usage example in which the 
image capturing apparatus 1 is fixed to an end of a bar held 
by the user , and illustrates a usage mode aimed to shoot an 
image while moving the image capturing apparatus 1 to a 
position at which the user wants to shoot the image ( e.g. a 
high position or a position that cannot be reached by a hand ) . 
[ 0068 ] The panning operation and the tilting operation of 
the image capturing apparatus 1 according to this embodi 
ment will be described in more detail with reference to FIG . 
4. Although the description here is premised on the usage 
example in which the image capturing apparatus 1 is placed 
in a fixed manner as shown in FIG . 3B , the same also applies 
in other usage examples . 
[ 0069 ] 4a in FIG . 4 denotes a state where the lens unit 101 
is oriented horizontally . If , in the state denoted by 4a FIG . 
4 that is assumed as an initial state , the panning operation is 
performed with the first housing 150 by 90 degrees coun 
terclockwise when seen from above , a state denoted by 4b 
in FIG . 4 is entered . On the other hand , if , in the initial state 
denoted by 4a in FIG . 4 , the tilting operation is performed 
with the second housing 151 by 90 degrees , a state denoted 
by 4c in FIG . 4 is entered . The rotation of the first housing 
150 and the second housing 151 is realized by vibration of 
the vibrators 11 to 13 that are driven by the rotation control 
unit 213 , as already described . 
[ 0070 ] Next , a processing procedure of the central pro 
cessing unit 201 of the image capturing apparatus 1 accord 
ing to this embodiment will be described in accordance with 
the flowcharts in FIGS . 5A and 5B . Processing shown in 
FIGS . 5A and 5B is performed by the central processing unit 
201 when a main power source of the image capturing 
apparatus 1 is turned on . 
[ 0071 ] In step S101 , the central processing unit 201 per 
forms processing to initialize the image capturing apparatus 
1. During this initialization processing , the central process 
ing unit 201 determines a directional component in a hori 
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zontal plane in the current image capturing direction of the 
image capturing unit 102 of the movable image capturing 
unit 100 as a reference angle ( 0 degree ) for the panning 
operation . 
[ 0072 ] In the following description , a component in the 
horizontal plane of the image capturing direction after the 
panning operation of the movable image capturing unit 100 
has been performed will be expressed with a relative angle 
with respect to the reference angle . Also , a component in the 
horizontal plane of a sound source direction detected by the 
sound source direction detecting unit 2044 will also be 
expressed with a relative angle with respect to the reference 
angle . Although the details will be described later , the sound 
source direction detecting unit 2044 also determines whether 
or not a sound source is present in a directly - upward 
direction relative to the image capturing apparatus 1 ( i.e. in 
an axial direction of a rotation axis in the panning opera 
tion ) . 
[ 0073 ] Note that , at this stage , power to the sound memory 
2042 , the sound source direction detecting unit 2044 , the 
moving image sound processing unit 2045 , and the micro 
phones 104b to 104d is interrupted . 
[ 0074 ] After the initialization processing has finished , in 
step S102 , the central processing unit 201 controls the power 
source control unit 211 to start supplying power to the sound 
pressure level detecting unit 2041 and the microphone 104a . 
As a result , based on sound data output from the microphone 
104a , the sound pressure level detecting unit 2041 performs 
processing to detect the sound pressure level of sound before 
being converted to this sound data , and notifies the central 
processing unit 201 if it is determined that the sound 
pressure level of this sound exceeds a preset threshold . Note 
that this threshold is 60 - dB SPL ( Sound Pressure Level ) , for 
example , but may be changed by the image capturing 
apparatus 1 in accordance with an environment or the like , 
or may be narrowed to a necessary frequency band . 
[ 0075 ] In step S103 , the central processing unit 201 waits 
for sound whose sound pressure level exceeds the threshold 
being detected by the sound pressure level detecting unit 
2041. If sound whose sound pressure level exceeds the 
threshold is detected , in step S104 , the sound memory 2042 
starts processing to receive and store the sound data from the 
microphone 104a . 
[ 0076 ] In step S105 , the central processing unit 201 con 
trols the power source control unit 211 to start supplying 
power to the sound command recognition unit 2043. As a 
result , the sound command recognition unit 2043 starts 
processing to recognize the sound data that is stored in the 
sound memory 2042 , while referencing the command 
memory 2046. If , as a result of the sound command recog 
nition unit 2043 performing processing to recognize the 
sound data stored in the sound memory 2042 , it is recog 
nized that the recognized sound data coincides any of the 
sound commands in the command memory 2046 , the sound 
command recognition unit 2043 notifies the central process 
ing unit 201 of information including information for speci 
fying the recognized sound command and information 
regarding the first and last addresses of the sound data that 
determines the recognized sound command in the sound 
memory 2042 ( or regarding the timing at which the sound 
command was accepted ) . 
[ 0077 ] In step S106 , the central processing unit 201 deter 
mines whether or not the information indicating that a sound 
command was recognized has been received from the sound 

command recognition unit 2043. If not , the central process 
ing unit 201 advances the processing to step S108 , and 
determines whether or not the elapsed time since the sound 
command recognition unit 2043 was started has exceeded a 
preset threshold . As long as the elapsed time is smaller than 
or equal to the threshold , the central processing unit 201 
waits for a sound command being recognized by the sound 
command recognition unit 2043. If the sound command 
recognition unit 2043 recognizes no sound command even 
after the time indicated by the threshold has elapsed , the 
central processing unit 201 advances the processing to step 
S109 . In step S109 , the central processing unit 201 controls 
the power source control unit 211 to interrupt power to the 
sound command recognition unit 2043. The central process 
ing unit 201 then returns the processing to step S103 . 
[ 0078 ] On the other hand , if the central processing unit 
201 has received information indicating that a sound com 
mand was recognized from the sound command recognition 
unit 2043 , the central processing unit 201 advances the 
processing to step S107 . In step S107 , the central processing 
unit 201 determines whether or not the recognized sound 
command corresponds to a start command shown in FIG . 7 . 
If it is determined that the recognized sound command is a 
command other than the start command , the central process 
ing unit 201 advances the processing to step S108 . If the 
recognized sound command is the start command , the cen 
tral processing unit 201 advances the processing from step 
S107 to step S110 . 
[ 0079 ] In step S110 , the central processing unit 201 con 
trols the power source control unit 211 to start supplying 
power to the sound source direction detecting unit 2044 and 
the microphones 104b to 104d . As a result , the sound source 
direction detecting unit 2044 starts processing to detect a 
sound source direction based on sound data obtained at the 
same time from the four microphones 104a to 104d . Pro 
cessing to detect a sound source direction is performed in a 
predetermined cycle . The sound source direction detecting 
unit 2044 stores , in the internal buffer memory 2044a , sound 
source direction information that indicates a detected sound 
source direction . At this time , the sound source direction 
detecting unit 2044 stores the sound source direction infor 
mation in the buffer memory 2044a in association with the 
sound data such that it can be understood which portion of 
the sound data stored in the sound memory 2042 was used 
to determine the sound source direction information . Typi 
cally , the sound source direction and the addresses of the 
sound data in the sound memory 2042 may be stored in the 
buffer memory 2044a . Note that an angle that indicates a 
difference between the sound source direction and the 
above - described reference angle in the horizontal plane is 
used as the sound source direction information . Although the 
details will be described later , in the case where a sound 
source is located right above the image capturing apparatus 
1 , information indicating that the sound source is located in 
the directly - upward direction is set as the sound source 
direction information . 
[ 0080 ] In step S111 , the central processing unit 201 con 
trols the power source control unit 211 to start supplying 
power to the image capturing unit 102 and the lens actuator 
control unit 103. As a result , the movable image capturing 
unit 100 starts functioning as an image capturing apparatus . 
[ 0081 ] Next , in step S151 , the central processing unit 201 
determines whether or not information indicating that a 
sound command was recognized has been received from the 
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sound command recognition unit 2043. If not , the central 
processing unit 201 advances the processing to step S152 
and determines whether or not any job is currently being 
executed in accordance with an instruction from the user . 
Although the details will be apparent from the description of 
the flowchart in FIG . 6 , moving image shooting / recording , 
tracking processing , or the like corresponds to a job . Here , 
the description is continued while assuming that no such job 
is currently being executed . 
[ 0082 ] In step S153 , it is determined whether or not the 
elapsed time since a sound command was recognized last 
time exceeds a preset threshold . If not , the central processing 
unit 201 returns the processing to step S151 and waits for a 
sound command being recognized . If no job is currently 
being executed , and no more sound command is recognized 
even after the elapsed time since a sound command was 
recognized last time has exceeded the threshold , the central 
processing unit 201 advances the processing to step S154 . In 
step S154 , the central processing unit 201 controls the power 
source control unit 211 to interrupt power to the image 
capturing unit 102 and the lens actuator control unit 103 . 
Then , in step S155 , the central processing unit 201 controls 
the power source control unit 211 to also interrupt power to 
the sound source direction detecting unit 2044 , and returns 
the processing to step S106 . 
[ 0083 ] Here , it is assumed that the central processing unit 
201 receives information indicating that a sound command 
was recognized from the sound command recognition unit 
2043. In this case , the sound command recognition unit 2043 
advances the processing from step S151 to step S156 . 
[ 0084 ] The central processing unit 201 according to this 
embodiment performs processing to place a person who has 
uttered the sound command within the field of view of the 
image capturing unit 102 in the movable image capturing 
unit 100 , before executing a job corresponding to the rec 
ognized sound command . Then , the central processing unit 
201 executes a job that is based on the recognized sound 
command , in a state where the person is in the field of view 
of the image capturing unit 102 . 
[ 0085 ] To realize the above processing , in step S156 , the 
central processing unit 201 obtains the sound source direc 
tion information that is temporally associated with the sound 
command recognized by the sound command recognition 
unit 2043 from the buffer memory 2044a in the sound source 
direction detecting unit 2044. When recognizing a sound 
command , the sound command recognition unit 2043 noti 
fies the central processing unit 201 of two addresses indi 
cating the start and the end of the sound command in the 
sound memory 2042. The central processing unit 201 
obtains sound source direction information detected within 
a period indicated by these two addresses , from the buffer 
memory 2044a . There may also be cases where a plurality 
of pieces of sound source direction information exists within 
the period indicated by the two addresses . In this case , the 
central processing unit 201 obtains the latest piece of sound 
source direction information out of these pieces , from the 
buffer memory 2044a . This is because a latter piece of sound 
source direction information more probably expresses the 
current position of the person who uttered this sound com 
mand . 
[ 0086 ] In step S157 , the central processing unit 201 deter 
mines whether or not the direction of the sound source 
indicated by the obtained sound information is the directly 
upward direction relative to the image capturing apparatus . 

Note that the details of the determination about whether or 
not the sound source direction is right above the image 
capturing apparatus will be described later . 
[ 0087 ] If the sound source is located in the directly 
upward direction relative to the image capturing apparatus 1 , 
the central processing unit 201 advances the processing to 
step S158 . In step S158 , the central processing unit 201 
controls the rotation control unit 213 to rotate the second 
housing 151 of the movable image capturing unit 100 such 
that the image capturing direction of the lens unit 101 and 
the image capturing unit 102 is the directly - upward direction 
as denoted by 4c in FIG . 4. If the image capturing unit of the 
image capturing unit 102 is set to the directly - upward 
direction , in step S159 , the central processing unit 201 
receives a captured image from the video signal processing 
unit 203 , and determines whether or not an object ( a 
person's face ) that acts as a sound source is present within 
the captured image . If not , the central processing unit 201 
returns the processing to step S151 . On the other hand , if an 
object is present within the captured image , the central 
processing unit 201 advances the processing to step S164 , 
and executes the job corresponding to the already - recog 
nized sound command . Note that the details of step S164 
will be described later with reference to FIG . 6 . 
[ 0088 ] If , in step S157 , the central processing unit 201 
determines that the direction indicated by the sound infor 
mation is a direction other than the directly - upward direc 
tion , the processing is advanced to step S160 . In step S160 , 
the central processing unit 201 controls the rotation control 
unit 213 performs the panning operation of the movable 
image capturing unit 100 , and matches the current angle of 
the image capturing unit 102 in the horizontal plane to the 
angle in the horizontal plane indicated by the sound infor 
mation . Then , in step S161 , the central processing unit 201 
receives a captured image from the video signal processing 
unit 203 , and determines whether or not an object ( face ) that 
acts as a sound source is present within the captured image . 
If not , the central processing unit 201 advances the process 
ing to step S162 , and controls the rotation control unit 213 
to perform the tilting operation of the movable image 
capturing unit 100 toward a target object . In step S163 , the 
central processing unit 201 determines whether or not the 
angle of the tilting of the image capturing direction of the 
image capturing unit 102 has reached an upper limit in the 
tilting operation ( 90 degrees relative to the horizontal direc 
tion in this embodiment ) . If not , the central processing unit 
201 returns the processing to step S161 . Thus , the central 
processing unit 201 determines whether or not an object 
( face ) that acts as a sound source is present within the 
captured image from the video signal processing unit 203 , 
while performing the tilting operation . If no object is 
detected even after the angle of the tilting of the image 
capturing direction of the image capturing unit 102 has 
reached the upper limit of the tilting operation , the central 
processing unit 201 returns the processing from step S163 to 
step S151 . On the other hand , if an object is present in the 
captured image , the central processing unit 201 advances the 
processing to step S164 , and executes the job corresponding 
to the already - recognized sound command . 
[ 0089 ] Next , the details of processing in step S164 will be 
described based on the flowchart in FIG . 6 and a sound 
command table shown in FIG . 7. Sound pattern data corre 
sponding to sound commands , such as “ Hi , Camera ” , shown 
in the sound command table in FIG . 7 is stored in the 
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command memory 2046. Note that FIG . 7 shows typical 
sound commands . Note that sound commands are not lim 
ited thereto . It should be noted that the sound commands in 
the following description are sound commands detected at 
the timing in step S151 in FIG . 5B . 
[ 0090 ] Initially , in step S201 , the central processing unit 
201 determines whether or not the sound command is the 
start command . 
[ 0091 ] This start command is a sound command for caus 
ing the image capturing apparatus 1 to transition to an 
image - capturable state . This start command is a command 
for which a determination is performed in step S107 in FIG . 
5A , and is not a command for causing a job for capturing an 
image to be executed . Accordingly , if the recognized sound 
command is the start command , the central processing unit 
201 ignores this command and returns the processing to step 
S151 . 

[ 0092 ] In step S202 , the central processing unit 201 deter 
mines whether or not the sound command is a stop com 
mand . The stop command is a command for causing the 
image capturing apparatus 1 to transition to a state of waiting 
for input of the start command from a series of image 
capturable states . Accordingly , if the recognized sound com 
mand is the stop command , the central processing unit 201 
advances the processing to step S211 . In step S211 , the 
central processing unit 201 controls the power source con 
trol unit 211 to interrupt power to the image capturing unit 
102 , the sound source direction detecting unit 2044 , the 
sound command recognition unit 2043 , the moving image 
sound processing unit 2045 , the microphones 1046 to 104d , 
and so on , that have already started , to stop these units . 
Then , the central processing unit 201 returns the processing 
to step S103 at the time of start . 
[ 0093 ] In step S203 , the central processing unit 201 deter 
mines whether or not the sound command is a still image 
shooting command . The still image shooting command is a 
command for making a request to execute a job to shoot and 
record one still image to the image capturing apparatus 1 . 
Accordingly , if it is determined that the sound command is 
the still image shooting command , the central process 
unit 201 advances the processing to step S212 . In step S212 , 
the central processing unit 201 records data of one still 
image captured by the image capturing unit 102 as a JPEG 
file , for example , in the storage unit 206. Note that , since a 
job for this still image shooting command is completed by 
shooting and recording one still image , the result of the 
already - described determination in step S152 in FIG . 5B is 
NO in the case of this job . 
[ 0094 ] In step S204 , the central processing unit 201 deter 
mines whether or not the sound command is a moving image 
shooting command . The moving image shooting command 
is a command for making a request to capture and record a 
moving image to the image capturing apparatus 1. If it is 
determined that the sound command is the moving image 
shooting command , the central processing unit 201 advances 
the processing to step S213 . In step S213 , the central 
processing unit 201 causes the image capturing unit 102 to 
start shooting and recording a moving image , and returns the 
processing to step S151 . In this embodiment , a captured 
moving image is stored in the storage unit 206 , but may 
alternatively be transmitted to a file server on a network via 
the external input - output terminal unit 208. Since the mov 
ing image shooting command is a command for continuing 
shooting and recording of a moving image , the result of the 

already - described determination in step S152 is YES in the 
case of a job for this command . 
[ 0095 ] In step S205 , the central processing unit 201 deter 
mines whether or not the sound command is a moving image 
shooting - end command . If the sound command is the mov 
ing image shooting - end command , and currently a moving 
image is actually being shot and recorded , the central 
processing unit 201 ends the recording ( job ) . Then , the 
central processing unit 201 returns the processing to step 
S151 . 
[ 0096 ] In step S206 , the central processing unit 201 deter 
mines whether or not the sound command is a tracking 
command . The tracking command is a command for making 
a request to causing the user to be continuously positioned 
in the image capturing direction of the image capturing unit 
102 , to the image capturing apparatus 1. If it is determined 
that the sound command is the tracking command , the 
central processing unit 201 advances the processing to step 
S214 . In step S214 , the central processing unit 201 starts 
controlling the rotation control unit 213 such that an object 
is continuously positioned at a central position of a video 
obtained by the video signal processing unit 203. Then , the 
central processing unit 201 returns the processing to step 
S151 . As a result , the movable image capturing unit 100 
performs the panning operation or the tilting operation to 
track the moving user . However , although the movable 
image capturing unit 100 tracks the user , it does not record 
a captured image . During the tracking , the result of the 
already described determination in step S152 in FIG . 5B is 
YES . Only after receiving a tracking - end command , the 
central processing unit 201 ends shooting and recording of 
this moving image . Note that , for example , a job for the still 
image shooting command or the moving image shooting 
command may also be executed during the tracking . 
[ 0097 ] In step S207 , the central processing unit 201 deter 
mines whether or not the sound command is a tracking - end 
command . If the sound command is the tracking - end com 
mand , and currently tracking is actually being performed , 
the central processing unit 201 ends the recording ( job ) . 
Then , the central essing unit 201 returns the processing 
to step S151 . 
[ 0098 ] In step S208 , the central processing unit 201 deter 
mines whether or not the sound command is an automatic 
moving image shooting command . If it is determined that 
the sound command is the automatic moving image shooting 
command , the central processing unit 201 advances the 
processing to step S217 . In step S217 , the central processing 
unit 201 causes the image capturing unit 102 to start 
shooting and recording a moving image , and returns the 
processing to step S151 . The job executed for this automatic 
moving image shooting command differs from a job 
executed for the already - described moving image shooting 
command in that a moving image is shot and recorded while 
orienting the image capturing direction of the lens unit 101 
toward the sound source direction of an uttered voice every 
time a voice is uttered . For example , in an environment of 
a meeting where there are a plurality of speakers , every time 
words are uttered , a moving image is recorded while per 
forming the panning operation and the tilting operation to 
include a corresponding speaker in the angle of view of the 
lens unit 101. Note that , in this case , a sound command for 
ending a job is not accepted while the job for this automatic 
moving image shooting command is being executed . This 
job is ended by an operation made to a predetermined switch 
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that is provided in the operation unit 205. Also , while this 
job is being executed , the central processing unit 201 stops 
the sound command recognition unit 2043. Then , the central 
processing unit 201 causes the movable image capturing unit 
104 to perform the panning operation and the tilting opera 
tion while referencing sound source direction information 
detected by the sound source direction detecting unit 2044 at 
the timing at which a sound pressure level that exceeds the 
threshold is detected by the sound pressure level detecting 
unit 2041 . 

[ 0099 ] In step S209 , the central processing unit 201 deter 
mines whether or not the sound command is an intermittent 
front shooting command . For example , the central process 
ing unit 201 determines whether or not the sound command 
is “ shoot front ” . If it is determined that the sound command 
is the intermittent front image capturing shooting command , 
the central processing unit 201 advances the processing to 
step S217 . In step S217 , the central processing unit 201 
intermittently continues shooting of an image of the front 
side during a period in which a job to shoot a still image of 
the front side of the person who is wearing the image 
capturing apparatus 1 , at preset time intervals . Accordingly , 
there is no command for ending the job . This job is ended by 
an operation made to a predetermined switch that is pro 
vided in the operation unit 205. To move to step S217 , the 
image capturing apparatus 1 determines the front side of the 
person who is wearing the image capturing apparatus 1 , and 
thereafter executes the job . The details of this front deter 
mination processing will be described later . 
[ 0100 ] Although not shown in FIG . 6 , if the recognized 
sound command is an enlargement command , the central 
processing unit 201 controls the lens actuator control unit 
103 to increase the current zoom magnification by a preset 
value . Also , if the recognized sound command is the reduc 
tion command , the central processing unit 201 controls the 
lens actuator control unit 103 to reduce the current zoom 
magnification by a preset value . Note that , when the lens unit 
101 is already at the telephoto end or the wide end , a further 
enlargement ratio or reduction ratio cannot be set . Accord 
ingly , if such a sound command is received , the central 
processing unit 201 ignores this sound command . 
[ 0101 ] Sound command processing is as described above , 
and a description of processing for sound commands other 
than the aforementioned ones , which is executed in steps 
after step S209 , is omitted here . 
[ 0102 ] Here , an example of a processing sequence starting 
from turning - on of the main power source of the image 
capturing apparatus 1 according to this embodiment will be 
described in accordance with the timing chart shown in FIG . 
8 . 

[ 0103 ] Upon the main power source of the image captur 
ing apparatus 1 being turned on , the sound pressure level 
detecting unit 2041 starts processing to detect the sound 
pressure level of sound data from the microphone 104a . It is 
assumed that , at timing T601 , the user starts uttering the start 
command “ Hi , Camera " . As a result , the sound pressure 
level detecting unit 2041 detects a sound pressure that 
exceeds the threshold . With this acting as a trigger , at timing 
T602 , the sound memory 2042 starts storing sound data from 
the microphone 104a , and the sound command recognition 
unit 2043 starts recognizing the sound command . After the 
user ends uttering the start command “ Hi , Camera ” , at 
timing T603 , the sound command recognition unit 2043 

recognizes this sound command and specifies that the rec 
ognized sound command is the start command . 
[ 0104 ] With the recognition of the start command acting as 
a trigger , at timing T603 , the central processing unit 201 
starts supplying power to the sound source direction detect 
ing unit 2044. At timing T604 , the central processing unit 
201 also starts supplying power to the image capturing unit 
102 . 

[ 0105 ] It is assumed that , at timing T606 , the user starts 
uttering “ Movie start " , for example . In this case , sound data 
obtained from the timing of starting the utterance is sequen 
tially stored in the sound memory 2042 from timing T607 . 
Then , at timing T608 , the sound command recognition unit 
2043 recognizes the sound data as a sound command indi 
cating “ Movie start ” . The sound command recognition unit 
2043 notifies the central processing unit 201 of the addresses 
at the start and the end of the sound data indicating “ Movie 
start ” in the sound memory 2042 , and the recognition result . 
The central processing unit 201 determines the range indi 
cated by the received addresses the start and the end as an 
effective range . Then , the central processing unit 201 
extracts the latest sound source direction information from 
the effective range in the buffer 2044a in the sound source 
direction detecting unit 2044 , and , at timing T609 , the 
central processing unit 201 controls the rotation control unit 
213 to start the panning operation and the tilting operation 
of the movable image capturing unit 100 based on the 
extracted information . 
[ 0106 ] During the panning operation and the tilting opera 
tion of the movable image capturing unit 100 , if , at timing 
T612 , the image signal processing unit 202 detects an object 
( face ) in an image generated using the image capturing unit 
102 , the central processing unit 201 stops the panning 
operation and the tilting operation ( timing T613 ) . Also , at 
timing T614 , the central processing unit 201 supplies power 
to the moving image sound processing unit 2045 such that 
the microphones 104a and 104b enter a state of collecting 
stereo sound . At timing T615 , the central processing unit 201 
starts shooting and recording a moving image with sound . 
[ 0107 ] Next , a description will be given of processing to 
detect a sound source direction performed by the sound 
source direction detecting unit 2044 according to this 
embodiment . This processing is performed cyclically and 
continuously after step S110 in FIG . 5A . 
[ 0108 ] First , a description will be given , with reference to 
FIG . 9A , of simplified sound source direction detection 
using two microphones , namely the microphones 104a and 
104b . In FIG . 9A , it is assumed that the microphones 104a 
and 104b are arranged on a flat surface ( i.e. a flat surface 
perpendicular to the rotation axis for the panning operation ) . 
The distance between the microphones 104a and 104b is 
expressed as d [ a - b ] . It is assumed that the distance between 
the image capturing apparatus 1 and the sound source is 
sufficiently larger than the distance d [ a - b ] . In this case , 
delay time in sound between the microphone 104a and the 
microphone 104b can be specified by a comparison ther 
ebetween . 

[ 0109 ] A distance I [ a , b ] can be specified by multiplying 
the arrival delay time by the speed of sound ( 340 m / s in the 
air ) . As a result , the sound source direction angle @ [ a - b ] can 
be specified by the following equation . 

e [ a - b ] = a cos ( I [ a - b ] / d [ a - b ] ) 
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[ 0110 ] However , it cannot be distinguished which of the 
obtained sound source directions [ a , b ] and @ [ a - b ] ' ( FIG . 
9A ) the sound source direction obtained using the two 
microphones is . That is to say , which of the two sound 
source directions is the correct one cannot be specified . 
[ 0111 ] A method of detecting the sound source direction 
according to this embodiment will now be described with 
reference to FIGS . 9B and 9C . Specifically , two sound 
source directions can be estimated with two microphones , 
and these two directions are dealt with as provisional 
directions . Then , sound source directions are also obtained 
with other two microphones to obtain two provisional direc 
tions . A direction that is common to these provisional 
directions is determined as the sound source direction to be 
obtained . It is assumed that the upward direction in FIGS . 
9B and 9C is the image capturing direction of the movable 
image capturing unit 100. The image capturing direction of 
the movable image capturing unit 100 can also be rephrased 
as the optical axis direction ( main axis direction ) of the lens 
unit 101 . 

[ 0112 ] FIG . 9B illustrates a method performed using three 
microphones . A description will be given using the micro 
phones 104a , 104b , and 104c . In the case of the arrangement 
shown in FIG . 3A , a direction perpendicular to the direction 
in which the microphones 104a and 104b are arranged is the 
image capturing direction of the lens unit 101 . 
[ 0113 ] As described with reference to FIG . 9A , the dis 
tance d [ a - b ] is known from the microphones 104a and 104b , 
and @ [ a - b ] can be specified if the distance I?a - b ] can be 
specified from sound data . Since the distance d [ a - c ] 
between the microphones 104a and 104c is also known , the 
distance I [ a - c ] can also be specified from sound data , and 
0 [ a - c ] thus can be specified . If @ [ a - b ] and @ [ a - c ] can be 
calculated , a direction that is common to the microphones 
104a , 104b , and 104c in the two - dimensional plane in which 
the microphones 104a , 104b , and 104c are arranged ( i.e. a 
plane perpendicular to the rotation axis for the panning 
operation ) can be determined as a correct sound utterance 
direction . 
[ 0114 ] A method of determining a sound source direction 
using four microphones will now be described with refer 
ence to FIG.9C . Due to the arrangement of the microphones 
104a , 104 , 104c , and 104d shown in FIG . 3A , a direction 
perpendicular to the direction in which the microphones 
104a and 104b are arranged is the image capturing direction 
( optical axis direction ) of the lens unit 101. In the case of 
using four microphones , a sound source direction can be 
accurately calculated using two pairs of microphones that 
are located diagonally , namely the pair of the microphones 
104a and 104d and the pair of the microphones 104b and 
104c . 

[ 0115 ] Since the distance d [ a - d ] between the microphones 
104a and 104d is known , the distance I [ a - d ] can be specified 
from sound data , and thus , 0 [ a - d ] can also be specified . 
[ 0116 ] Furthermore , since the distance d [ b - c ] between the 
microphones 104b and 104c is also known , the distance 
I [ b - c ] can be specified from sound data , and thus , e [ b - c ] 
can be specified . 
[ 0117 ] Accordingly , if [ a - d ] and [ b - c ) can be obtained , 
a correct sound utterance direction can be detected on the 
two - dimensional plane in which the microphones are 
arranged . 

[ 0118 ] Furthermore , by increasing the number of detection 
angles , such as @ [ a - b ] and @ [ c - d ] , the accuracy of the angle 
at which a direction is detected can also be increased . 
[ 0119 ] The microphones 104a , 104 , 104c , and 104d are 
arranged at four vertexes of a rectangle , as shown in FIG . 
3A , to perform processing as described above . Note that the 
number of microphones does not necessarily need to be four 
unless these microphones are arranged straight , and may be 
three . 
[ 0120 ] A disadvantage of the above method is that only a 
sound source direction on the same two - dimensional plane 
can be detected . For this reason , if a sound source is located 
right above the image capturing apparatus 1 , the direction of 
this sound source cannot be detected . For this reason , a 
description will be given next , with reference to FIGS . 10A 
and 10B , of the principle of the determination about whether 
or not the direction in which a sound source is present is the 
directly - upward direction , performed by the sound source 
direction detecting unit 2044 . 
[ 0121 ] FIG . 10A illustrates a method performed using 
three microphones . A description will be given using the 
microphones 104a , 104b , and 104c . In the case of the 
arrangement shown in FIG . 3A , a direction perpendicular to 
the direction in which the microphones 104a and 104b are 
arranged is the image capturing direction ( optical axis 
direction ) of the lens unit 101. The direction in which the 
microphones 104a and 104b are arranged is the direction of 
a straight line that connects the center point of the micro 
phone 104a to the center point of the microphone 104b . 
[ 0122 ] A description will now be given of the case where 
sound is input to the microphones 104a , 104b , and 1040 
straight from a direction perpendicular to the plane in which 
the sound input unit 104 is arranged , i.e. from above . 
[ 0123 ] Here , if a sound source is located right above the 
image capturing apparatus 1 , the microphones 104a and 
104b can be regarded as being located at the same distance 
from this sound source . That is to say , there is no time 
difference in sound that reaches these two microphones 104a 
and 1046 from the sound source . For this reason , it is 
recognized that the sound source is present in a direction 
perpendicular to the straight line that connects the micro 
phone 104a to the microphone 104b . 
[ 0124 ] Furthermore , the microphones 104a and 104c can 
also be regarded as being located at the same distance from 
the sound source , and therefore , there is no time difference 
in sound that reaches these two microphones 104a and 1040 
from the sound source . For this reason , it is recognized that 
the sound source is present in a direction perpendicular to 
the straight line that connects the microphone 104a to the 
microphone 104c . 
[ 0125 ] That is to say , assu ssuming that the absolute value of 
the time difference between sound detected by the micro 
phone 104a and sound detected by the microphone 104b is 
AT1 , and the absolute value of the time difference between 
sound detected by the microphone 104a and sound detected 
by the microphone 104c is AT2 , if the relationship between 
AT1 , AT2 , and a preset , sufficiently small threshold c 
satisfies the following conditions , it can be determined that 
the sound source is located right above the image capturing 
apparatus 1 . 

A71 < e and A72 < E Condition : 

[ 0126 ] A description will now be given , with reference to 
FIG . 10B , of a method of detecting a sound source located 
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right above the image capturing apparatus 1 using the four 
microphones 104a , 104 , 104c , and 104d . Consideration is 
given to the pair of the microphones 104a and 104d and the 
pair of the microphones 104b and 104c , as shown in FIG . 
3A . 
[ 0127 ] If a sound source is present right above the image 
capturing apparatus 1 , the microphones 104a and 104d are 
located at the same distance from this sound source , and 
accordingly , the absolute value AT3 of the time difference 
between sound detected by the microphone 104a and sound 
detected by the microphone 104d is zero or a very small 
value . That is to say , it is recognized that the sound source 
is present in a direction perpendicular to the straight line that 
connects the microphone 104a to the microphone 104d . 
[ 0128 ] Furthermore , the microphones 104b and 104c are 
also located at the same distance from the sound source , and 
accordingly , the absolute value AT4 of the time difference 
between sound detected by the microphone 104b and sound 
detected by the microphone 104c is also zero or a very small 
value . That is to say , it is recognized that the sound source 
is present in a direction perpendicular to the straight line that 
connects the microphone 104b to the microphone 104c . 
Therefore , if the following conditions are satisfied , it can be 
determined that the sound source is located right above the 
image capturing apparatus 1 . 

??3 < ? and ??4 < ? Condition : 

[ 0129 ] As described above , the absolute value of the 
difference in sound arrival time is obtained for two pairs of 
microphones out of three or more microphones , and it can be 
determined that the direction in which a sound source is 
present is the directly - upward direction if both the two 
absolute values are smaller than a sufficiently small thresh 
old . Note that , when two pairs are determined , any combi 
nations may be employed as long as the arrangement direc 
tions of the two pairs are not parallel to each other . 
[ 0130 ] The first embodiment has been described thus far . 
According to the above embodiment , it is possible to sup 
press the case of incorrectly determining an object other than 
( the face of ) a person who has uttered a sound command as 
an object to be shot . Also , a job intended by the person who 
has uttered a sound command can be executed . 
[ 0131 ] Furthermore , as described in the above embodi 
ment , power is supplied to the microphones 104a to 104d 
and the elements that constitute the sound signal processing 
unit 204 under the control of the central processing unit 201 
only when these elements are actually used . Accordingly , 
power consumption can be suppressed compared with the 
case where all constituent elements are in an operable state . 
[ 0132 ] Next , specific usage modes will be described based 
on the description of the above embodiment . As shown in 
FIGS . 3B to 3E , there are various usage modes of the image 
capturing apparatus 1 according to this embodiment . 
[ 0133 ] Here , for example , consideration will be given to 
the case of hanging the image capturing apparatus 1 around 
the user's neck as shown in FIG . 3C . In this case , it can be 
readily understood that an unnecessary image will be cap 
tured if the image capturing direction ( optical axis direction ) 
of the lens unit 101 is oriented toward the user's body . For 
this reason , it is desirable that the image capturing direction 
( optical axis direction ) of the lens unit 101 is always oriented 
forward of the user . In this case , the microphones 104c and 
104d , of the four microphones , are likely to come into 
contact with the user , as shown in FIG . 3A . That is to say , 

these microphones 104c and 104d are likely to collect sound 
of friction with the user's clothes , which may hinder the 
sound source direction detection performed by the sound 
source direction detecting unit 2044 using the four micro 
phones . In this embodiment , in the case of the usage mode 
in which the image capturing apparatus 1 is hung around the 
user's neck , the central processing unit 201 interrupts power 
to the microphones 104c and 104d , and gives the sound 
source direction detecting unit 2044 an instruction to detect 
a sound source direction using only the two microphones 
104a and 104b . In this case , the problem that two sound 
source directions are detected when the sound source direc 
tion is obtained using only two microphones , as described 
with reference to FIG.9A , will not arise . This is because the 
sound source direction can be regarded as at least being 
within an area forward of the user . That is to say , the sound 
source direction detecting unit 2044 detects two sound 
source directions as a result of calculation due to using only 
two microphones 104a and 104b , but detects a sound source 
direction that is forward of the user as an effective sound 
source direction . Note that , in the detection of the direction 
in which the user's body is present , for example , after it is 
determined that the image capturing apparatus 1 is hung 
around the neck , the panning operation over 360 degrees 
( one round ) is performed , an appropriate range of the angle 
( e.g. 180 degrees in FIG . 3C ) relative to the direction in 
which the measured distance is shortest ( i.e. the direction 
toward the user's chest in FIG . 3C ) may be determined as the 
direction in which the user is present . Also , the central 
processing unit 201 stores the determined direction as a 
reference direction in the storage unit 206 . 
[ 0134 ] Next , consideration will also be given to the case of 
attaching the image capturing apparatus 1 to the user's 
shoulder as shown in FIG . 3D . In this case , any one of the 
four microphones is located at a position close to the user's 
head , and is likely to come into contact with the user's head 
or clothes . In this case , one of the four microphones that is 
close to the user is not used ( i.e. is powered off ) during sound 
source direction detection , and a sound source direction is 
detected using the other three microphones . If the image 
capturing apparatus 1 is once attached ( fixed ) to the user's 
shoulder , the relative direction of the user's head with 
respect to the image capturing apparatus 1 is unchanged 
regardless of the user's movement . For this reason , the 
central processing unit 201 stores this direction as the user's 
head direction in the storage unit 206. Then , the central 
processing unit 201 does not use ( i.e. interrupts power to ) 
one of the four microphones that is close to the user's head 
during direction detection , based on the stored direction and 
the image capturing direction ( optical axis direction ) of the 
lens unit 101 , and sets the sound source direction detecting 
unit 2044 to detect a direction using the other three micro 
phones . Note that , in the detection of the direction in which 
the user's head is present , for example , after it is determined 
that the image processing apparatus 1 is attached to a 
shoulder , the panning operation over 360 degrees may be 
performed to determine an appropriate range of the angle 
( e.g. 90 degrees ) with respect to the direction in which the 
measured distance is shortest as the direction in which the 
user is present . Also , the central processing unit 201 stores 
the direction in which the measured distance is shortest ( i.e. 
user's head direction ) as a reference direction in the storage 
unit 206 . 
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[ 0135 ] Then , in the case of the usage modes in FIGS . 3B 
and 3E , the sound source direction detecting unit 2044 may 
detect a sound source direction using four microphones . 
[ 0136 ] Here , which one of the usage modes in FIGS . 3B 
to 3E is to be employed is set through the operation unit 205 
in the support member 200 by the user . However , if the user 
sets an automatic detection mode through the operation unit 
205 , the usage mode is automatically detected by the central 
processing unit 201. A description will be given below of 
automatic detection processing performed by the central 
processing unit 201 in the case where the automatic detec 
tion mode is set . 
[ 0137 ] It has already been described that the position 
detecting unit 212 according to this embodiment has con 
stituent elements , such as a gyroscope sensor , an accelera 
tion sensor , and a GPS sensor , for detecting movement of the 
image capturing apparatus 1. After the main power source of 
the image capturing apparatus 1 has turned on and initial 
ization processing in step S101 in FIG . 5A has been per 
formed , basically , the sound source direction detecting unit 
2044 detects a sound source direction assuming that the 
image capturing apparatus 1 is in the state shown in FIG . 3B , 
that is , in a fixed state . 
[ 0138 ] On the other hand , if the user performs an operation 
to determine the usage mode while holding the image 
capturing apparatus 1 after the initialization processing in 
step S101 in FIG . 5A , naturally , a change that is greater than 
a threshold is detected by a sensor such as the acceleration 
sensor or the gyroscope in the position detecting unit 212 . 
Also , it is assumed that the timing at which the user performs 
this operation is a timing at which the main power source of 
the image capturing apparatus 1 is turned on . For example , 
if at least one of the sensors detects a change that is greater 
than the threshold within a preset period after the initializa 
tion processing , the position detecting unit 212 estimates 
that the user is performing an operation to set up the image 
capturing apparatus 1 , and issues an interrupt signal to the 
central processing unit 201 . 
[ 0139 ] The flowchart shown in FIG . 11 illustrates this 
interruption processing ( processing to detect the set - up 
position of the image capturing apparatus 1 ) . A description 
will be given below , with reference to FIG . 11 , of processing 
performed by the central processing unit 201 . 
[ 0140 ] Initially , in step S1101 , the central processing unit 
201 stores , in the storage unit 206 , data that is output from 
the sensors provided in the position detecting unit 212 , for 
a preset period . It is desirable that this storing period is a 
period sufficient for the user to complete the operations 
related to the usage mode ( e.g. one minute ) . 
[ 0141 ] As will be described below , after this storing period 
ends , the central processing unit 201 determines the set - up 
position of the image capturing apparatus 1 based on the 
stored data , and determines a method of detecting the sound 
source direction to be performed by the sound source 
direction detecting unit 2044. Note that , in the following 
description , it is assumed that the plane indicated by the x 
and y axes indicates a plane perpendicular to the rotation 
axis for the panning operation of the image capturing 
apparatus 1 , and the z axis indicates the axial direction of the 
rotation axis for the panning operation of the image captur 
ing apparatus 1 . 
[ 0142 ] In the case where the user attaches the image 
capturing apparatus 1 to a shoulder ( i.e. the case shown FIG . 
3D ) , the movement amount in any of the x , y , and z - axis 

directions tends to be significantly larger than that in the 
cases shown in FIGS . 3B , 3C , and 3E . For this reason , in 
step S1102 , the central processing unit 201 determines 
whether or not any of the stored accelerations in the x , y , and 
Z - axis directions exceeds a preset threshold . If any of the 
accelerations exceeds the threshold , the central processing 
unit 201 estimates that the image capturing apparatus 1 has 
been attached to the user's shoulder , and in step S1103 , the 
central processing unit 201 sets the sound source direction 
detecting unit 2044 to detect the sound source direction in 
accordance with a method ( or rule ) of detecting the sound 
source direction using three microphones , namely the micro 
phones other than the microphone located close to the user's 
head , and ends this processing . 
[ 0143 ] If , in step S1102 , the accelerations in all of the x , 
y , and z - axis directions are smaller than or equal to the 
threshold , the central processing unit 201 advances the 
processing to step S1104 . 
[ 0144 ] In the case of hanging the image capturing appa 
ratus 1 around the neck , the movement amounts in the x , y , 
and z - axis directions tend to be smaller than those in the case 
of putting the image capturing apparatus 1 on a shoulder . In 
addition , to hang the image capturing apparatus 1 around the 
neck , an operation to vertically invert the image capturing 
apparatus 1 , as shown in FIG . 3C , is needed . For this reason , 
in the case of performing the operation to hang the image 
capturing apparatus 1 around the neck , the angular velocity 
around a specific axis tends to increase . Also , the amount of 
rotation around the z axis is small . 
[ 0145 ] In step S1104 , the central processing unit 201 
detects the angular velocities around the x , y , and z axes and 
compares these angular velocities with a threshold . Specifi 
cally , it is determined as to whether or not the angular 
velocity along the z axis ( yaw ) is smaller than or equal to a 
preset threshold , and whether or not the angular velocity 
along the x axis or the y axis ( roll , pitch ) are greater than a 
preset threshold . 
[ 014 ] If these conditions are satisfied , the central pro 
cessing unit 201 estimates that the image capturing appara 
tus 1 is hung around the user's neck . Then , the central 
processing unit 201 sets the sound source direction detecting 
unit 2044 to detect the sound source direction using only two 
microphones , namely the microphones 104a and 1046 , of 
the four microphones , in accordance with a sound source 
direction detection method in which a sound source is 
regarded as being present at a position in the direction 
opposite to the direction in which the microphones 104c and 
104d are arranged , and ends the processing . 
[ 0147 ] On the other hand , if , in step S1104 , it is deter 
mined that the angular velocity in the yaw direction is 
greater than the threshold , and it is also determined that the 
angular velocity in the roll or pitch direction is smaller than 
or equal to the threshold , then in step S1106 , the central 
processing unit 201 regards the image capturing apparatus 1 
as having been fixed to an appropriate position by the user's 
hand . For this reason , in step S1106 , the central processing 
unit 201 sets the sound source direction detecting unit 2044 
to detect the sound source direction in accordance with the 
sound source direction detection method using four micro 
phones , and ends this processing . 
[ 0148 ] In a fixed state , the image capturing apparatus 1 
hardly moves unlike the case of being put on a shoulder or 
hung around the neck . For this reason , if none of the 
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aforementioned cases applies , it can be determined that the 
image capturing apparatus 1 fixed . 
[ 0149 ] Note that , in the case where the user has ended an 
operation to position the image capturing apparatus 1 , the 
central processing unit 201 may be notified of the end of this 
operation by inputting an instruction indicating the end of 
the operation from the operation unit 205. Also , the set - up 
position may be set from a PC or a mobile terminal via the 
wireless communication unit 214 . 
[ 0150 ] Next , a description will be given , in accordance 
with the flowchart in FIG . 12 , of front determination pro 
cessing , which is performed before transitioning to the 
intermittent front image capturing mode ( step S218 in FIG . 
6 ) according to the embodiment . This processing is per 
formed after the processing to detect the set - up position of 
the image capturing apparatus 1 described with reference to 
FIG . 11 . 
[ 0151 ] In the case of transitioning to the intermittent front 
image capturing mode , the central processing unit 201 
captures a still image of the front side of the person who is 
wearing the image capturing apparatus 1 from now on , 
regardless of a detected sound source direction . The central 
processing unit 201 repeatedly shooting still images at an 
interval of 10 seconds , for example . For this purpose , the 
central processing unit 201 needs to determine the direction 
that is to serve as the front side of the person who is wearing 
the image capturing apparatus 1 so as to match the image 
capturing direction ( optical axis direction ) of the movable 
image capturing unit 100 to the direction serving as the front 
side of the person who is wearing the image capturing 
apparatus 1. The user who is wearing the image capturing 
apparatus 1 according to the embodiment performs an 
operation to knock the image capturing apparatus 1 at a 
position corresponding to the direction serving as the front 
side of the user , and utters predetermined voice . The central 
processing unit 201 in the image capturing apparatus 1 
determines the front direction for the user based on a 
vibration and sound caused by the knocking operation , as 
well as the uttered voice , and performs processing to match 
the image capturing direction ( optical axis direction ) of the 
movable image capturing unit 100 to the determined direc 
tion . This processing is the front determination processing 
performed by the central processing unit 201 . 
[ 0152 ] Although the case of transitioning to the intermit 
tent front image capturing mode has been described as an 
example here , similar processing may also be performed in 
the case of transitioning to a front still image capturing mode 
of shooting , only once , a still image of the front side of the 
person who is wearing the image capturing apparatus 1 , or 
a front moving image capturing mode of shooting a moving 
image of the front side for the person who is wearing the 
image capturing apparatus 1. For example , a configuration 
may also be employed in which the image capturing appa 
ratus 1 can distinguish between sound commands such as 
" shoot a still image of the front side ” “ intermittently shoot 
an image of the front side ” , and “ shoot a moving image of 
the front side ” . 
[ 0153 ] Initially , in step S1201 , the central processing unit 
201 detects a vibration of the image capturing apparatus 1 . 
Here , the position detecting unit 212 detects a weak vibra 
tion occurring due to the housing of the image capturing 
apparatus 1 being knocked . If the intensity of the vibration 
detected by the position detecting unit 212 is within a preset 
threshold range , the central processing unit 201 determines 

that the detected vibration is a vibration occurring due to the 
image capturing apparatus 1 being knocked , that is , a 
vibration occurring due to a knocking operation . Although 
the position detecting unit 212 detects a vibration here , a 
sensor for detecting vibration may be separately prepared to 
detect a vibration . 
[ 0154 ] In step S1202 , the central processing unit 201 
performs processing to detect the direction in which the 
knocking sound occurred when the housing of the image 
capturing apparatus 1 was knocked , in parallel to the pro 
cessing in step S1201 . Specifically , if the sound pressure 
level of the knocking sound detected by the sound pressure 
level detecting unit 2041 exceeds a threshold , the sound 
source direction detecting unit 2044 detects the direction in 
which the knocking sound occurred . Since it is assumed that 
the knocking sound occurs on the surface of the image 
capturing apparatus 1 , the knocking sound occurs very 
closely to the microphones 104a to 104d . In this embodi 
ment , the sound source direction relative to the microphone 
104a is detected . 
[ 0155 ] In step S1203 , the central processing unit 201 
records the direction in which the knocking sound occurred 
as 01 in the buffer memory 2044a . 
[ 0156 ] Subsequently , in step S1204 , the central processing 
unit 201 causes the sound command recognition unit 2043 to 
detect utterance of a preset specific sound command . In step 
S1205 , the central processing unit 201 causes the sound 
source direction detecting unit 2044 to detect the direction of 
the utterance source of the sound command detected in step 
S1204 . In step S1206 , the central processing unit 201 
records the direction in which the sound command was 
uttered as 02 in the buffer memory 2044a . 
[ 0157 ] In step S1207 , the central processing unit 201 
determines whether or not 01 and 02 satisfy preset condi 
tions . These conditions will be described later . If it is 
determined that the conditions are satisfied , then in step 
S1208 , the central processing unit 201 derives the direction 
that indicates the front side of the person who is wearing the 
image capturing apparatus 1. In step S1209 , the central 
processing unit 201 controls the rotation control unit 213 to 
match the image capturing direction ( optical axis direction ) 
of the movable image capturing unit 100 to the derived 
direction . If it is determined that the conditions are not 
satisfied , the central processing unit 201 ends the processing . 
[ 0158 ] The preset conditions will now be described . For 
example , in the case where the image capturing apparatus 1 
is hung around the neck , it is derived that the direction 01 in 
which the knocking sound occurred is opposite to the 
direction 02 in which sound was recognized . In this case , the 
central processing unit 201 determines , as the direction 
serving as the front side of the person who is wearing the 
image capturing apparatus 1 , the direction of a straight line 
that connects the center of the housing of the image captur 
ing apparatus 1 to the point at which the direction 01 in 
which the knocking sound occurred intersects the surface of 
the housing of the image capturing apparatus 1 . 
[ 0159 ] In the case where the image capturing apparatus 1 
is put on a shoulder , for example , it is derived that the 
direction 01 in which the knocking sound occurred is shifted 
from the direction 02 in which sound was recognized by 90 ° . 
In this case , the central processing unit 201 determines , as 
the direction serving as the front side of the person who is 
wearing the image capturing apparatus 1 , the direction of a 
straight line that connects the center of the housing of the 
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image capturing apparatus 1 to the point at which the 
direction 01 in which the knocking sound occurred intersects 
the surface of the housing of the image capturing apparatus 
1 . 
[ 0160 ] In the case where the image capturing apparatus 1 
is fixed , for example , it is derived that the direction 01 in 
which the knocking sound occurred is the same as the 
direction 02 in which sound was recognized . In this case , the 
central processing unit 201 determines , as the direction 
serving as the front side of the person who is wearing the 
image capturing apparatus 1 , the direction of a straight line 
that connects the center of the housing of the image captur 
ing apparatus 1 to the point at which the direction 01 in 
which the knocking sound occurred intersects the surface of 
the housing of the image capturing apparatus 1 . 
[ 0161 ] Note that , if none of the above conditions is satis 
fied , the central processing unit 201 determines that the 
determination about the set - up position of the image cap 
turing apparatus 1 was incorrect , or that the knocking 
position was incorrect . In this case , the central processing 
unit 201 may cause processing to set the set - up position and 
the operation to knock the image capturing apparatus 1 to be 
performed 
[ 0162 ] FIGS . 13A to 15C are conceptual diagram illus 
trating examples of processing performed by the central 
processing unit 201 to detect a shooting start position at 
respective attachment positions . 
[ 0163 ] A description will be given , with reference to 
FIGS . 13A to 13C , of the front determination in the case of 
hanging the image capturing apparatus 1 around the neck as 
shown in FIG . 3C . 
[ 0164 ] Initially , as shown in FIG . 13A , upon detecting the 
direction 01 ( 0 [ a , b ] ) in which knocking sound input to the 
microphone 104a occurred , the central processing unit 201 
sets a direction range 1101 , which is a hemisphere indicating 
the surface of the housing of the image capturing apparatus 
1 on the basis of the direction 01 in which the knocking 
sound occurred . Then , the central processing unit 201 esti 
mates , as a knocking position 1104 , the position of an 
intersection point between the line extending from the 
microphone 104a in the direction 01 and the direction range 
1101. If the direction 02 ( 0 [ d - c ] ) in which a specific sound 
command was detected is detected in a direction range 1102 
that is opposite to the direction range 1101 , as shown in FIG . 
13B , the central processing unit 201 determines that the 
direction 1103 in which the center 1100 of the image 
capturing apparatus 1 is connected to the estimated knocking 
position 1104 as the direction serving as the front side of the 
person who is wearing the image processing apparatus 1 , as 
shown in FIG . 13C . 
[ 0165 ] Next , a description will be given , with reference to 
FIGS . 14A to 14C , the front determination in the case of 
putting the image capturing apparatus 1 on a shoulder as 
shown in FIG . 3D . 
[ 0166 ] As shown in FIG . 14A , upon detecting the direc 
tion 01 in which knocking sound input to the microphone 
104a occurred , the central processing unit 201 sets a direc 
tion range 1101 , which is a hemisphere indicating the 
surface of the housing of the image capturing apparatus 1 on 
the basis of the direction 01 ( 0 [ a , b ] ) in which the knocking 
sound occurred . Then , the central processing unit 201 esti 
mates , as a knocking position 1104 , the position of an 
intersection point between the line extending from the 
microphone 104a in the direction 01 and the direction range 

1101. If the direction 02 ( [ a - d ] ) in which a specific 
command was detected is detected in a direction range 1102 
that is opposite to the range 1101 , as shown in FIG . 14B , the 
central processing unit 201 determines that the direction 
1103 in which the center 1100 of the image capturing 
apparatus 1 is connected to the estimated knocking position 
1104 as the direction serving as the front side of the person 
who is wearing the image processing apparatus 1 , as shown 
in FIG . 14C . 

[ 0167 ] Next , a description will be given , with reference to 
FIGS . 15A to 15C , of the front determination in the case of 
fixing the image capturing apparatus 1 as shown in FIG . 3B . 
[ 0168 ] Upon detecting the direction 01 ( [ a - b ] ) in which 
knocking sound input to the microphone 104a occurred , as 
shown in FIG . 15A , the central processing unit 201 sets a 
direction range 1101 , which is a hemisphere indicating the 
surface of the housing of the image capturing apparatus 1 on 
the basis of the direction 01 in which the knocking sound 
occurred . If the direction 02 ( [ a - b ] ) in which a specific 
message input to the microphone 104a was detected is 
within a direction range 1102 that is the same as the direction 
range 1101 , as shown in FIG . 15B , the central processing 
unit 201 determines that the direction 1103 in which the 
center 1100 of the image capturing apparatus 1 is connected 
to the estimated knocking position 1104 as the direction 
serving as the front side of the user of the image processing 
apparatus 1 , as shown in FIG . 15C . 
[ 0169 ] As described above , according to this embodiment , 
the image capturing direction of the image capturing appa 
ratus 1 can be oriented to a desired direction for the user . 
Note that the above embodiment has described an example 
in which a sound command indicating intermittent front 
shooting is uttered . Meanwhile , if , in the case where a 
command for fixing the image capturing direction forward 
was uttered , the above - described processing in FIG . 12 is 
performed , and the still image shooting command or the 
moving image shooting command is thereafter uttered , a still 
image or a moving image may be shot and recorded while 
keeping this direction . Also , a special sound command for 
returning to a mode of orienting the image capturing direc 
tion of the movable image capturing unit 100 to the direction 
in which an original sound source is present may also be 
provided , and a switch for returning to this mode may also 
be prepared . A configuration may also be employed in which 
the image capturing apparatus 1 transitions from a standby 
state to a starting state in accordance with the position 
detecting unit 212 having detected a vibration , rather than 
starting upon recognizing the start command that is given by 
sound , and may perform processing in step S1201 and 
subsequent steps in FIG . 12 . 

Second Embodiment 

[ 0170 ] In the first embodiment , the front side of the user 
is determined by uttering a sound command for performing 
the intermittent front shooting , but the determination about 
the set - up position of the image capturing apparatus 1 and 
the determination about the front side of the user ( the person 
who is wearing the image capturing apparatus ) may be 
performed at the same time during an initial period after the 
power source of the image capturing apparatus 1 is turned 
on . As a result , if a sound command for giving an intermit 
tent front shooting instruction is uttered , the central process 
ing unit 201 immediately performs control to orient the 
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image capturing direction of the image capturing apparatus 
1 to the initially - set front side , and intermittent shooting can 
then be started . 
[ 0171 ] It is assumed here that the apparatus configuration 
is the same as that in the first embodiment , and differences 
will be described below . 
[ 0172 ] FIG . 16 is a flowchart illustrating processing per 
formed by the central processing unit 201 according to the 
second embodiment . FIG . 16 illustrates processing per 
formed immediately after step S111 in FIG . 5A ( in the case 
where the start command has been recognized ) . For this 
reason , see the first embodiment for processing performed 
before step S1401 . 
[ 0173 ] In step S1401 , the central processing unit 201 
determines whether or not the image capturing apparatus 1 
is attached to the body of the photographer . The image 
capturing apparatus 1 has the position detecting unit 212 , 
which includes a gyroscope , an acceleration sensor , and the 
like , for detecting movement of the image capturing appa 
ratus 1. If an output value of the gyroscope or the accelera 
tion sensor is greater than a predetermined value , it is 
determined that the image capturing apparatus 1 is in a state 
in which it is attached to the body of the photographer , and 
the processing proceeds to step S1403 . If the output values 
of the gyroscope and the acceleration sensor are smaller than 
a preset value , it is determined that the image capturing 
apparatus 1 is not attached to the body of the photographer 
but is set up in a place other than on the photographer , and 
the processing proceeds to step S1411 . 
[ 0174 ] If the processing proceeds to step S1411 , the cen 
tral processing unit 201 determines that the image capturing 
apparatus 1 is in a fixed state , and does not specifically 
define the direction serving as the front side . 
[ 0175 ] If the processing proceeds to step S1403 , the cen 
tral processing unit 201 rotates ( pans ) the movable image 
capturing unit 100 over 360 ° in the horizontal direction to 
obtain an image by shooting the surroundings of the image 
capturing apparatus 1 by 360 ° , and advances the processing 
to step S1404 . At this time , if an image of the surroundings 
over 360 ° while fixing the in - focus distance of the movable 
image capturing unit 100 to approximately 30 cm , for 
example , the photographer's body , which is present at a 
distance shorter than 30 cm in many cases , cannot be 
brought into focus . For this reason , the central processing 
unit 201 can readily obtain a low - contrast image in an 
unshootable area . Thus , the central processing unit 201 can 
readily distinguish between a shootable area in which con 
trast is high and an unshootable area in which contrast is low . 
The central processing unit 201 distinguishes between a 
shootable area in which contrast is greater than or equal to 
a preset threshold and an unshootable area in which contrast 
is smaller than the threshold , for example . However , the 
central processing unit 201 may distinguish between a 
shootable area that can be brought into focus and an 
unshootable area that cannot be brought into focus . For 
example , the central processing unit 201 may determine the 
focusing state by obtaining , from the movable image cap 
turing unit 100 , information indicating whether or not an 
object has been brought into focus , information indicating 
an in - focus position , or the like , as information indicating 
the result of automatic focus control . 
[ 0176 ] Distinction between the shootable area and the 
unshootable area may be performed using a phase - difference 
AF ( Auto Focus ) sensor , as well as the above - described 

determination based on the contrast . The phase - difference 
AF sensor splits the light that is incident from the lens into 
two light beams , guide these light beams to dedicated 
sensors , and thus can determine the direction and the amount 
of focus based on the space between two formed images . 
Since the distance to the object can be understood , distinc 
tion can be made while assuming that an area in which an 
object is farther than 30 cm is the shootable area , and that an 
area in which an object is closer than 30 cm is the unshoot 
able area , for example . As described above , any method 
other than the contrast method and the phase - difference AF 
method may also be used as long as distinction can be made 
between the shootable area and the unshootable area , and the 
method is not particularly limited . 
[ 0177 ] In step S1404 , the central processing unit 201 
analyzes the image obtained by shooting the surroundings 
over 360 ° in the horizontal direction in step S1403 to detect 
the shootable area , and advances the processing to step 
S1405 . 
[ 0178 ] In step S1405 , the central processing unit 201 
determines whether or not the image capturing apparatus 1 
is in a state in which it is hung around the neck . 
[ 0179 ] FIG . 17 is a schematic diagram illustrating a state 
where the photographer hangs the image capturing apparatus 
1 around his neck . When a photographer 1501 is hanging the 
image capturing apparatus 1 around the neck , a first shoot 
able area 1502 is approximately 180 ° , for example . Also , the 
direction of voice uttered by the photographer 1501 when 
starting the image capturing apparatus 1 is almost right 
above the image capturing apparatus 1. Since the sound from 
almost right above the image capturing apparatus 1 arrives 
at the microphones 104a , 104b , 104c , and 104d at the same 
time , it is determined that there is no information regarding 
the sound source direction even if sound source direction 
detection is performed using a phase difference . 
[ 0180 ] Thus , if the first shootable area 1502 is approxi 
mately 180 ° and no result is obtained after the sound source 
direction detection , the central processing unit 201 deter 
mines that the photographer 1501 is wearing the image 
capturing apparatus 1 while hanging the image capturing 
apparatus 1 around his neck . If , for example , the shootable 
area 1502 is 180 ° -45 ° , the central processing unit 201 
according to the second embodiment determines that the 
photographer 1501 is wearing the image capturing apparatus 
1 while hanging the image capturing apparatus 1 around his 
neck , and advances the processing to step S1406 . 
[ 0181 ] In step S1406 , the central processing unit 201 
defines the front direction based on the shootable area and 
sound source direction information . As a result of processing 
in step S1405 , it can be considered that the center of the 
shootable area 1502 matches the front side intended by the 
photographer 1501 , and thus , the central processing unit 201 
defines this direction as the front direction , and stores this 
direction in the storage unit 206 . 
[ 0182 ] In step S1407 , the central processing unit 201 
determines whether or not the image capturing apparatus 1 
is in a state in which it is put on the right shoulder . 
[ 0183 ] FIG . 18A is a schematic diagram showing a state 
where the photographer is wearing the image capturing 
apparatus while placing the image capturing apparatus on 
the right shoulder . When the photographer 1501 is wearing 
the image capturing apparatus 1 in a state in which it is put 
on the right shoulder , a shootable area 1601a is approxi 
mately 315º , for example . The direction of voice uttered by 
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[ 0189 ] As a result of the above , according to the second 
embodiment , the set - up position of the image capturing 
apparatus and the front direction for the user can be deter 
mined only by performing an operation to position the image 
capturing apparatus while uttering the start command that is 
given by sound . Accordingly , if a sound command for giving 
an intermittent front shooting instruction is recognized , the 
central processing unit 201 can perform control to immedi 
ately match the image capturing direction of the movable 
image capturing unit 100 to the direction of the recognized 
sound command to prepare image capturing . 
[ 0190 ] Note that , if the processing proceeds to step S1411 , 
or if it cannot be determined in step S1409 that the image 
capturing apparatus 1 is put on the left shoulder , processing 
corresponding to various sound commands is to be per 
formed with the front direction undefined . For this reason , if 
the user utters a sound command for which the direction 
serving as the front side is needed , and the front side is 
undefined ( i.e. information indicating the direction serving 
as the front side is not stored in the storage unit 206 ) , 
processing that has been described in the first embodiment 
and shown as an example in FIG . 12 may also be performed . 

Third Embodiment 

the photographer 1501 when starting the image capturing 
apparatus 1 is a direction shifted clockwise from the center 
position of an unshootable area 1601b by a predetermined 
amount or more . 
[ 0184 ] Thus , when the shootable area 1601a is approxi 
mately 315º , and the result of sound source direction detec 
tion is a direction shifted clockwise from the center of the 
unshootable area 1601b , the central processing unit 201 
determines that the photographer 1501 is wearing the image 
capturing apparatus 1 in a state in which it is put on the right 
shoulder . In the second embodiment , it is determined that the 
photographer 1501 is wearing the image processing appa 
ratus 1 in a state in which it is put on the right shoulder if , 
for example , the shootable area 1601a is 315º + 45º and the 
direction in which voice was collected is a direction shifted 
clockwise from the center of the unshootable area 16016 , 
and the processing proceeds to step S1408 . 
[ 0185 ] In step S1408 , the central processing unit 201 
defines the front direction based on the unshootable area and 
sound source direction information . If information indicat 
ing that the shootable area 1601a is 315º has been obtained 
as a result of processing in step S1407 , the unshootable area 
is the remaining angle , namely 45 ° . If it is considered based 
on FIG . 18A that the unshootable area corresponds to the 
head of the photographer 1501 , the direction shifted clock 
wise by 90 ° from the center of this unshootable area is 
considered as the front direction intended by the photogra 
pher 1501 , and thus , this direction is defined as the front side 
and is stored in the storage unit 206 . 
[ 0186 ] In step S1409 , the central processing unit 201 
determines whether or not the image capturing apparatus 1 
is in a state in which it is put on the left shoulder . 
[ 0187 ] FIG . 18B is a schematic diagram showing a state 
where the photographer is wearing the image capturing 
apparatus while placing the image capturing apparatus on 
the left shoulder . When the photographer 1501 is wearing 
the image capturing apparatus 1 in a state in which it is put 
on the left shoulder , the shootable area 1601a is approxi 
mately 315º , for example . Also , the direction of voice 
uttered by the photographer 1501 when starting the image 
capturing apparatus 1 is a direction shifted counterclockwise 
from the center of the unshootable area 1601b , and thus , the 
central processing unit 201 determines that the photographer 
1501 is wearing the image capturing apparatus 1 in a state 
in which it is put on the left shoulder . In the second 
embodiment , it is determined that the photographer 1501 is 
wearing the image processing apparatus 1 in a state in which 
it is put on the left shoulder when the shootable area 1601a 
is 315º + 45º and the direction in which voice was collected 
is a direction shifted counterclockwise from the center of the 
unshootable area 1601b , and the processing proceeds to step 
S1410 . 
[ 0188 ] In step S1410 , the central processing unit 201 
defines the front direction based on the unshootable area and 
the sound source direction information . If information indi 
cating that the shootable area 1601a is 315º has been 
obtained in processing in step S1409 , the unshootable area 
is the remaining angle , namely 45 ° . If it is considered based 
on FIG . 18B that the unshootable area corresponds to the 
head of the photographer 1501 , the direction shifted coun 
terclockwise by 90 ° from the center of this unshootable area 
is considered as the front direction intended by the photog 
rapher 1501 and thus , this direction is defined as the front 
side and is stored in the storage unit 206 . 

[ 0191 ] In the above - described first embodiment , the user 
of the image capturing apparatus 1 performs the operation to 
knock at a position that indicates a desired direction in order 
to orient the image capturing direction ( optical axis direc 
tion ) of the image capturing apparatus 1 to the desired 
direction for the user ( the front side in the first embodiment ) . 
That is to say , to orient the image capturing apparatus 1 to 
a direction other than the direction toward the user , the user 
needs to be within an area in which the user can reach the 
image capturing apparatus 1. The third embodiment will 
describe , with reference to FIGS . 19A to 19E and 20 , an 
example in which the user can also orient the image cap 
turing direction 1 to a direction other than the direction 
toward the user even in the case where the distance between 
the user who instructs the image capturing direction and the 
image capturing apparatus 1 is more than a reachable 
distance . Note that the apparatus configuration is the same as 
that in the first embodiment , and a description there of is 
omitted . 
[ 0192 ] FIGS . 19A to 19E are diagrams showing a method 
of setting the image capturing direction of the image cap 
turing apparatus according to the third embodiment . 
[ 0193 ] In FIG . 19A , a user 1701 utters a sound command 
indicating a shooting direction setting . The central process 
ing unit 201 in the image capturing apparatus 1 recognizes 
this sound command and performs processing to detect the 
sound source direction , as shown in FIG . 19B . 
[ 0194 ] First , after recognizing the sound command indi 
cating the shooting direction setting and performing pro 
cessing to detect the sound source direction , the central 
processing unit 201 controls the rotation control unit 213 to 
match the image capturing direction ( optical axis direction ) 
of the movable image capturing unit 100 to the detected 
sound source direction , as shown in FIG . 19C , and detect the 
user 1701 . 
[ 0195 ] After recognizing the presence of the user 1701 in 
the captured image , the central processing unit 201 detects 
the direction in which the face of the user 1701 is oriented , 
and registers ( stores ) information indicating the detected 
direction in the storage unit 206. The direction of the face 
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by a predetermined value at a time until an object is detected 
in step S1804 or the tilt angle reaches its upper limit in step 
S1809 . 
[ 0201 ] If an object is detected , the central processing unit 
201 advances the processing from step S1804 to step S1805 . 
In step S1805 , the central processing unit 201 analyzes the 
captured image and performs processing to detect the direc 
tion of the object's face . In step S1806 , the central process 
ing unit 201 registers the detected direction of the object's 
face in the storage unit 206 , and returns the processing to 
step S151 ( FIG . 5B ) . 
[ 0202 ] As described above , according to the third embodi 
ment , it is possible to register a desired direction for the user 
to the image capturing apparatus 1 and capture an image in 
the registered direction in a non - contact state . 
[ 0203 ] Although preferable embodiments of the present 
invention have been described thus far , the present invention 
is not limited to these embodiments , and may be modified 
and altered in various manners within the scope of the gist 
of the present invention . In the examples of the present 
invention , a digital camera has been taken as an example of 
the image capturing apparatus , but the present invention can 
be applied to various apparatuses that have shooting means 
and communication means , such as a video camera and a 
smartphone . 

Other Embodiments 

mentioned here is information that expresses the direction in 
which the user 1701 is looking , and is the angle of the entire 
face that is derived from the positional relationship between 
parts of the face . Otherwise , a configuration may be 
employed in which the direction of the line of sight derived 
from the positional relationship between parts around eye 
balls , such as the inner corner of an eye and an iris , is 
regarded as the direction of the face . The direction of the 
face need only be information indicating the direction in 
which the operator is looking , and various derivation meth 
ods are applicable . 
[ 0196 ] For example , the face of the user 1701 is oriented 
toward the front side 1702 in the case of FIG . 19D , the 
central processing unit 201 registers a direction 1703 par 
allel to the front side 1702 in the storage unit 206. Also , if 
the face of the user 1701 is oriented to an obliquely left front 
side 1704 as shown in FIG . 19E , the central processing unit 
201 registers a direction 1705 parallel to the obliquely left 
front side 1704 in the storage unit 206 . 
[ 0197 ] It is assumed below that the sound command 
recognition unit 2043 has recognized a sound command for 
capturing an image in the registered direction ( e.g. a sound 
command for intermittently capturing an image in the reg 
istered direction ) . In this case , the central processing unit 
201 shoots and records an image while orienting the image 
capturing direction of the movable image capturing unit 100 
to the registered direction , rather than orienting the image 
capturing direction of the movable image capturing unit 100 
to the sound source direction of this sound command . Using 
this , it is possible to not only perform the already described 
intermittent front shooting , but also perform intermittent 
shooting and shooting and recording of a moving image in 
a desired direction for the user . 
[ 0198 ] Note that a sound command for deleting the reg 
istered direction may also be prepared , and if a sound 
command indicating a shooting direction setting is recog 
nized again , information indicating the direction stored 
beforehand is overwritten . 
[ 0199 ] Next , a description will be given of processing to 
set the shooting direction according to the third embodi 
ment , in accordance with the flowchart in FIG . 20. It should 
be understood that processing shown in FIG . 20 is process 
ing to be performed immediately after it is determined in 
step S209 in FIG . 6 that the sound command is not the 
intermittent front shooting command . 
[ 0200 ) In step S1801 , the central processing unit 201 
determines whether or not the sound command recognized 
by the sound command recognition unit 2043 is a shooting 
direction setting command . If it determined that the 
recognized sound command is the shooting direction setting 
command , the central processing unit 201 advances the 
processing to step S1802 . In step S1802 , the central pro 
cessing unit 201 obtains the direction of a sound source 
( user ) of the sound command from the sound source direc 
tion detecting unit 2044. In step S1803 , the central process 
ing unit 201 controls the rotation control unit 213 to perform 
the panning operation in order to match the image capturing 
direction of the movable image capturing unit 100 to the 
obtained sound source direction . In step S1804 , the central 
processing unit 201 determines whether or not an object has 
been detected . If no object has been detected , the central 
processing unit 201 loops processing steps S1808 , S1809 , 
and S1804 , and performs processing to change the tilt angle 

[ 0204 ] Embodiment ( s ) of the present invention can also be 
realized by a computer of a system or apparatus that reads 
out and executes computer executable instructions ( e.g. , one 
or more programs ) recorded on a storage medium ( which 
may also be referred to more fully as a ‘ non - transitory 
computer - readable storage medium ' ) to perform the func 
tions of one or more of the above - described embodiment ( s ) 
and / or that includes one or more circuits ( e.g. , application 
specific integrated circuit ( ASIC ) ) for performing the func 
tions of one or more of the above - described embodiment ( s ) , 
and by a method performed by the computer of the system 
or apparatus by , for example , reading out and executing the 
computer executable instructions from the storage medium 
to perform the functions of one or more of the above 
described embodiment ( s ) and / or controlling the one or more 
circuits to perform the functions of one or more of the 
above - described embodiment ( s ) . The computer may com 
prise one or more processors ( e.g. , central processing unit 
( CPU ) , micro processing unit ( MPU ) ) and may include a 
network of separate computers or separate processors to read 
out and execute the computer executable instructions . The 
computer executable instructions may be provided to the 
computer , for example , from a network or the storage 
medium . The storage medium may include , for example , one 
or more of a hard disk , a random - access memory ( RAM ) , 
read only memory ( ROM ) , a storage of distributed comput 
ing systems , an optical disk ( such as a compact disc ( CD ) , 
digital versatile disc ( DVD ) , or Blu - ray Disc ( BD ) TM ) , a 
flash memory device , a memory card , and the like . 
[ 0205 ] While the present invention has been described 
with reference to exemplary embodiments , it is to be under 
stood that the invention is not limited to the disclosed 
exemplary embodiments . The scope of the following claims 
is to be accorded the broadest interpretation so as to encom 
pass all such modifications and equivalent structures and 
functions . 

a 
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[ 0206 ] This application claims the benefit of Japanese 
Patent Application No. 2018-071918 , filed Apr. 3 , 2018 , 
which is hereby incorporated by reference herein in its 
entirety . 
What is claimed is : 
1. An image capturing apparatus comprising : 
an image capturing unit ; 
a rotation drive unit configured to move the image cap 

turing direction of the image capturing unit ; 
a processing unit configured to cause the image capturing 

unit to capture a video or an image , 
wherein the processing unit performs control such that the 

rotation drive unit moves the image capturing direction 
of the image capturing unit to a predetermine direction , 

wherein the processing unit determines the predetermined 
direction based on a person captured by the image 
capturing unit . 

2. The apparatus according to claim 1 , 
wherein the predetermined direction is a direction in 

which the person's face is oriented that is captured by 
the image capturing apparatus . 

3. The apparatus according to claim 1 , further comprising : 
a sound input unit including a plurality of microphones ; 

and 
a sound signal processing unit configured to recognize a 

sound command indicated by sound data input from the 
sound input unit and to detect a sound source direction 
based on sound data input from the sound input unit ; 

wherein the processing unit performs control such that the 
rotation drive unit moves the image capturing direction 
of the image capturing unit to a predetermine direction 
in accordance with the recognized sound command , 
and 

wherein , in a case where a preset sound command is 
recognized by the sound signal processing unit , the 
processing unit determines the predetermined direction 
based on the person captured by the image capturing 
unit . 

4. The apparatus according to claim 3 , 
wherein , in a case where the preset sound command is 

recognized by the sound signal processing unit , the 
processing unit determines which of a plurality of 
preset set - up positions the image capturing apparatus is 

set up , based on a plurality of images captured while 
changing the image capturing direction of the image 
capturing unit . 

5. The apparatus according to claim 4 , 
wherein the set - up positions include a person's shoulder , 

hanging around a person's neck , and setup on a fixed 
material . 

6. The apparatus according to claim 3 , 
wherein , in a case where a first sound command is 

recognized by the sound signal processing unit , the 
processing uit determine direction in which 
person's face is oriented that is obtained by performing 
control such that the rotation unit moves the image 
capturing direction of the image capturing unit to the 
sound source direction detected by the sound signal 
processing unit , 

wherein the processing unit stores the determined direc 
tion as a direction in which an image is to be captured 
when a second sound command is recognized , and 

wherein , in a case where the second sound command is 
recognized , the processing unit performs control such 
that the rotation unit move the image capturing direc 
tion of the image capturing unit to the stored direction 
and captures an image . 

7. A method for controlling an image capturing apparatus 
that includes an image capturing unit , and a rotation drive 
unit configured to move the image capturing direction of the 
image capturing unit , the method comprising : 

performing control such that the rotation drive unit moves 
the image capturing direction of the image capturing 
unit to a predetermine direction , 

determining the predetermined direction based on a per 
n captured by the image capturing unit . 

8. A non - transitory recording medium storing a program 
for causing an image capturing apparatus , which includes an 
image capturing unit , and a rotation drive unit configured to 
move the image capturing direction of the image capturing 
unit , to perform a control method , the control method 
comprising : 

performing control such that the rotation drive unit moves 
the image capturing direction of the image capturing 
unit to a predetermine direction , 

determining the predetermined direction based on a per 
son captured by the image capturing unit . 


