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SYSTEM , METHOD AND COMPUTER 
PROGRAM PRODUCT FOR 

CONSOLIDATION OF REQUESTS FOR 
ACCESS TO DYNAMIC MAP 

BACKGROUND 
[ 0001 ] The present invention relates generally to a request 
consolidation method , and more particularly , but not by way 
of limitation , to a system , method , and computer product for 
a consolidation of concurrent requests for access to dynamic 
map according to a clustering of road segments . 
[ 0002 ] More and more vehicles are packaged with various 
sensors , which may be taken advantage of to build a 
dynamic map incorporating real - time context information of 
the road network . Drivers may query the dynamic map by 
sending continuous requests to the server hosting the 
dynamic map to improve the driving experience . In addition , 
autopilot has been developing rapidly and thus may rely 
heavily on real - time context information . Continuous 
requests for access to the dynamic map may be processed in 
real - time , thereby resulting in massive real - time accesses . 
[ 0003 ] Conventionally , large amount of access requests 
may be processed by increasing the hardware performance 
of the system . For example , more servers with higher 
performance may be deployed , which may not be economi 
cally efficient . Even with the most advanced hardware , it 
would still be difficult to process the ever - increasing demand 
of such accesses . 
[ 0004 ] However , needs in the art include the needs to 
manage requests of users to reduce hardware requirements . 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0009 ] Aspects of the invention will be better understood 
from the following detailed description of the exemplary 
embodiments of the invention with reference to the draw 
ings , in which : 
10010 ] FIG . 1 depicts a cloud computing node 10 accord 
ing to an embodiment of the present invention ; 
[ 0011 ] FIG . 2 depicts an overall system environment 
according to an embodiment of the present invention ; 
[ 0012 ] FIG . 3 depicts a flow diagram for a computer 
implemented method 300 according to an embodiment of 
the present invention ; 
[ 0013 ] . FIG . 4 depicts a schematic diagram illustrating a 
clustering method 204 for clustering road segments in 
accordance with an embodiment of the present invention ; 
[ 0014 ] FIG . 5 depicts a schematic diagram illustrating a 
process 500 for consolidating requests for access to dynamic 
map in accordance with an embodiment of the present 
invention ; 
[ 0015 ] FIG . 6a - b depict schematic diagrams illustrating a 
process of removing context information inconsistent with 
initial requests in accordance with an embodiment of the 
present invention ; 
[ 0016 ] FIG . 7 depicts a cloud computing environment 50 
according to an embodiment of the present invention ; and 
[ 0017 ] . FIG . 8 depicts abstraction model layers according 
to an embodiment of the present invention . 

DETAILED DESCRIPTION 

SUMMARY 
[ 0005 ] In an exemplary embodiment , the present invention 
can provide a computer - implemented method including 
receiving a plurality of requests for dynamic context infor 
mation from a plurality of road segments , determining 
whether the plurality of road segments are included in a 
same cluster of road segments in a road network generated 
by clustering road segments in the road network based on 
connectivity of the road network , and consolidating the 
plurality of requests to generate a consolidated request in 
response to determining that the plurality of road segments 
are included in the same cluster . 
0006 ] One or more other exemplary embodiments 
include a computer program product and a system . 
[ 0007 ] Other details and embodiments of the invention 
will be described below , so that the present contribution to 
the art can be better appreciated . Nonetheless , the invention 
is not limited in its application to such details , phraseology , 
terminology , illustrations and / or arrangements set forth in 
the description or shown in the drawings . Rather , the inven 
tion is capable of embodiments in addition to those 
described and of being practiced and carried out in various 
ways and should not be regarded as limiting . 
[ 0008 ] As such , those skilled in the art will appreciate that 
the conception upon which this disclosure is based may 
readily be utilized as a basis for the designing of other 
structures , methods and systems for carrying out the several 
purposes of the present invention . It is important , therefore , 
that the claims be regarded as including such equivalent 
constructions insofar as they do not depart from the spirit 
and scope of the present invention . 

[ 0018 ] The invention will now be described with reference 
to FIG . 1 - 8 , in which like reference numerals refer to like 
parts throughout . It is emphasized that , according to com 
mon practice , the various features of the drawing are not 
necessarily to scale . On the contrary , the dimensions of the 
various features can be arbitrarily expanded or reduced for 
clarity . 
[ 0019 ] With reference now to the example depicted in 
FIG . 3 , the method 100 includes various steps for consoli 
dating requests for access to a dynamic map . As shown in at 
least FIG . 1 , one or more computers of a computer system 
12 according to an embodiment of the present invention can 
include a memory 28 having instructions stored in a storage 
system to perform the steps of FIG . 3 . 
10020 ] Although one or more embodiments ( see e . g . , 
FIGS . 1 and 7 - 8 ) may be implemented in a cloud environ 
ment 50 ( see e . g . , FIG . 7 ) , it is nonetheless understood that 
the present invention can be implemented outside of the 
cloud environment . 
10021 ] FIG . 2 shows a schematic diagram 200 in which 
illustrates the principles of embodiments of the present 
disclosure . It is to be understood that the diagram 200 is 
described only for the purpose of illustration without sug 
gesting any limitations as to the scope of the present 
disclosure . The present disclosure can be embodied within 
any other suitable environments . 
[ 0022 ] As shown in FIG . 2 , the processing according to 
embodiments of the present disclosure includes an offline 
portion 201 and an online portion 203 , which are separated 
by a dashed line 205 . In the offline portion 201 , a road 
network 202 containing multiple road segments are provided 
as input to a clustering method 204 . As used herein , the term 
" road network ” refers to a digital map that at least includes 
information on one or more roads and / or segments thereof . 
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The clustering method 204 divides the road network 202 
into a number of clusters of road segments , for example , 
based on connectivity of the road network 202 . As used 
herein , the term " connectivity ” may indicate connection 
relations of two neighboring road segments in the road 
network 202 and may further indicate the desired directions 
of the two road segments . For example , a two - way road may 
be considered as two separate roads , because a vehicle 
generally is not permitted to go in a direction violating traffic 
regulations . The clustering method 204 may provide the 
clusters of road segments as output to the online portion 203 
in order to facilitate the processing of concurrent dynamic 
map accesses . 
[ 0023 ] In some embodiments , the offline processing 201 
may be implemented on the server 212 , for example . Alter 
natively , the offline portion 201 may be implemented on 
other servers in communication with the server 212 . The 
delineation of FIG . 2 is made merely for illustrative purpose , 
without suggesting any limitation as to the scope of the 
present disclosure . 
[ 0024 ] In the online portion 203 , one or more vehicles 
206 , 208 , and 210 that may send concurrent requests for 
access to a dynamic map are shown . The vehicles 206 , 208 , 
and 210 are shown as cars , but can be any type of convey 
ance travelling on roads . In response to the requests from the 
vehicles 206 , 208 , and 210 , the server 212 may consolidate 
the requests by way of communication to the clustering 
method 204 to generate a consolidated request . The consoli 
dated request is then transmitted to a server cluster 214 that 
hosts a dynamic map of the road network 202 . The dynamic 
map may contain various aspects of context information 
associated with the road network 202 , for example , terrain 
slope , flooding / slippery , parking space availability , speed 
limit alert / speed control , and / or traffic light control , etc . The 
dynamic map may be generated using any known method or 
devices , such as sensors equipped within various vehicles or 
monitor devices installed on the roadside by municipal 
administration . The dynamic map may also be generated by 
any method or device developed in the future . 
[ 0025 ] In response to the consolidated request , the server 
cluster 214 may query the dynamic map hosted thereon to 
generate corresponding context information , which may be 
then provided to the server 212 . In some embodiments , the 
server 212 may modify the context information by removing 
irrelevant context information for each request . The modi 
fied context information may then be transferred to the 
corresponding vehicle . 
[ 0026 ] The server 212 and each server in the server cluster 
214 may be implemented by computer system / server 12 as 
discussed with reference to FIG . 1 , for example . The number 
of vehicles as shown is for illustrative purpose only , without 
suggesting any limitation as to the scope of the present 
disclosure . In practice , the number of vehicles making 
concurrent requests for access to dynamic map may be 
significant . In conventional methods , the concurrent 
requests from a large amount of vehicles are provided to the 
server cluster 214 to retrieve context information , thereby 
resulting in an overload of the server cluster 214 . On the 
contrary , the environment 200 as shown may significantly 
increase capability of request processing while decreasing 
the workload of the server cluster 214 . 
[ 0027 ] Some example embodiments of the present disclo 
sure will now be discussed hereafter with reference to FIG . 
3 to FIG . 66 . FIG . 3 shows a flowchart of a method 300 for 

consolidating requests for access to a dynamic map in 
accordance with embodiments of the present disclosure . The 
method 300 will be described in connection with the envi 
ronment 200 shown in FIG . 2 . For example , in some 
embodiments , the method 300 may be carried out by the 
sever 212 . 
[ 0028 ] In step 302 , the server 212 receives multiple 
requests for dynamic context information from multiple road 
segments . The requests may be received from the vehicles 
206 , 208 , and 210 as shown in FIG . 2 , and may specify 
current location of respective vehicles , the road ranges of 
interest , and / or attributes of road segments in question . For 
instance , the request from vehicle 206 may indicate the 
current location of the vehicle 206 when the vehicle 206 is 
making the request . The current location of the vehicle 206 
may be located on a road segment where the vehicle is 
going . As such , the request further specifies the correspond 
ing road segment . As an alternative , in some embodiments , 
the request may specify the road segment in a direct manner . 
The road range of interest may indicate the road distance 
along the driving directions of the road network . The attri 
butes of road segments may indicate the types of context 
information , for example , terrain / slope , flooding / slippery , 
parking space availability , speed limit alert / speed control , 
and / or traffic light control , or the like . 
[ 0029 ] In step 304 , the server 212 may determine whether 
the road segments are included in the same cluster of road 
segments in the road network 202 . FIG . 4 shows a clustering 
method 204 for clustering road segments in the road network 
202 in accordance with embodiments of the present disclo 
sure . The clustering method 204 may be implemented in 
connection with the environment 200 shown in FIG . 2 . For 
example , in some embodiments , the clustering method 204 
may be performed offline by the server 212 . 
[ 0030 ] As shown in FIG . 4 , a portion of the road network 
202 is illustrated in an enlarged view and includes five road 
segments 401 , 402 , 403 , 404 , and 405 . The arrows depicted 
inside the road segments may represent the driving direc 
tions allowed by traffic regulations , for example . It is to be 
understood that the road network 202 has been simplified 
with some parts omitted so as to avoid obscuring the idea of 
the present disclosure . The simplified topology of the road 
network is described for the purpose of illustration without 
suggesting any limitations as to the scope of the present 
disclosure . It is to be understood that the present disclosure 
is applicable to other road networks , which may be much 
more complex in practice . 
[ 0031 ] As described above , the clustering method 204 
may divide the road segments ( for example road segments 
401 , 402 , 403 , 404 , and 405 ) into several clusters based on 
connectivity of the road network 202 , for example , connec 
tive distances between road segments in the road network 
202 . For example , the road network as shown in FIG . 4 may 
be divided into clusters 411 , 412 , and 413 depicted by 
dashed lines . As shown in FIG . 4 , the cluster 411 may 
include the road segments 401 , 402 , and 403 , the cluster 412 
may include the road segment 404 and some other road 
segments not shown , and the cluster 413 may include the 
road segment 405 and some other road segments not shown . 
[ 0032 ] The clustering method 204 may divide the road 
segments in a variety of ways . In some embodiments , the 
clustering method 204 may cluster the road segments based 
on similarity of road segments in the road network . The 
similarity of road segments may be evaluated based on 
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connective distances instead of Euclidean distances between 
road segments . To evaluate the similarity , the road segments 
in question may also include some other road segments 
adjacent to the road segments to be clustered . The road 
distance between two road segments may be measured in 
terms of the starting , middle or end point of the respective 
road segments . It is to be understood that the embodiments 
are described only for the purpose of illustration without 
suggesting any limitation as to the scope of the present 
disclosure . For ease of discussion , the road segments to be 
clustered may be referred to as target road segments . 
[ 0033 ] As known , clustering is a kind of unsupervised 
machine learning process . In the clustering approach , the 
individual objects being clustered , for example the target 
road segments herein , may be represented by feature vectors 
and thus the similarity of the objects may be measured in 
terms of the degree of similarity between the corresponding 
feature vectors , which may also be referred to as the distance 
between the feature vectors . In order to obtain feature 
vectors for the target road segments , some or all the road 
segments within a number of distances D , D2 , . . . , D , from 
each target road segment may be determined . As a result , a 
set of road segments may be obtained for each target road 
segment . In this way , the target road segment may be 
represented by the associated set of road segments . 
[ 0034 ] Each set of road segments may include the number 
of subsets , where each subset may include road segments 
within the respective distance from the target road segment . 
For example , for the target road segment 401 , the road 
segment set may be represented as { { S1 , S2 , . . . , Sm } , { S , ' , 
Sz ' , . . . , Smi } , . . . } , where the subset { S , , S2 , . . . , Sm } 
may represent the road segments within the distance D , from 
the target road segment 401 . In the example shown in FIG . 
4 , if the distance D , is determined as being more or less the 
length of the road segment 402 or 403 , the subset { S1 , S2 , . 
. . , Sm } may include the road segments 402 and 403 , as well 
as some other road segments ( not shown ) with in the 
distance D , on the upstream of the road segment 401 . 
Specifically , as used herein the term “ distance ” may refer to 
not only the spatial distance between two segments but also 
a road distance along the driving direction , thereby indicat 
ing the directed connectivity of the road network . 
[ 0035 ] As described above , the similarity of two target 
road segments may be measured in terms of similarity of 
associated two sets of road segments , which may be for 
example referred to as feature vectors of the two target road 
segments . For example , a first target road segment may be 
associated with a first set of road segments C , which may 
be determined as described above , while a second road 
segment may be associated with a second set of road 
segments Cn . The relationship of the two target road seg 
ments may be determined based on the similarity of the two 
sets of road segments C , and C2 , which may further include 
their respective subsets of road segments . The similarity of 
the two sets C , and C , may be , for example , cosine simi 
larity , which is well known in the clustering method . It is to 
be understood that any other appropriate measure of simi 
larity may be employed . 
[ 0036 ] . It would be beneficial to have a number of different 
distances and associated subsets . For example , the requests 
for access to dynamic map may be diversified and specify a 
large amount of different query ranges or distances . If only 
one distance is considered in the feature vector , the clusters 
may not be readily applicable to those requests specifying 

another different distance , thereby compromising the accu 
racy of the consolidation system . 
10037 ] Of course , in an alternative embodiment , it is 
possible to process based on a single distance . That is , the 
number of the distances may be equal to one . Under this 
circumstance , only road segments within a single distance 
from the target road segment may be determined as feature 
vectors and taken into account to evaluate the relationship of 
target road segments . In this way , clustering method 204 
may be substantially simplified at the cost of losing some 
sort of performance of the consolidation system . 
0038 ] Further , the clustering method 204 may divide the 
road segments 401 , 402 , 403 , 404 , and 405 into multiple 
clusters at two or more different levels . For example , FIG . 
4 shows several low level clusters 421 , 422 , 423 , and 424 
depicted by dotted lines , each including fewer road seg 
ments than the high level clusters 411 , 412 , and 413 . As an 
example , the low level cluster 421 includes the road segment 
401 and the low level cluster 422 includes two road seg 
ments 402 and 403 . In this connection , the high level cluster 
411 may include two low level clusters 421 and 422 . 
However , high level clusters and low level clusters may 
overlap with each other . 
[ 0039 ] The clusters of road segments at different levels 
may provide substantial flexibility in the request consolida 
tion . For example , the server 212 may consolidate the 
requests based on different levels of clusters depending on 
many factors , for example , the status of the road network 
202 and / or the server cluster 214 . The status of the road 
network 202 may be represented by traffic status and / or the 
amount of requests . For example , a lower level of clusters 
may be preferable when the road segments are occupied 
with more vehicles . In this way , there are still a great number 
of concurrent request to be consolidated even if a lower level 
of clusters have been used . On the other hand , when the 
concurrent requests are too many for the server cluster 214 
to process , a higher level of clusters may be employed , 
thereby consolidating requests from more road segments . 
[ 0040 ] A variety of clustering algorithms , either currently 
known or to be developed in future , can be used to divide or 
categorize the road segments at different levels . For 
example , different threshold numbers of road segments in a 
cluster may be predetermined for different levels . Alterna 
tively , given a road network , the number of clusters to be 
generated may be varied so as to obtain clusters with 
different levels . 
[ 0041 ] After the clustering process is completed , some 
attributes for the clusters may also be determined to facili 
tate online processing of requests for access to dynamic 
map . For example , a characteristic distance may be deter 
mined for each cluster of road segments . To this end , the 
largest route length starting or terminating at one road 
segment inside the cluster may be determined for the road 
segment . Then , the largest one of all the route lengths for the 
cluster may be determined as the characteristic distance . As 
used herein , the term “ route ” refers to a way or course taken 
in getting from a starting point to a destination and thus the 
term “ route length ” refers to the length of the way or course . 
[ 0042 ] For example , in the cluster 411 , the largest route 
length starting or terminating at the road segment 401 or 402 
may be the length of the road segment 403 , and the largest 
route length starting or terminating at the road segment 403 
may be the length of the road segment 402 . In this way , the 
characteristic length of the cluster may be determined as the 
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length of the road segment 403 . Alternatively , the charac 
teristic distance for a cluster may be simply defined as the 
largest route length in the cluster . For example , the charac 
teristic distance for the cluster 422 may be the total length 
of road segments 402 and 403 . 
[ 0043 ] Still in reference to FIG . 3 , in step 306 , the server 
212 may consolidate the requests from the multiple vehicles 
if the multiple requests are determined to be in the same 
cluster of road segments in the road network 202 in step 304 . 
FIG . 5 shows a schematic diagram of a consolidation 
process 500 which can be considered as an example imple 
mentation of step 306 . In this example , a first vehicle 501 
and a second vehicle 502 are shown as rectangular boxes on 
road segments 403 and 402 , respectively . Two spots in 
question are also shown , including spots 503 and 504 shown 
as circles . The spots may indicate , for example , flooding 
slippery locations . The first region enclosed by dashed line 
511 may be the region specified by the request from the first 
vehicle 501 and may be also referred to as region 511 , while 
the second region enclosed by dashed line 512 may be the 
region specified by the request from the second vehicle 502 
and may also be referred to as region 512 . The requests from 
the two vehicles 501 and 502 may specify a same distance , 
for example , in the driving directions denoted by the arrows . 
The requests may also specify two different distances in 
alternative embodiments . 
[ 0044 ] If the two road segments 402 and 403 are deter 
mined to be in the same cluster of road segments , for 
example , cluster of road segments 411 or 422 shown in FIG . 
4 , the two requests may be consolidated to generate a 
consolidated request . The consolidated request may specify 
a consolidated query region based on the road segments 
where the vehicles are located and the query regions speci 
fied by the vehicles . In some embodiments , the consolidated 
query region may include all the query regions specified by 
requests from all the vehicles in the same cluster . The 
consolidated query region may include a consolidated road 
segment and a consolidated road distance , for example . 
[ 0045 ] In particular , as shown in portion 560 , the region 
513 represents a region specified by the consolidated 
request . The region 513 may start from the upstream one of 
the two vehicles , and may extend as far as the consolidated 
road distance . The consolidated road distance may be deter 
mined in various ways . As described above , the clustering 
method 204 may have determined a characteristic road 
distance for each cluster of road segments . In this connec 
tion , the consolidated distance may be determined based on 
the characteristic road distance for the cluster and the 
distances specified in the initial requests . For example , the 
consolidated road distance for vehicles 501 and 502 may be 
the characteristic distance of cluster 411 or 422 in addition 
with the road distance specified by requests from the two 
vehicles , if the two requests specify the same distance . The 
vehicles 501 and 502 are in clusters 411 and 422 at different 
levels , and the characteristic distance may be used depend 
ing on which cluster of road segments has been used . 
10046 ) . It is to be understood that although only two 
vehicles 501 and 502 are illustrated , there may be thousands 
of concurrent requests from a single cluster of road seg 
ments , which may vary from cluster to cluster and / or from 
among different levels of clusters of road segments . With 
increase of the amount of concurrent requests , the advanta 
geous effect of the consolidation process 500 may be sig 
nificantly enhanced . 

[ 0047 ] Still in reference to FIG . 3 , the requests may be 
consolidated to a consolidated request , which in turn is sent 
to the server cluster 214 hosting the dynamic map to retrieve 
dynamic context information . In some embodiments , after 
retrieving the requested dynamic context information , the 
server 212 may further process the retrieved information in 
conformity with original requests . For example , the server 
212 may modify the retrieved dynamic context information 
for each of the requests from the vehicles . To this end , the 
server 212 may remove dynamic context information incon 
sistent with the initial requests . This operation will be 
described in detail with reference to FIGS . 6a - b . 
[ 0048 ] As shown in FIG . 6a , the spot 503 is out of the 
range of request for vehicle 501 . As a result , the context 
information with regard to the spot 503 may be removed 
from the retrieved context information . Then , the informa 
tion associated with the spot 504 may be sent to the 
corresponding vehicle 501 . As another example , the spot 
504 is out of the range of request for vehicle 502 , as shown 
in FIG . 6b . As a result , the context information with regard 
to the spot 504 may be removed from the retrieved context 
information . Then , the information associated with the spot 
503 may be sent to the corresponding vehicle 502 . 
[ 0049 ] Exemplary Aspects , Using a Cloud - Computing 
Environment 
10050 ] Although this detailed description includes an 
exemplary embodiment of the present invention in a cloud 
computing environment , it is to be understood that imple 
mentation of the teachings recited herein are not limited to 
such a cloud - computing environment . Rather , embodiments 
of the present invention are capable of being implemented in 
conjunction with any other type of computing environment 
now known or later developed . 
[ 0051 ] Cloud - computing is a model of service delivery for 
enabling convenient , on - demand network access to a shared 
pool of configurable computing resources ( e . g . networks , 
network bandwidth , servers , processing , memory , storage , 
applications , virtual machines , and services ) that can be 
rapidly provisioned and released with minimal management 
effort or interaction with a provider of the service . This cloud 
model may include at least five characteristics , at least three 
service models , and at least four deployment models . 
[ 0052 ] Characteristics are as follows : 
[ 0053 ] On - demand self - service : a cloud consumer can 
unilaterally provision computing capabilities , such as server 
time and network storage , as needed automatically without 
requiring human interaction with the service ' s provider . 
[ 0054 ] Broad network access : capabilities are available 
over a network and accessed through standard mechanisms 
that promote use by heterogeneous thin or thick client 
platforms ( e . g . , mobile phones , laptops , and PDAs ) . 
[ 0055 ] Resource pooling : the provider ' s computing 
resources are pooled to serve multiple consumers using a 
multi - tenant model , with different physical and virtual 
resources dynamically assigned and reassigned according to 
demand . There is a sense of location independence in that 
the consumer generally has no control or knowledge over 
the exact location of the provided resources but may be able 
to specify location at a higher level of abstraction ( e . g . , 
country , state , or datacenter ) . 
[ 0056 ] Rapid elasticity : capabilities can be rapidly and 
elastically provisioned , in some cases automatically , to 
quickly scale out and rapidly released to quickly scale in . To 
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the consumer , the capabilities available for provisioning 
often appear to be unlimited and can be purchased in any 
quantity at any time . 
[ 0057 ] Measured service : cloud systems automatically 
control and optimize resource use by leveraging a metering 
capability at some level of abstraction appropriate to the 
type of service ( e . g . , storage , processing , bandwidth , and 
active user accounts ) . Resource usage can be monitored , 
controlled , and reported providing transparency for both the 
provider and consumer of the utilized service . 
[ 0058 ] Service Models are as follows : 
10059 ] Software as a Service ( SaaS ) : the capability pro 
vided to the consumer is to use the provider ' s applications 
running on a cloud infrastructure . The applications are 
accessible from various client circuits through a thin client 
interface such as a web browser ( e . g . , web - based e - mail ) . 
The consumer does not manage or control the underlying 
cloud infrastructure including network , servers , operating 
systems , storage , or even individual application capabilities , 
with the possible exception of limited user - specific applica 
tion configuration settings . 
[ 0060 ] Platform as a Service ( PaaS ) : the capability pro 
vided to the consumer is to deploy onto the cloud infra 
structure consumer - created or acquired applications created 
using programming languages and tools supported by the 
provider . The consumer does not manage or control the 
underlying cloud infrastructure including networks , servers , 
operating systems , or storage , but has control over the 
deployed applications and possibly application hosting envi 
ronment configurations . 
[ 0061 ] Infrastructure as a Service ( IaaS ) : the capability 
provided to the consumer is to provision processing , storage , 
networks , and other fundamental computing resources 
where the consumer is able to deploy and run arbitrary 
software , which can include operating systems and applica 
tions . The consumer does not manage or control the under 
lying cloud infrastructure but has control over operating 
systems , storage , deployed applications , and possibly lim 
ited control of select networking components ( e . g . , host 
firewalls ) . 
[ 0062 ] Deployment Models are as follows : 
[ 0063 ] Private cloud : the cloud infrastructure is operated 
solely for an organization . It may be managed by the 
organization or a third party and may exist on - premises or 
off - premises . 
[ 0064 ] Community cloud : the cloud infrastructure is 
shared by several organizations and supports a specific 
community that has shared concerns ( e . g . , mission , security 
requirements , policy , and compliance considerations ) . It 
may be managed by the organizations or a third party and 
may exist on - premises or off - premises . 
[ 0065 ] Public cloud : the cloud infrastructure is made 
available to the general public or a large industry group and 
is owned by an organization selling cloud services . 
[ 0066 ] Hybrid cloud : the cloud infrastructure is a compo 
sition of two or more clouds ( private , community , or public ) 
that remain unique entities but are bound together by stan 
dardized or proprietary technology that enables data and 
application portability ( e . g . , cloud bursting for load - balanc 
ing between clouds ) . 
[ 0067 ] A cloud - computing environment is service oriented 
with a focus on statelessness , low coupling , modularity , and 

semantic interoperability . At the heart of cloud - computing is 
an infrastructure comprising a network of interconnected 
nodes . 
[ 0068 ] Referring now to FIG . 1 , a schematic of an 
example of a cloud - computing node is shown . Cloud - com 
puting node 10 is only one example of a suitable node and 
is not intended to suggest any limitation as to the scope of 
use or functionality of embodiments of the invention 
described herein . Regardless , cloud - computing node 10 is 
capable of being implemented and / or performing any of the 
functionality set forth herein . 
[ 0069 ] Although cloud - computing node 10 is depicted as 
a computer system / server 12 , it is understood to be opera 
tional with numerous other general purpose or special pur 
pose computing system environments or configurations . 
Examples of well - known computing systems , environments , 
and / or configurations that may be suitable for use with 
computer system / server 12 include , but are not limited to , 
personal computer systems , server computer systems , thin 
clients , thick clients , hand - held or laptop circuits , multipro 
cessor systems , microprocessor - based systems , set top 
boxes , programmable consumer electronics , network PCs , 
minicomputer systems , mainframe computer systems , and 
distributed cloud - computing environments that include any 
of the above systems or circuits , and the like . 
[ 0070 ) Computer system / server 12 may be described in 
the general context of computer system - executable instruc 
tions , such as program modules , being executed by a com 
puter system . Generally , program modules may include 
routines , programs , objects , components , logic , data struc 
tures , and so on that perform particular tasks or implement 
particular abstract data types . Computer system / server 12 
may be practiced in distributed cloud - computing environ 
ments where tasks are performed by remote processing 
circuits that are linked through a communications network . 
In a distributed cloud - computing environment , program 
modules may be located in both local and remote computer 
system storage media including memory storage circuits . 
[ 0071 ] Referring again to FIG . 1 , computer system / server 
12 is shown in the form of a general - purpose computing 
circuit . The components of computer system / server 12 may 
include , but are not limited to , one or more processors or 
processing units 16 , a system memory 28 , and a bus 18 that 
couples various system components including system 
memory 28 to processor 16 . 
10072 ] Bus 18 represents one or more of any of several 
types of bus structures , including a memory bus or memory 
controller , a peripheral bus , an accelerated graphics port , and 
a processor or local bus using any of a variety of bus 
architectures . By way of example , and not limitation , such 
architectures include Industry Standard Architecture ( ISA ) 
bus , Micro Channel Architecture ( MCA ) bus , Enhanced ISA 
( EISA ) bus , Video Electronics Standards Association 
( VESA ) local bus , and Peripheral Component Interconnects 
( PCI ) bus . 
[ 0073 ] Computer system / server 12 typically includes a 
variety of computer system readable media . Such media 
may be any available media that is accessible by computer 
system / server 12 , and it includes both volatile and non 
volatile media , removable and non - removable media . 
[ 0074 ] System memory 28 can include computer system 
readable media in the form of volatile memory , such as 
random access memory ( RAM ) 30 and / or cache memory 32 . 
Computer system / server 12 may further include other 



US 2018 / 0058862 A1 Mar . 1 , 2018 

removable / non - removable , volatile / non - volatile computer 
system storage media . By way of example only , storage 
system 34 can be provided for reading from and writing to 
a non - removable , non - volatile magnetic media ( not shown 
and typically called a “ hard drive ” ) . Although not shown , a 
magnetic disk drive for reading from and writing to a 
removable , non - volatile magnetic disk ( e . g . , a “ floppy 
disk ” ) , and an optical disk drive for reading from or writing 
to a removable , non - volatile optical disk such as a CD 
ROM , DVD - ROM or other optical media can be provided . 
In such instances , each can be connected to bus 18 by one 
or more data media interfaces . As will be further depicted 
and described below , memory 28 may include at least one 
program product having a set ( e . g . , at least one ) of program 
modules that are configured to carry out the functions of 
embodiments of the invention . 
[ 0075 ] Program / utility 40 , having a set ( at least one ) of 
program modules 42 , may be stored in memory 28 by way 
of example , and not limitation , as well as an operating 
system , one or more application programs , other program 
modules , and program data . Each of the operating system , 
one or more application programs , other program modules , 
and program data or some combination thereof , may include 
an implementation of a networking environment . Program 
modules 42 generally carry out the functions and / or meth 
odologies of embodiments of the invention as described 
herein . 
10076 ) Computer system / server 12 may also communicate 
with one or more external circuits 14 such as a keyboard , a 
pointing circuit , a display 24 , etc . ; one or more circuits that 
enable a user to interact with computer system / server 12 ; 
and / or any circuits ( e . g . , network card , modem , etc . ) that 
enable computer system / server 12 to communicate with one 
or more other computing circuits . Such communication can 
occur via Input / Output ( I / O ) interfaces 22 . Still yet , com 
puter system / server 12 can communicate with one or more 
networks such as a local area network ( LAN ) , a general wide 
area network ( WAN ) , and / or a public network ( e . g . , the 
Internet ) via network adapter 20 . As depicted , network 
adapter 20 communicates with the other components of 
computer system / server 12 via bus 18 . It should be under 
stood that although not shown , other hardware and / or soft 
ware components could be used in conjunction with com 
puter system / server 12 . Examples , include , but are not 
limited to : microcode , circuit drivers , redundant processing 
units , external disk drive arrays , RAID systems , tape drives , 
and data archival storage systems , etc . 
[ 0077 ] Referring now to FIG . 7 , illustrative cloud - com 
puting environment 50 is depicted . As shown , cloud - com 
puting environment 50 comprises one or more cloud - com 
puting nodes 10 with which local computing circuits used by 
cloud consumers , such as , for example , personal digital 
assistant ( PDA ) or cellular telephone 54A , desktop com 
puter 54B , laptop computer 54C , and / or automobile com 
puter system 54N may communicate . Nodes 10 may com 
municate with one another . They may be grouped ( not 
shown ) physically or virtually , in one or more networks , 
such as Private , Community , Public , or Hybrid clouds as 
described hereinabove , or a combination thereof . This 
allows cloud - computing environment 50 to offer infrastruc 
ture , platforms and / or software as services for which a cloud 
consumer does not need to maintain resources on a local 
computing circuit . It is understood that the types of com - 
puting circuits 54A - N shown in FIG . 7 are intended to be 

illustrative only and that computing nodes 10 and cloud 
computing environment 50 can communicate with any type 
of computerized circuit over any type of network and / or 
network addressable connection ( e . g . , using a web browser ) . 
10078 ] Referring now to FIG . 8 , an exemplary set of 
functional abstraction layers provided by cloud - computing 
environment 50 ( FIG . 7 ) is shown . It should be understood 
in advance that the components , layers , and functions shown 
in FIG . 8 are intended to be illustrative only and embodi 
ments of the invention are not limited thereto . As depicted , 
the following layers and corresponding functions are pro 
vided : 
10079 ) Hardware and software layer 60 includes hardware 
and software components . Examples of hardware compo 
nents include : mainframes 61 ; RISC ( Reduced Instruction 
Set Computer ) architecture based servers 62 ; servers 63 ; 
blade servers 64 ; storage circuits 65 ; and networks and 
networking components 66 . In some embodiments , software 
components include network application server software 67 
and database software 68 . 
[ 0080 ] Virtualization layer 70 provides an abstraction 
layer from which the following examples of virtual entities 
may be provided : virtual servers 71 ; virtual storage 72 ; 
virtual networks 73 , including virtual private networks ; 
virtual applications and operating systems 74 ; and virtual 
clients 75 . 
[ 0081 ] In one example , management layer 80 may provide 
the functions described below . Resource provisioning 81 
provides dynamic procurement of computing resources and 
other resources that are utilized to perform tasks within the 
cloud - computing environment . Metering and Pricing 82 
provide cost tracking as resources are utilized within the 
cloud - computing environment , and billing or invoicing for 
consumption of these resources . In one example , these 
resources may comprise application software licenses . Secu 
rity provides identity verification for cloud consumers and 
tasks , as well as protection for data and other resources . User 
portal 83 provides access to the cloud - computing environ 
ment for consumers and system administrators . Service level 
management 84 provides cloud - computing resource alloca 
tion and management such that required service levels are 
met . Service Level Agreement ( SLA ) planning and fulfill 
ment 85 provide pre - arrangement for , and procurement of , 
cloud - computing resources for which a future requirement is 
anticipated in accordance with an SLA . 
[ 0082 ] Workloads layer 90 provides examples of function 
ality for which the cloud - computing environment may be 
utilized . Examples of workloads and functions which may 
be provided from this layer include : mapping and navigation 
91 ; software development and lifecycle management 92 ; 
virtual classroom education delivery 93 ; data analytics pro 
cessing 94 ; transaction processing 95 ; and , more particularly 
relative to the present invention , the consolidating method 
300 . 
[ 0083 ] The present invention may be a system , a method , 
and / or a computer program product at any possible technical 
detail level of integration . The computer program product 
may include a computer - readable storage medium ( or 
media ) having computer - readable program instructions 
thereon for causing a processor to carry out aspects of the 
present invention . 
[ 0084 ] The computer - readable storage medium can be a 
tangible device that can retain and store instructions for use 
by an instruction execution device . The computer - readable 
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storage medium may be , for example , but is not limited to , 
an electronic storage device , a magnetic storage device , an 
optical storage device , an electromagnetic storage device , a 
semiconductor storage device , or any suitable combination 
of the foregoing . A non - exhaustive list of more specific 
examples of the computer - readable storage medium includes 
the following : a portable computer diskette , a hard disk , a 
random access memory ( RAM ) , a read - only memory 
( ROM ) , an erasable programmable read - only memory 
( EPROM or Flash memory ) , a static random access memory 
( SRAM ) , a portable compact disc read - only memory ( CD 
ROM ) , a digital versatile disk ( DVD ) , a memory stick , a 
floppy disk , a mechanically encoded device such as punch 
cards or raised structures in a groove having instructions 
recorded thereon , and any suitable combination of the fore 
going . A computer - readable storage medium , as used herein , 
is not to be construed as being transitory signals per se , such 
as radio waves or other freely propagating electromagnetic 
waves , electromagnetic waves propagating through a wave 
guide or other transmission media ( e . g . , light pulses passing 
through a fiber - optic cable ) , or electrical signals transmitted 
through a wire . 
[ 0085 ] Computer - readable program instructions described 
herein can be downloaded to respective computing / process 
ing devices from a computer - readable storage medium or to 
an external computer or external storage device via a net 
work , for example , the Internet , a local area network , a wide 
area network and / or a wireless network . The network may 
comprise copper transmission cables , optical transmission 
fibers , wireless transmission , routers , firewalls , switches , 
gateway computers and / or edge servers . A network adapter 
card or network interface in each computing / processing 
device receives computer - readable program instructions 
from the network and forwards the computer - readable pro 
gram instructions for storage in a computer - readable storage 
medium within the respective computing / processing device . 
[ 0086 ] Computer - readable program instructions for carry 
ing out operations of the present invention may be assembler 
instructions , instruction - set - architecture ( ISA ) instructions , 
machine instructions , machine dependent instructions , 
microcode , firmware instructions , state - setting data , con 
figuration data for integrated circuitry , or either source code 
or object code written in any combination of one or more 
programming languages , including an object oriented pro 
gramming language such as Smalltalk , C + + , or the like , and 
procedural programming languages , such as the “ C ” pro 
gramming language or similar programming languages . The 
computer - readable program instructions may execute 
entirely on the user ' s computer , partly on the user ' s com 
puter , as a stand - alone software package , partly on the user ' s 
computer and partly on a remote computer or entirely on the 
remote computer or server . In the latter scenario , the remote 
computer may be connected to the user ' s computer through 
any type of network , including a local area network ( LAN ) 
or a wide area network ( WAN ) , or the connection may be 
made to an external computer ( for example , through the 
Internet using an Internet Service Provider ) . In some 
embodiments , electronic circuitry including , for example , 
programmable logic circuitry , field - programmable gate 
arrays ( FPGA ) , or programmable logic arrays ( PLA ) may 
execute the computer - readable program instructions by uti 
lizing state information of the computer - readable program 
instructions to personalize the electronic circuitry , in order to 
perform aspects of the present invention . 

[ 0087 ] Aspects of the present invention are described 
herein with reference to flowchart illustrations and / or block 
diagrams of methods , apparatus ( systems ) , and computer 
program products according to embodiments of the inven 
tion . It will be understood that each block of the flowchart 
illustrations and / or block diagrams , and combinations of 
blocks in the flowchart illustrations and / or block diagrams , 
can be implemented by computer - readable program instruc 
tions . 
[ 0088 ] These computer - readable program instructions 
may be provided to a processor of a general purpose 
computer , special purpose computer , or other programmable 
data processing apparatus to produce a machine , such that 
the instructions , which execute via the processor of the 
computer or other programmable data processing apparatus , 
create means for implementing the functions / acts specified 
in the flowchart and / or block diagram block or blocks . These 
computer - readable program instructions may also be stored 
in a computer - readable storage medium that can direct a 
computer , a programmable data processing apparatus , and / 
or other devices to function in a particular manner , such that 
the computer - readable storage medium having instructions 
stored therein comprises an article of manufacture including 
instructions which implement aspects of the function / act 
specified in the flowchart and / or block diagram block or 
blocks . 
10089 ) . The computer - readable program instructions may 
also be loaded onto a computer , other programmable data 
processing apparatus , or other device to cause a series of 
operational steps to be performed on the computer , other 
programmable apparatus or other device to produce a com 
puter implemented process , such that the instructions which 
execute on the computer , other programmable apparatus , or 
other device implement the functions / acts specified in the 
flowchart and / or block diagram block or blocks . 
[ 0090 ] The flowchart and block diagrams in the Figures 
illustrate the architecture , functionality , and operation of 
possible implementations of systems , methods , and com 
puter program products according to various embodiments 
of the present invention . In this regard , each block in the 
flowchart or block diagrams may represent a module , seg 
ment , or portion of instructions , which comprises one or 
more executable instructions for implementing the specified 
logical function ( s ) . In some alternative implementations , the 
functions noted in the blocks may occur out of the order 
noted in the Figures . For example , two blocks shown in 
succession may , in fact , be executed substantially concur 
rently , or the blocks may sometimes be executed in the 
reverse order , depending upon the functionality involved . It 
will also be noted that each block of the block diagrams 
and / or flowchart illustration , and combinations of blocks in 
the block diagrams and / or flowchart illustration , can be 
implemented by special purpose hardware - based systems 
that perform the specified functions or acts or carry out 
combinations of special purpose hardware and computer 
instructions . 
[ 0091 ] The descriptions of the various embodiments of the 
present invention have been presented for purposes of 
illustration , but are not intended to be exhaustive or limited 
to the embodiments disclosed . Many modifications and 
variations will be apparent to those of ordinary skill in the 
art without departing from the scope and spirit of the 
described embodiments . The terminology used herein was 
chosen to best explain the principles of the embodiments , the 
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practical application or technical improvement over tech 
nologies found in the marketplace , or to enable others of 
ordinary skill in the art to understand the embodiments 
disclosed herein . 
[ 0092 ] Further , Applicant ' s intent is to encompass the 
equivalents of all claim elements , and no amendment to any 
claim of the present application should be construed as a 
disclaimer of any interest in or right to an equivalent of any 
element or feature of the amended claim . 

1 . A computer - implemented method , the method compris 
ing : 

receiving a plurality of requests for dynamic context 
information from a plurality of road segments , the 
plurality of requests being sent by at least two different 
vehicles ; 

determining whether the plurality of road segments are 
included in a same cluster of road segments in a road 
network generated by clustering road segments in the 
road network based on connectivity of the road net 
work ; and 

consolidating the plurality of requests to generate a con 
solidated request in response to the determining that the 
plurality of road segments are included in the same 
cluster . 

2 . The computer - implemented method of claim 1 , further 
comprising : 

sending the consolidated request to a server to retrieve the 
dynamic context information . 

3 . The computer - implemented method of claim 1 , 
wherein the plurality of road segments are determined to be 
included in a first cluster at a first level and a second cluster 
at a second level , and 
wherein the consolidating the plurality of requests com 

prises : 
determining the same cluster from the first and second 

clusters based on a status of the road network or a 
server hosting the dynamic context information . 

4 . The computer - implemented method of claim 1 , 
wherein the plurality of requests specify a plurality of road 
distances , and 

wherein the consolidating the plurality of requests to 
generate the consolidated request comprises : 

determining a consolidated road segment and a consoli 
dated road distance based on the plurality of road 
segments and the plurality of road distances ; and 

generating the consolidated request based on the consoli 
dated road segment and the consolidated road distance . 

5 . The computer - implemented method of claim 4 , 
wherein the determining the consolidated road distance 
comprising : 

determining the consolidated road distance based on the 
plurality of road distances and characteristic road dis 
tances for the cluster . 

6 . The computer - implemented method of claim 2 , further 
comprising : 
modifying the retrieved dynamic context information for 

the plurality of requests by removing dynamic context 
information inconsistent with the plurality of requests . 

7 . The computer - implemented method of claim 1 , 
wherein the cluster is generated by clustering the road 
segments in the road network based on similarity of sets of 
road segments within one or more road distances from the 
plurality of road segments to be clustered . 

8 . The computer - implemented method of claim 1 , embod 
ied in a cloud - computing environment . 

9 . A system , comprising : 
a processor ; and 
a memory , the memory storing instructions to cause the 

processor to : 
receive a plurality of requests for dynamic context 

information from a plurality of road segments , the 
plurality of requests being sent by at least two 
different vehicles ; 

determine whether the plurality of road segments are 
included in a same cluster of road segments in a road 
network generated by clustering road segments in the 
road network based on connectivity of the road 
network ; and 

consolidate the plurality of requests to generate a 
consolidated request in response to determining that 
the plurality of road segments are included in the 
same cluster . 

10 . The system of claim 9 , wherein the memory further 
stores instructions to cause the processor to : 

send the consolidated request to a server to retrieve the 
dynamic context information . 

11 . The system of claim 9 , wherein the plurality of road 
segments are determined to be included in a first cluster at 
a first level and a second cluster at a second level , and 
wherein consolidating the plurality of requests comprises : 

determining the same cluster from the first and second 
clusters based on a status of the road network or a 
server hosting the dynamic context information . 

12 . The system of claim 9 , wherein the plurality of 
requests specify a plurality of road distances , and wherein 
consolidating the plurality of requests to generate the con 
solidated request comprises : 
determining a consolidated road segment and a consoli 

dated road distance based on the plurality of road 
segments and the plurality of road distances ; and 

generating the consolidated request based on the consoli 
dated road segment and the consolidated road distance . 

13 . The system of claim 12 , wherein the determining the 
consolidated road distance comprises : 

determining the consolidated road distance based on the 
plurality of road distances and characteristic road dis 
tances for the cluster . 

14 . The system of claim 10 , wherein the memory further 
stores instructions to cause the processor to : 
modify the retrieved dynamic context information for the 

plurality of requests by removing dynamic context 
information inconsistent with the plurality of requests . 

15 . The system of claim 9 , wherein the cluster is gener 
ated by clustering the road segments in the road network 
based on similarity of sets of road segments within one or 
more road distances from the plurality of road segments to 
be clustered . 

16 . The system of claim 9 , embodied in a cloud - comput 
ing environment . 

17 . A computer program product , the computer program 
product comprising a computer - readable storage medium 
having program instructions embodied therewith , the pro 
gram instructions executable by a computer to cause the 
computer to perform : 
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receiving a plurality of requests for dynamic context 
information from a plurality of road segments , the 
plurality of requests being sent by at least two different 
vehicles ; 

determining whether the plurality of road segments are 
included in a same cluster of road segments in a road 
network generated by clustering road segments in the 
road network based on connectivity of the road net 
work ; and 

consolidating the plurality of requests to generate a con 
solidated request in response to the determining that the 
plurality of road segments are included in the same 
cluster . 

18 . The computer program product of claim 17 , wherein 
the instructions , when executed on the computer , cause the 
computer to perform : 

sending the consolidated request to a server to retrieve the 
dynamic context information . 

19 . The computer program product of claim 17 , wherein 
the plurality of road segments are determined to be included 
in a first cluster at a first level and a second cluster at a 
second level , and wherein the instructions , when executed 
on the computer , cause the computer to perform : 

determining the same cluster from the first and second 
clusters based on a status of the road network or a 
server hosting the dynamic context information . 

20 . The computer program product of claim 17 , wherein 
the plurality of requests specify a plurality of road distances , 
and wherein the instructions , when executed on the com 
puter , cause the computer to perform : 

determining a consolidated road segment and a consoli 
dated road distance based on the plurality of road 
segments and the plurality of road distances ; and 

generate the consolidated request based on the consoli 
dated road segment and the consolidated road distance . 

* * * * * 


