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PROCESSING SYSTEM , RELATED 
INTEGRATED CIRCUIT , DEVICE AND 

METHOD 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

[ 0001 ] This application claims the benefit of Italian Appli 
cation No . 102018000002895 , filed on Feb . 21 , 2018 , which 
application is hereby incorporated herein by reference . 

TECHNICAL FIELD 
[ 0002 ] Embodiments of the present disclosure relate to 
processing systems , such as micro - controllers , having asso 
ciated a memory in which configuration data are stored . 

BACKGROUND 
[ 0003 ] FIG . 1 shows a typical electronic system , such as 
the electronic system of a vehicle , comprising a plurality of 
processing systems 10 , such as embedded systems or inte 
grated circuits , e . g . , a Field Programmable Gate Array 
( FPGA ) , Digital Signal Processor ( DSP ) or a micro - control 
ler ( e . g . , dedicated to the automotive market ) . 
[ 0004 ] For example , FIG . 1 shows three processing sys 
tems 101 , 102 and 103 connected through a suitable com 
munication system 20 . For example , the communication 
system 20 may include a vehicle control bus , such as a 
Controller Area Network ( CAN ) bus , and possibly a multi 
media bus , such as a Media Oriented Systems Transport 
( MOST ) bus , connected to vehicle control bus via a gateway . 
Typically , the processing systems 10 are located at different 
positions of the vehicle and may include , e . g . , an Engine 
Control Unit ( ECU ) , a Transmission Control Unit ( TCU ) , an 
Anti - lock Braking System ( ABS ) , body control modules 
( BCM ) , and / or a navigation and / or multimedia audio sys 
tem . 
[ 0005 ] Future generations of processing systems , in par 
ticular micro - controllers dedicated to automotive applica 
tions , will exhibit a significant increase in complexity , 
mainly due to the increasing number of functionalities ( such 
as new protocols , new features , etc . ) and to the tight con 
straints concerning the operation conditions of the system 
( such as lower power consumption , increased calculation 
power and speed , etc . ) . 
[ 0006 ] FIG . 2 shows a block diagram of an exemplary 
digital processing system 10 , such as a micro - controller , 
which may be used as any of the processing systems 10 of 
FIG . 1 . 
[ 0007 ] In the example considered , the processing system 
10a includes at least one processing unit 102 , such as a 
microprocessor , usually the Central Processing Unit ( CPU ) , 
programmed via software instructions . Usually , the software 
executed by the processing unit 102 is stored in a program 
memory 104a , such as a non - volatile memory , such as a 
Flash memory or EEPROM . Generally , the memory 104a 
may be integrated with the processing unit 102 in a single 
integrated circuit , or the memory 104a may be in the form 
of a separate integrated circuit and connected to the pro 
cessing unit 102 , e . g . via the traces of a printed circuit board . 
Thus , in general the memory 104a contains the firmware for 
the processing unit 102 , wherein the term firmware includes 
both the software of a micro - processor and the programming 
data of a programmable logic circuit , such as a FPGA . 

[ 0008 ] In the example considered , the processing unit 102 
may have associated one or more resources 106 , such as : 

10009 ] one or more communication interfaces , such as 
Universal asynchronous receiver / transmitter ( UART ) , 
Serial Peripheral Interface Bus ( SPI ) , Inter - Integrated 
Circuit ( 1 - C ) , Controller Area Network ( CAN ) bus , 
Ethernet , and / or debug interfaces ; and / or 

[ 0010 ] one or more analog - to - digital and / or digital - to 
analog converters ; and / or 

[ 0011 ] one or more dedicated digital components , such 
as hardware timers and / or counters , or a cryptographic 
co - processor ; and / or 

[ 0012 ] one or more analog components , such as com 
parators , sensors , such as a temperature sensor , etc . ; 
and / or 

[ 0013 ] one or more mixed signal components , such as a 
PWM ( Pulse - Width Modulation ) driver . 

[ 0014 ] Accordingly , the digital processing system 10 may 
support different functionalities . For example , the behavior 
of the processing unit 102 is determined by the firmware 
stored in the memory 104a , e . g . , the software instructions to 
be executed by a microprocessor 102 of a micro - controller 
10 . Thus , by installing a different firmware , the same hard 
ware ( e . g . micro - controller ) can be used for different appli 
cations . Often , the behavior of the processing system 10 may 
also be varied based on configuration data CD . For example , 
these configuration data CD may be written into specific 
areas of the non - volatile program memory 104a and 
retrieved when the processing system 10a is powered on . 
Alternatively or in addition , the configuration data CD may 
be stored in an additional non - volatile memory 104b , such 
as a one - time programmable ( OTP ) memory , e . g . imple 
mented with fuses . For example , the program memory 104a 
may be used , in case the blocks shown in FIG . 2 are 
integrated in a common integrated circuit . Conversely , an 
additional non - volatile memory 104b may be used , in case 
the program memory 104a is an external memory , and only 
the other blocks are integrated in a common integrated 
circuit . Accordingly , generally , the configuration data CD 
are stored in a non - volatile memory ( 104a and / or 104b ) of 
the integrated circuit including the blocks requiring configu 
ration data , such as the processing unit 102 and / or one or 
more of the hardware resources 106 . 
[ 0015 ] For example , such configuration data CD are often 
calibration data used to guarantee that the hardware behavior 
is uniform , thereby compensating possible production pro 
cess tolerances . For example , this applies often to the 
calibration of analog components of the processing system , 
such as a temperature sensor , analog - to - digital converter , 
voltage reference , etc . For example , a voltage monitor 
threshold level of an analog comparator could be “ trimmed ” 
to the exact intended value by adjusting some levels with 
configuration / calibration data , which are written by the 
producer of the hardware of the processing systems , e . g . the 
micro - controller producer . 
[ 0016 ] Moreover , the configuration data CD may also be 
used to customize the behavior of the hardware , e . g . , the 
hardware resources 106 , according to different application 
needs . For example , once the firmware of the processing 
system 10 has been stored in the processing system 10 , some 
configuration data may be written in order to deactivate the 
debug interface , which e . g . could be used to download the 
firmware of the processing system 10 . 
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[ 0017 ] The processing system may also be configured to 
permit that a first part of the configuration data CD is written 
by the producer of the hardware of the processing system 
( e . g . , the producer of an integrated circuit ) , and a second part 
of the configuration data CD is written by the developer of 
the firmware of the processing system 10 . 
[ 0018 ] Typically , the programmed configuration data CD 
are read during a reset phase , which usually starts as soon as 
the processing system 10 is powered on . Specifically , as 
shown in FIG . 2 , the processing system 10 may include for 
this purpose a configuration circuit 108 configured to read 
the configuration data CD from the non - volatile memory 
104a and / or 104b , and distribute these configuration data 
CD within the processing system 10 . 

tively , the signature calculation circuit may monitor the data 
transmitted between the hardware configuration circuit and 
the configuration data clients , e . g . in case a common bus is 
used . 
[ 0026 ] The signature data and the further signature data 
are provided to a signature verification circuit . Specifically , 
in various embodiments , the signature verification circuit 
compares the signature data read from the non - volatile 
memory with the signature data calculated by the signature 
calculation circuit and generates an error signal when the 
signature data do not correspond . For example , the signature 
calculation circuit may calculate the signature data with a 
hashing function , such as MD5 or Secure Hash Algorithm , 
e . g . SHA - 1 or SHA - 256 , or calculate the signature data by 
encoding and / or encrypting the configuration data , e . g . by 
using the Advanced Encryption Standard or Data Encryption 
Standard , and selecting a subset of the encoded / encrypted 
data . 
[ 0027 ] In various embodiments , the signature data may be 
stored together with the configuration data in the non 
volatile memory in the form of one or more data packets . 
More specifically , in various embodiments , the signature 
calculation circuit itself has associated at least one configu 
ration data client . In this case , the signature data may thus be 
stored in the non - volatile memory in the form of configu 
ration data including one or more data packets including an 
attribute field identifying the address of the configuration 
data client ( s ) associated with the signature calculation cir 
cuit . 
[ 0028 ] Generally , the non - volatile memory may include 
also a plurality of sets of configuration data , wherein respec 
tive signature data are stored for each set of configuration 
data , and wherein the signature calculation circuit is con 
figured to calculate respective signature data for the con 
figuration data of each set of configuration data transmitted 
to the configuration data clients and / or stored in the registers 
of the configuration data clients . 

SUMMARY 
[ 0019 ] In view of the above , it is an objective of various 
embodiments of the present disclosure to provide solutions 
for monitoring the correct operation of the blocks involved 
during the configuration of the processing system . 
[ 0020 ] According to one or more embodiments , one or 
more of the above objectives is achieved by a processing 
system having the features specifically set forth in the 
description that follows . Embodiments moreover concern a 
related integrated circuit , device and method . 
( 0021 ] As mentioned before , various embodiments of the 
present disclosure relate to a processing system . In various 
embodiments , the processing system include at least one 
hardware block , a non - volatile memory , a hardware con 
figuration circuit and a plurality of configuration data cli 
ents . 
[ 0022 ] Specifically , in various embodiments , each con 
figuration data client includes a register , wherein with each 
configuration data client is associated a respective address , 
and wherein each configuration data client is configured to 
receive configuration data addressed to the respective 
address and store the configuration data received in the 
register . The hardware block ( s ) are connected to the con 
figuration data clients and change operation as a function of 
the configuration data stored in the registers of the configu 
ration data clients . 
[ 0023 ] In various embodiments , the respective configura 
tion data are stored in the non - volatile memory . Specifically , 
the configuration data are stored in the form of data packets 
including an attribute field identifying the address of one of 
the configuration data clients and the respective configura 
tion data . In various embodiments , the hardware configura 
tion circuit is thus configured to sequentially read the data 
packets from the non - volatile memory and transmit the 
respective configuration data read from the non - volatile 
memory to the respective configuration data client . 
[ 0024 ] In various embodiments , the non - volatile memory 
has stored also signature data , wherein the hardware con 
figuration circuit is configured to also read the signature data 
from the non - volatile memory . 
[ 0025 ] . Specifically , in various embodiments , the process 
ing system includes moreover a signature calculation circuit 
configured to calculate further signature data as a function of 
the respective configuration data transmitted to the configu 
ration data clients and / or stored in the registers of the 
configuration data clients . For example , for this purpose , 
once having received configuration data , each configuration 
data client may transmit the respective configuration data to 
the signature calculation circuit . Additionally or alterna 

BRIEF DESCRIPTION OF THE DRAWINGS 
[ 0029 ] Embodiments of the present disclosure will now be 
described with reference to the annexed drawings , which are 
provided purely by way of non - limiting example and in 
which : 
[ 0030 ] FIG . 1 shows a typical electronic system ; 
( 0031 ) FIG . 2 shows a processing system including a 
configuration circuit ; 
[ 0032 ] FIG . 3 shows a first embodiment of a processing 
system including a non - volatile memory having stored con 
figuration data , a configuration circuit and configuration data 
clients ; 
[ 0033 ] FIG . 4 shows an embodiment of the processing 
system of FIG . 3 ; 
0034 ) FIGS . 5a and 5b show embodiments for calculating 
signature data as a function of the configuration data trans 
mitted to the configuration data clients of FIG . 3 ; 
[ 0035 ] FIGS . 6a and 6b show embodiments for reading 
pre - calculated signature data from the non - volatile memory 
of FIG . 3 ; 
[ 0036 ] FIG . 7 shows an embodiment of a processing 
system configured to compare the calculated signature data 
of FIGS . 5a and 5b with the pre - calculated signature data of 
FIGS . 6a and 6b ; 
0037 ] FIG . 8 shows an embodiment of a configuration 
data client ; 
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[ 0038 ] FIG . 9 is a flowchart illustrating a method of 
operating a processing system in accordance with the pres - 
ent disclosure ; and 
[ 0039 ] FIG . 10 shows an embodiment of a processing 
system which takes into account life cycle data during the 
signature verification . 

DETAILED DESCRIPTION OF ILLUSTRATIVE 
EMBODIMENTS 

[ 0040 ] In the following description , numerous specific 
details are given to provide a thorough understanding of 
embodiments . The embodiments can be practiced without 
one or several specific details , or with other methods , 
components , materials , etc . In other instances , well - known 
structures , materials , or operations are not shown or 
described in detail to avoid obscuring aspects of the embodi 
ments . 
[ 0041 ] Reference throughout this specification to " one 
embodiment ” or “ an embodiment ” means that a particular 
feature , structure , or characteristic described in connection 
with the embodiment is included in at least one embodiment . 
Thus , the appearances of the phrases “ in one embodiment ” 
or “ in an embodiment ” in various places throughout this 
specification are not necessarily all referring to the same 
embodiment . Furthermore , the particular features , struc 
tures , or characteristics may be combined in any suitable 
manner in one or more embodiments . 
0042 ] The headings provided herein are for convenience 
only and do not interpret the scope or meaning of the 
embodiments . 
[ 0043 ] In the following FIGS . 3 to 10 parts , elements or 
components which have already been described with refer 
ence to FIGS . 1 and 2 are denoted by the same references 
previously used in such Figures ; the description of such 
previously described elements will not be repeated in the 
following in order not to overburden the present detailed 
description . 
[ 0044 ] As described in the foregoing , the hardware of 
processing system 10a may be configurable by a set of 
configuration data , i . e . parameters which are ( e . g . perma 
nently ) stored in the non - volatile memory . 
[ 0045 ] For example , FIG . 3 shows a possible embodiment 
for distributing such configuration data CD in the processing 
system 10a as described e . g . with respect to FIG . 2 . Accord 
ingly , the description of FIG . 2 applies in its entirety also to 
the processing system 10a of FIG . 3 . 
100461 . In the embodiment considered , one or more con 
figuration data CD are stored in one or more non - volatile 
memories 104 ( i . e . , memories 104a and / or 1046 ) . In various 
embodiments , these configuration data CD are stored in 
reserved memory areas , e . g . in the form of a plurality of 
consecutive memory locations . 
[ 0047 ] Accordingly , in the embodiment of FIG . 3 , the 
configuration circuit 108 accesses the reserved memory 
areas containing the configuration data CD , reads the con 
figuration data CD , and transmits the configuration data CD 
to a respective block 110 within the processing system 10a . 
Generally , the block 110 may correspond to any block of the 
processing system 10a requiring configuration data and may 
correspond to the processing unit 102 , a hardware resource 
106 , or even a memory ( e . g . the memory 104a ) . For 
example , the block 110 may be a debug interface of the 
processing system 10a , which is enabled or disabled based 

on the configuration data CD . Similarly , the configuration 
data CD may be used to configure read and / or write pro 
tected areas of a memory . 
[ 0048 ] In the embodiment , each block 110 has associated 
a respective configuration data client 112 . For example , in 
FIG . 3 are shown three blocks 110a , 110b and 110c and three 
configuration data clients 112a , 112b and 112c . Generally , 
each configuration data client 112 may be associated uni 
vocally to a single hardware block 110 , and provided con 
figuration data only to the associated hardware block 110 , 
e . g . a specific hardware resource 106 , or may be associated 
with a plurality of hardware blocks 110 , e . g . a plurality of 
hardware resource 106 . In general , the configuration data 
clients 112a , 112b and 112c may also be integrated in the 
respective block 110a , 110b and 110c . 
[ 0049 ] Accordingly , in the embodiment considered , the 
configuration circuit 108 may determine for each target 
block 110 to be configured the respective configuration data 
( selected from the configuration data CD ) and transmit the 
configuration data associated with the target block 110 to the 
configuration data client 112 associated with the target block 
110 . Similarly , while reading the configuration data CD from 
the memory 104 , the configuration circuit 108 may deter 
mine the target block ( s ) for the current configuration infor 
mation and send the current configuration data to the con 
figuration data client ( s ) associated with the respective target 
block ( s ) . Generally , any communication may be used for 
transmitting the configuration data to the configuration data 
client 112 , including both serial and parallel communica 
tions . For example , the configuration circuit 108 and the 
configuration data clients 112 may be connected via a bus 
114 , and each configuration data clients 112 may have 
associated a respective target address . 
[ 0050 ) Accordingly , each configuration data client 112 is 
configured to receive the configuration data from the circuit 
108 , store them into the internal register , e . g . store them into 
one or more internal flip - flops or latches . The data stored in 
the register may then be used to generate one or more 
signals , which influence the behavior of one or more hard 
ware blocks 110 . 
[ 0051 ] FIG . 4 shows , in this respect , a possible embodi 
ment of the communication between the configuration cir 
cuit 108 and the configuration data clients 112 . 
[ 0052 ] Specifically , also in this case , the processing sys 
tem 10a includes a configuration circuit 108 configured to 
read the configuration data CD from one or more non 
volatile memories 104 ( e . g . , memories 104a and / or 1046 ) 
and a plurality of configuration data clients 112 configured 
to receive respective configuration data from the circuit 108 
and distribute them among a plurality of blocks 110 ( not 
shown in FIG . 4 ) requiring configuration data . For example , 
as mentioned before , each configuration data client 112 may 
be associated univocally with a respective block 110 . For 
example , in the embodiment considered , the processing 
system 10a includes again three configuration data clients 
112a , 112b and 112c . 
[ 0053 ] In the embodiment considered , the configuration 
circuit 108 includes a data read circuit 1080 configured to 
read the configuration data CD from the memory 104 and a 
dispatch circuit 1082 configured to transmit the configura 
tion data to the configuration data clients 112 . 
[ 0054 ) Generally , any communication may be used for 
communication between the dispatch circuit 1082 and the 
configuration data clients 112 . 
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[ 0055 ] For example , in various embodiments , the commu 
nication between the dispatch circuit 1082 and the configu 
ration data clients 112 is based on data frames in accordance 
with a given format , called in the following Device Con 
figuration Format ( DCF ) . For example , in various embodi 
ments , each data frame includes two fields : the payload ( i . e . , 
the real data ) , called DCF Format payload , and possible 
additional data attributes used to identify the receiver of the 
data , called DCF Format attributes , wherein the receiver is 
one of the configuration data clients 112 representing a DCF 
client . For example , the data attributes may be expressed or 
present in 16 or 32 bits , wherein a given number of bits 
specifies the address of one of the configuration data clients 
112 , and the payload may be expressed or present in 16 or 
32 bits . For example , in various embodiments , the data read 
circuit 1080 is configured to read blocks of 64 bits from the 
memory 104 , wherein the first 32 bits contain the data 
attributes ( including the address of a configuration data 
client ) and the second 32 bits contain the configuration data 
to be transmitted to the address specified in the data attri 
butes . 
[ 0056 ] In the embodiment considered , each configuration 
data client / DCF client 112 is a hardware circuit , usually 
including a combinational circuit configured to store the 
received data in an internal register implemented , e . g . , with 
flip - flops / latches , thereby permitting to distribute , via one or 
more internal signals generated as a function of the data 
stored in the internal register , the configuration data received 
to various parts of the associate hardware block ( s ) 110 . For 
example , as mentioned before , each configuration data client 
112 may have associated a univocal address ( i . e . , univocal 
within each processing system 10a ) and analyses the data 
transmitted by the dispatch circuit 1082 in order to deter 
mine whether the additional data attributes ( DCF Format 
attributes ) contain the address associated with the configu 
ration data client 112 . 
[ 0057 ] For example , as mentioned before , the configura 
tion data CD may also include security configuration data 
used to activate or deactivate given security functions of the 
processing system 10a , such as 

[ 0058 ] the external access to a debug interface ; and / or 
[ 0059 ] the ( read and / or write ) access to given memory 

locations , etc . 
[ 0060 ] In this case , a first configuration data client 112 
may store configuration data CD , which signal to a memory 
of the processing system 10a , such as the memory 104 , 
whether to enable or disable a write and / or read protection 
associated with one or more memory blocks of the memory . 
Similarly , a second configuration data client 112 may store 
configuration data used to generate a signal controlling the 
access to a debug interface . Specifically , the associated 
blocks 110 do not use directly the configuration data CD 
stored in the non - volatile memory 104 but the configuration 
data stored in the respective configuration data client 112 . 
[ 0061 ] In various embodiments , the circuit 108 may also 
include a state control circuit 1084 configured to manage the 
various configuration phases of the processing system 10a . 
For example , in various embodiments , once the processing 
system 10a is switched - on , a reset circuit 116 of the pro 
cessing system 10a may generate a reset signal RESET , 
which is used to perform a reset of the various components 
of the processing system 10a . For example , the reset signal 
RESET may correspond to a reset pulse of a given number 
of clock cycles , provided to the blocks 110 of the processing 

system 10a . For example , in the embodiment considered , the 
reset signal RESET may be used by the configuration data 
clients 112 in order to set the internal register to a given reset 
value . Similarly , in response to a reset , the state control 
circuit 1084 may activate the configuration phase . Specifi 
cally , during the configuration phase , the data read circuit 
1080 may read the configuration data CD from the memory 
104 and the dispatch circuit 1082 may send the configuration 
data CD to the various configuration data clients 112 , 
thereby overwriting the reset values . 
[ 0062 ] Accordingly , as mentioned before , the configura 
tion data CD may be stored as data packets / DCF frames in 
one or more reserved memories of at least one non - volatile 
memory 104 . Generally , the configuration data programmed 
to the non - volatile memory 104 may not include necessarily 
configuration data CD for all configuration data clients 112 
but only the configuration data CD which are different from 
the default / reset values . 
10063 ] . For example , as mentioned in the foregoing , the 
configuration data CD may include several sub - sets of 
configuration data : 

[ 0064 ] a first group of configuration data ( e . g . , calibra 
tion data ) written by the producer of the processing 
system 10a , e . g . the chip manufacture ; and 

[ 0065 ] a second group of configuration data written 
during a later stage , such as configuration data written 
by the firmware developer and / or a system integrator , 
such as the producer of an Engine Control Unit ( ECU ) . 

[ 0066 ] Generally , these groups of configuration data may 
be written to different areas of the memory ( ies ) 104 , thereby 
permitting that these groups may be configured indepen 
dently . Conversely , in various embodiments a single non 
volatile memory 104 is used and the data packets / DCF 
frames may be stored consecutively one after the other . For 
example , the producer of the processing system 10a may 
store a first set of configuration data CD to the non - volatile 
memory and a software developer may store a second set of 
configuration data to the non - volatile memory by appending 
the new configuration data to the first set of configuration 
data . Similarly , also the system developer , e . g . the producer 
of an ECU , may set a third set of configuration data by 
appending further configuration data to the second set of 
configuration data . 
100671 . In the embodiment considered , the configuration 
circuit 108 reads these data packets / DCF frames from the 
non - volatile memory 104 during the reset phase , e . g . as 
controlled by the state control circuit 1084 . Specifically , in 
various embodiments , the configuration circuit 108 , in par 
ticular the data read circuit 1080 , starts the read operation 
from a start address of the memory 104 ( which may be fixed 
or programmable ) and continuous the reading operation 
until the last data packets / DCF frame has been read from the 
non - volatile memory 104 . Generally , the data read circuit 
1080 may also access a plurality of non - volatile memories 
104 , or generally a plurality of memory areas which may 
belong to one or more non - volatile memories 104 . For 
example , a first memory area may be programmable only by 
the producer of the processing unit 10a and a second 
memory area may be programmable by the software and / or 
system developer . 
[ 0068 ] In the embodiment considered , each data packet / 
DCF frame read from the non - volatile memory 104 is 
provided to the dispatch circuit 1082 , which forwards the 
configuration data CD included in the data packet / DCF 
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frame , in particular the payload , to a respective configura - 
tion data client 112 . Specifically , in the embodiment con 
sidered , the dispatch circuit 1082 is configured to generate 
a data signal DATA having a given number of bits ( corre 
sponding to the bits of the payload ) containing the configu 
ration data to be transmitted to a given configuration data 
client 112 and further control signals for selecting the target 
configuration data client 112 . For example , in the embodi 
ment considered , the dispatch circuit 1082 generates also an 
address signal ADR containing the address of the target 
configuration data client 112 and optionally a chip select 
signal CS used to signal that the address signal ADR and the 
data signal DATA are valid . For example , in various embodi 
ments , the address signal ADR ( and the chip select signal 
CS ) may be provided to a decoder 124 configured to activate 
one of the configuration data clients 112 as a function of the 
address signal ADD . For example , in the embodiment con 
sidered , the decoder 124 may set a chip select signal CSa in 
order to indicate that the configuration data client 112a 
should read the data signal DATA when the address signal 
ADR corresponds to an address assigned to the configura 
tion data client 112a ( and the chip select signal CS is set ) . 
Similarly , the decoder 124 may set a chip select signal CSb 
in order to indicate that the configuration data client 112b 
should read the data signal DATA when the address signal 
ADR corresponds to an address assigned to the configura 
tion data client 112b ( and the chip select signal CS is set ) , 
etc . 
[ 0069 ] Thus , the configuration circuit 108 sequentially 
reads the configuration data packets and transmits the 
respective configuration data to the associated configuration 
data client 112 . Accordingly , the configuration data CD may 
be stored during the various production and development 
phase as a sequence of consecutive data packets / DCF 
frames . For example , this implies that , in case the one or 
more non - volatile memories 104 contain two or more data 
packets / DCF frames , which are addressed to the same 
configuration data client 112 , the configuration data circuit 
108 will transmit sequentially the respective configuration 
data of these two or more data packets / DCF frames to the 
same configuration data client 112 , and the configuration 
data client 112 will overwrite the previous values , i . e . , the 
configuration data client 112 will only provide the last 
configuration data having been received . 
[ 0070 ] Generally , due to the fact that the configuration 
data CD stored in the one or more non - volatile memories 
104 may also be used to control the various security features 
of the processing system 10a , it is advantageous that the 
programmed configuration data CD cannot be altered any 
more . For example , in various embodiments , each non 
volatile 104 may be configured to inhibit write accesses to 
already programmed memory locations of the memory area 
( s ) which may include configuration data , i . e . , the non 
volatile memory area ( s ) where the configuration data may be 
stored cannot be erased or re - programmed , thereby ensuring 
that configuration data CD already stored in the one or more 
non - volatile memories 104 may be altered within the non 
volatile memory 104 . 
[ 0071 ] Generally , the use of plural DCF frames addressed 
to the same configuration data client 112 may be useful in 
order to permit a recalibration of the processing system , e . g . 
by appending a DCF frame with new calibration data to the 
already existing configuration data CD in the non - volatile 
memory 104 . In fact , in this way , the various calibration data 

will be read during the reset phase , but the respective 
configuration data client 112 will only use the calibration 
data programmed last . Conversely , it may be rather danger 
ous when already activated security and / or safety functions 
could be deactivated by simply appending respective con 
figuration data CD to the non - volatile memory 104 . 
[ 0072 ] Accordingly , in various embodiments , each con 
figuration data client 112 may be configured to permit or 
inhibit overwriting of previous configuration data . For 
example , possible solutions for controlling the write opera 
tions in a configuration data client 112 are described in the 
Italian patent application 102018000001633 , which is incor 
porated herein by reference for this purpose . 
[ 0073 ] Thus , the arrangement described with respect to 
FIG . 4 provides an efficient solution for distributing con 
figuration data CD within a processing system 10a , permit 
ting also that the configuration data CD may be set by 
different entities ( producer , software developer , etc . ) without 
having to overwrite the previous configuration data in the 
non - volatile memory 104 . Moreover , also the reconfigura 
tion of previously written configuration data may be limited 
within each configuration data client 112 . 
[ 0074 ] However , the arrangement does not take into 
account that the configuration data provided by the memory 
104 may not correspond to the configuration data stored to 
the memory 104 . 
[ 0075 ] For example , the memory 104 may provide incor 
rect data due to errors in the data contained in the memory , 
e . g . due to corruption of the configuration data CD , or due 
to an intentional modification of the data stored in the 
memory 104 . A possible solution to this problem is the use 
of an error - correcting code ( ECC ) memory . For example , in 
this case , the memory 104 includes an error detection and / or 
correction circuit 1040 ( see FIG . 4 ) , which detects and 
possibly also corrects modifications in the data read from the 
memory . 
[ 0076 ] However , the memory 104 itself may not operate 
correctly and may not provide at all configuration data or 
skip one or more configuration data . For example , this may 
happen when the communication between the data read 
circuit 1080 and the memory 104 is not operating correctly . 
For example , as mentioned before , the data read circuit 1080 
may send an address signal to the memory 104 and the 
memory 104 may return the respective data signal contain 
ing the data stored at the address provided . Hence , an 
alteration of the address bus ( both intentional , like in the 
case of an attack , or unintentional , like in the case of a 
malfunction ) may result , e . g . , in a reading of different data 
and / or skipping the reading of some configuration data . 
Similarly , also the data bus between the memory 104 and the 
data read circuit 1080 may not operate correctly . However , 
such malfunctions may not be detected by an error detection 
and / or correction circuit 1040 , insofar as the data read from 
the memory for a given incorrect ) address are indeed 
correct and only the communication of the data and / or the 
address signal is affected by a malfunction . 
[ 0077 ] However , in case some configuration data CD are 
not read correctly or skipped , there could be consequences 
for availability ( the device might not work properly ) , quality 
( a wrong behavior could compromise the overall quality ) , 
safety ( a wrong behavior could translate into a safety threat ) 
and / or security ( some security functions may be deacti 
vated ) . 
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[ 0078 ] In the following will thus be described embodi 
ments able to verify whether the data transmitted to the 
configuration data clients 112 indeed corresponds to the data 
initially written to the non - volatile memory 104 . 
[ 0079 ] FIG . 5a shows a first embodiment of a modified 
processing system 10a , which essentially corresponds the 
architecture described with respect to FIG . 3 . Accordingly , 
the respective description and the exemplary detailed 
embodiment of FIG . 4 also apply in this case . 
[ 0080 ] Specifically , with respect to FIG . 3 , the memory 
104 does not only contain the configuration data CD , but 
also a respective signature HASH calculated as a function of 
the configuration data CD . 
[ 0081 ] Generally , the term “ signature ” indicates that the 
respective signature data are calculated as a function of the 
configuration data . For example , a hashing function may be 
used for this purpose , such as MD5 or Secure Hash Algo 
rithm ( SHA ) , e . g . SHA - 1 or SHA - 256 . Generally , the con 
figuration data may also be encoded and / or encrypted , e . g . 
by using Advanced Encryption Standard ( AES ) or Data 
Encryption Standard ( DES ) , and a subset of the encrypted 
data , e . g . the last data packet , may be used as signature field . 
[ 0082 ] As mentioned before , the configuration data may 
include a plurality of sets of configuration data . In this case , 
each set of configuration data includes a respective signa 
ture . Generally , the signature of the first set of configuration 
data is calculated as a function of the respective configura 
tion data . Conversely , the signature of the following sets of 
configuration data may be calculated either : 

[ 0083 ] exclusively as a function of the respective set of 
configuration data , i . e . the signature is independent 
from the previous sets of configuration data ; or 

[ 0084 ] taking into account also the previous configura 
tion data , e . g . by calculating a signature for the con 
figuration data of all previous sets of configuration 
data . 

[ 0085 ] Preferably , the first solution is used in order to 
render the sets of configuration data independent from each 
other . However , also the second solution may be imple 
mented rather easily when a signature calculation method is 
used which may simply use the signature of the previous set 
of configuration data as starting value for the calculation of 
the new signature . For example , the respective signature 
value may be provided by the producer of the processing 
system to the following software developer , etc . 
[ 0086 ] In the embodiment considered , the processing sys 
tem 10a includes moreover a signature calculation circuit 
130 configured to recalculate the signature directly as a 
function of the configuration data read from the memory 
104 . 
[ 0087 ] Specifically , in the embodiment shown in FIG . 5a , 
the signature calculation circuit 130 receives at input the 
configuration data having been stored in the internal regis 
ters of the data clients 112 , i . e . each configuration data client 
112 provides the configuration data received not only to the 
associated hardware block ( s ) 110 but also the signature 
calculation circuit 130 . Due to the sequential transmission of 
the configuration data packets to the configuration data 
clients 112 , each configuration data client 112 may thus 
signal sequentially that new data have been arrived and the 
signature calculation circuit 130 may read the configuration 
data from the configuration data client having currently 
received configuration data , thereby re - calculating a signa 

ture HASH ' as a function of the configuration data received 
by the configuration data clients 112 . 
0088 ] Conversely , FIG . 5b shows an embodiment , 
wherein the signature calculation circuit 130 receives at 
input the data transmitted to the configuration data client , 
e . g . the signature calculation circuit 130 monitors the data 
transmitted on the communication channel 114 , e . g . the data 
signal DATA of FIG . 4 . Thus , assuming that the configura 
tion data clients also receive the configuration data trans 
mitted , also in this case , the signature calculation circuit may 
recalculate a signature HASH ' as a function of the configu 
ration data transmitted to the configuration data clients 112 . 
[ 0089 ] Thus , knowing the original signature HASH stored 
in the memory 104 and by recalculating a signature HASH ' 
as a function of the configuration data provided to the 
configuration data clients , the processing system 10a may 
verify whether both signatures correspond . 
[ 0090 ] Generally , the solution of FIG . 5a is preferably , 
insofar as indeed the data stored in the configuration data 
clients 112 are verified , thereby permitting a verification of 
all intermediate components from the memory 104 up to the 
configuration data clients 112 . However , in this case , the 
signature calculation circuit 130 has to be connected to all 
configuration data clients 112 rendering the solution more 
complex than the solution of FIG . 5b , which merely has to 
monitor the communication channel 114 , while still ensuring 
that the configuration data read from the memory 104 are 
indeed correct . 
[ 0091 ] FIG . 6a shows a first embodiment for verifying 
both signatures HASH and HASH ' . 
[ 0092 ] Specifically , in the embodiment considered , the 
configuration circuit 108 is configured to read the signature 
HASH from the memory 104 and provide the signature 
HASH directly to a signature verification circuit 132 con 
figured to compare the signature HASH with the recalcu 
lated signature HASH ' . 
[ 0093 ] Conversely , FIG . 6b shows an embodiment , 
wherein the signature HASH is stored as one or more of the 
configuration data packets ( in particular the last one of a 
respective set of configuration data ) . Moreover , one or more 
of the configuration data clients 112 , e . g . the client 112c , 
represent configuration data clients of the signature verifi 
cation circuit 132 . Thus , by storing in the attribute field of 
the configuration data packets the address of the respective 
configuration data client ( s ) 112 , the configuration circuit 108 
will read the signature HASH as a normal configuration data 
packet and will transmit the signature HASH via the com 
munication channel 114 to the configuration data client ( s ) 
associated with the signature verification circuit 132 . 
[ 0094 ] Accordingly , in both cases , the signature verifica 
tion circuit 132 receives at input the signature HASH stored 
in the memory 104 and the signature HASH ' recalculated by 
the signature calculation circuit 130 ( see also FIGS . 5a and 
5b ) . The circuit 132 may thus verify whether both signatures 
correspond and may generate an error signal ERR when the 
signatures do not correspond . 
10095 ] . For example , FIG . 7 shows an embodiment of the 
verification of the signatures based on the architecture 
shown in FIG . 4 . 
[ 0096 ] Specifically , as mentioned before , the processing 
system 10a has to handle an expected configuration data 
signature HASH and a run - time calculated configuration 
data signature HASH ' . For example , in FIG . 7 is shown 
again a memory 104 , possibly including an error detection 
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and / or correction circuit 1040 , which receives at input an 
address signal MEM _ A and provides at output a data signal 
MEM _ D including the respective data . Specifically , as 
before , the memory 104 includes one or more sets of 
configuration data CD , and for each set of configuration data 
CD a respective signature field . For example , in the embodi 
ment considered , each set of configuration data CD includes 
a start packet START _ RECORD _ DCF . The optional start 
packet START _ RECORD _ DCF is followed by one or more 
configuration data packets DCF _ x , DCF _ y , DCF _ Z , etc . 
including the configuration data to be transmitted to the 
configuration data clients 112 and one or more signature 
packet HASH _ DCF including the signature HASH . Prefer 
ably , all these packets follow the DCF format described in 
the foregoing . As described in the foregoing , the signature 
HASH is pre - calculated and stored in the memory 104 
together with the configuration data ( typically during the 
production stage of the processing system and / or the soft 
ware development phase ) . 
[ 0097 ] Accordingly , the data read circuit 1080 of the 
configuration circuit 108 may read the configuration data 
including the records START _ RECORD _ DCF , DCF _ x , 
DCF _ y , DCF _ z , HASH _ DCF from the memory 104 by 
providing a suitable address signal MEM _ A . For example , 
the data read circuit 1080 may start the reading from the start 
address of the first record ( i . e . START _ RECORD _ DCF or 
DCF _ x based on whether a start record is used ) and continue 
reading until the signature record HASH _ DCF is detected 
( e . g . in the absence of a start record START _ RECORD _ 
DCF ) . 
0098 ) . During the reading of the configuration data 
records , the data read circuit 1080 provides the respective 
configuration data packets ( DCF _ x , DCF _ y , DCF _ z , etc . ) to 
the dispatch circuit 1082 which transmits the configuration 
data to the configuration data clients 112 , e . g . by using the 
address signal ADR , the data signal DATA and the chip 
select signal CS described in the foregoing . 
[ 0099 ] In the embodiment considered , the processing sys 
tem 10a includes moreover a signature calculation circuit 
130 configured to capture the configuration data sent to / re 
ceived by the configuration data clients 112 and calculates in 
run - time the signature HASH ' as a function of the trans 
ferred data . 
[ 0100 ] For example , for this purpose , the signature calcu 
lation circuit 130 may monitor the data signal DATA and or 
read the configuration data CD ' stored in the configuration 
data clients 112 . As mentioned before the later solution is 
preferable in order to verify also the operation of the 
configuration data clients 112 themselves . Conversely the 
former being less complex . Specifically , the former solutions 
may also be suitable , when the configuration data clients 112 
themselves include failure detection mechanisms . 
[ 0101 ] For example , FIG . 8 shows an embodiment of a 
configuration data client 112 with failure detection mecha 
nism . 
[ 0102 ] Specifically , the configuration data client includes 
a register 118 , e . g . in the form of flip - flops or latches , 
configured to store the data received via the data signal 
DATA . For example , in the embodiment considered , the data 
provided via the data signal DATA are stored in the register 
118 when a respective chip select signal CSi is set . 
[ 0103 ] In the embodiment considered , the data received do 
not contain only configuration data , but also error detection 
data , such as one or more parity bits . Accordingly , in the 

embodiment considered , the register 118 provides respective 
configuration data CD ' and error detection data PD . For 
example , as described in the foregoing , the configuration 
data CD ' are provided to one or more blocks 110 of the 
processing system 10a and optionally also to the signature 
calculation circuit 130 . However , in the embodiment con 
sidered , the configuration data CD ' and the error detection 
data PD are provided also to an error detection circuit 120 
configured to recalculate the error data as a function of the 
configuration data CD ' and verify whether the recalculated 
error data correspond to the error detection data PD . For 
example , in FIG . 8 , the circuit 120 may generate an error 
signal ERRP when the error data do not correspond . 
[ 0104 ] Accordingly , in such an architecture , each configu 
ration data client may verify whether the transmitted con 
figuration data CD ' are also valid . 
[ 0105 ] Generally , the signature calculation circuit 130 
may thus calculate the signature HASH ' sequentially while 
the configuration data are transmitted to the configuration 
data clients 112 . Once all configuration data CD have been 
transmitted to the configuration data clients 112 , the data 
read circuit 112 will thus also read the signature packet ( s ) 
HASH _ DCF including the signature HASH . Specifically , in 
the embodiment considered , the signature HASH is stored in 
a register 1090 within the configuration circuit 108 . 
[ 0106 ] Accordingly , in the embodiment considered , the 
signature calculation circuit 130 and the register 1090 pro 
vide the signatures HASH and HASH ' to a signature veri 
fication circuit 132 , which compares the signatures HASH 
and HASH ' and generates an error signal ERR when the 
signatures HASH and HASH ' do not correspond . 
[ 0107 ] As mentioned before , the one or more signature 
packets HASH DCF may also be transmitted to one or more 
of the configuration data clients 112 , which in turn provides 
then the signature HASH , representing in this case configu 
ration data CD ' for the signature verification circuit 132 , to 
the signature verification circuit 132 . 
[ 0108 ] In the embodiments considered , the two signatures 
HASH and HASH ' are compared directly at a hardware , i . e . 
by the circuit 132 . Additionally or alternatively , the signa 
ture values HASH and HASH ' may also be provided to the 
processing unit 102 , thereby permitting a software verifica 
tion of the values . For this purpose , the signature values may 
be stored in one or more registers addressable by the 
processing unit 102 , so called special - function - registers . 
[ 0109 ] FIG . 9 shows a method of operation a processing 
system 10a as described before . 
[ 0110 ) Specifically , after a start step 2000 , a set of con 
figuration data CD is determined at a step 2002 based on the 
applications needs , including e . g . calibration data and or 
security configuration data . Moreover , the respective signa 
ture HASH is calculated at the step 2002 and the respective 
set of configuration data CD including the signature HASH 
is stored to the non - volatile memory 104 of the processing 
system 104 . 
[ 0111 ] At a following step 2004 the processing system 10a 
is switched on . Accordingly , the processing system 10a will 
recalculate via the circuit 130 the signature HASH ' based on 
the data transmitted to the configuration data clients 112 and 
the circuit 132 will compare the signature HASH ' with the 
signature HASH , possibly generating the error signal ERR 
( e . g . by setting the error signal ERR to high ) . 
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[ 0112 ] Accordingly , by monitoring the error signal ERR at 
a step 2006 , the method may detect an incorrect behavior 
during the reading of the configuration data CD . 
[ 0113 ] For example , in case an error is detected ( output 
“ Y ” of the verification step 2006 ) , one or more operations 
may be performed at a step 2008 and the method ends at a 
stop step 2010 . The operations at the step 2008 may include , 
e . g . , reprogramming the configuration data , activating a test 
function of the memory 104 and / or other blocks of the 
system , resetting the whole micro - controller , etc . 
[ 0114 ] Conversely , in case no error is detected ( output “ N ” 
of the verification step 2006 ) , the method ends directly at the 
step 2010 . 
[ 0115 ] In various embodiments , the signature verification 
circuit 132 may also take into account the life cycle stage of 
the processing system 10a . 
[ 0116 ] For example , FIG . 10 shows the exemplary 
embodiment of FIG . 7 , wherein an addition block providing 
life cycle data LCD has been added . Specifically , the life 
cycle data LCD indicate the life cycle of the product . The 
life cycle is a permanent signature written into a non - volatile 
memory , which determines the stage of the processing 
system 10a during its life - time . For example , the life cycle 
may be encoded with a bit sequence . In the embodiment 
considered , this bit sequence is stored in a separate non 
volatile memory 126 , preferably a one - time programmable 
memory . In general , the life cycle data LCD may also be 
stored at reserved memory locations of the memory 104 . 
[ 0117 ] For example , in various embodiments , the bit 
sequence LCD stored in the memory 126 may indicate one 
of the following stages : 

[ 0118 ] “ production ” ( LC1 ) , when the processing system 
10a , e . g . a micro - controller , is in the chip fabric ; 

[ 0119 ] " customer delivery ” ( LC2 ) , when the processing 
system 10a has been shipped to the 1st tier customer 
( e . g . , a producer of an engine control unit ) ; 

[ 0120 ] “ OEM production ” ( LC3 ) , when the device has 
been shipped to a next - level customer ( e . g . , a car 
maker ) ; 

[ 0121 ] " in field ” ( LC4 ) , when the device is installed in 
the final product ( e . g . in a car sold in the market ) ; or 

[ 0122 ] “ failure analysis ” ( LC5 ) , when the device is 
shipped back to producer of the processing system 10a 
or the software developer for diagnostic purposes . 

[ 0123 ] In various embodiments , the life cycle data LCD is 
written such that once a certain stage is reached , it is not 
possible to revert it back to a previous stage , i . e . , the life 
cycle can only advance . For example , this may be imple 
mented with a one - hot encoding in which a fuse is burned 
each time a given stage has been reached . For example , the 
advancing of the life cycle to the next stage may be done by 
the entity who owns the device in the current life cycle stage 
( e . g . , chip producer will advance the life cycle when it is 
shipped to the customer delivery stage ; the 1st tier customer 
will advance the life cycle when it is shipped to the OEM 
production stage , etc . ) . 
[ 0124 Accordingly , in this case , the signature verification 
circuit 132 may by selectively activated or deactivated as a 
function of the life cycle data LCD . For example , the 
hardware comparison within the circuit 132 may be acti 
vated only when the life cycle indicated by the life cycle data 
LCD is set to “ OEM production ” ( LC3 ) or “ in field ” ( LC4 ) 
stage , because in other stages the error signal ERR may 
prevent the testability of the processing system 10a . 

[ 0125 ] The solutions described in the foregoing have thus 
the advantage that the processing system 10a is able to 
verify that the configuration data CD stored in the memory 
104 ( which as mentioned in the foregoing may include 
plural sets possibly programmed both by the producer and 
the customer ) are correctly read when the processing system 
10a is switched on . 
f0126 ] For example , as mentioned before , incorrect con 
figuration data may be transmitted or some configuration 
data may not be transmitted at all due to run - time faults 
altering the address bus MEM _ A . In the solutions described , 
such address failures may thus be detected without having to 
use complex data exchange protocols , such as end - to - end 
error correction ( e2eECC ) between the non - volatile memory 
104 and the configuration data clients . 
[ 0127 ] Of course , without prejudice to the principle of the 
invention , the details of construction and the embodiments 
may vary widely with respect to what has been described 
and illustrated herein purely by way of example , without 
thereby departing from the scope of the present invention . 
What is claimed is : 
1 . A processing system , comprising : 
a plurality of configuration data clients , each of the 

plurality of configuration data clients being associated 
with a respective address and comprising a respective 
register , and wherein a respective configuration data 
client of the plurality of configuration data clients is 
configured to receive a respective first configuration 
data addressed to the respective address and to store the 
respective first configuration data in the respective 
register ; 

a hardware block coupled to at least one of the plurality 
of configuration data clients and configured to change 
operation as a function of the respective first configu 
ration data stored in the respective registers of the 
plurality of configuration data clients ; 

a non - volatile memory comprising second configuration 
data , wherein the second configuration data are stored 
as data packets comprising the respective first configu 
ration data and an attribute field identifying the respec 
tive address of one of the plurality of configuration data 
clients configured to store the respective first configu 
ration data ; and 

a hardware configuration circuit configured to sequen 
tially read the data packets from the non - volatile 
memory and to transmit the respective first configura 
tion data read from the non - volatile memory to the 
respective configuration data client . 

2 . The processing system according to claim 1 , wherein 
the non - volatile memory comprises a first signature data , 
and wherein the hardware configuration circuit is configured 
to read the first signature data from the non - volatile memory . 

3 . The processing system according to claim 2 , further 
comprising : 

a signature calculation circuit configured to calculate a 
second signature data as a function of the respective 
first configuration data transmitted to the respective 
configuration data client and / or stored in the respective 
register of the respective configuration data client ; and 

a signature verification circuit configured to : 
compare the first signature data read from the non 

volatile memory with the second signature data 
calculated by the signature calculation circuit ; and 
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generate an error signal when the first signature data 
and the second signature data do not correspond 

4 . The processing system according to claim 3 , wherein 
the first signature data are stored with the second configu 
ration data in the non - volatile memory as one or more 
second data packets . 

5 . The processing system according to claim 3 , wherein 
the signature calculation circuit is associated with at least 
one configuration data client of the plurality of configuration 
data clients , and wherein the first signature data are stored in 
the non - volatile memory as the second configuration data , 
the first signature data comprising one or more second data 
packets comprising an attribute field identifying the address 
of the at least one configuration data client associated with 
the signature calculation circuit . 

6 . The processing system according to claim 3 , wherein 
the second configuration data comprises a plurality of sets of 
second configuration data , wherein the non - volatile memory 
is configured to store the plurality of sets of second con 
figuration data , wherein a respective first signature data is 
stored for each set of second configuration data , and wherein 
the signature calculation circuit is configured to calculate a 
respective second signature data for the second configura 
tion data of each set of second configuration data . 

7 . The processing system according claim 3 , wherein each 
configuration data client is configured to , when receiving the 
respective first configuration data addressed to the respective 
address , transmit the respective first configuration data that 
is received to the signature calculation circuit . 

8 . The processing system according to claim 3 , wherein 
the hardware configuration circuit and the plurality of con 
figuration data clients are connected through a common data 
bus . 

9 . The processing system according to claim 8 , wherein 
the signature calculation circuit is configured to monitor the 
data transmitted on the common data bus . 

10 . The processing system according to claim 3 , wherein 
the signature calculation circuit is further configured to : 

calculate the second signature data with a hashing func 
tion ; or 

calculate the second signature data by encoding and / or 
encrypting the respective first configuration data to 
generate encoded and / or encrypted data and selecting a 
subset of the encoded and / or encrypted data . 

11 . The processing system according to claim 10 , wherein 
the hashing function comprises an MD5 hash or a Secure 
Hash Algorithm hash . 

12 . The processing system according to claim 10 , wherein 
the encoding and / or encrypting comprises encoding and / or 
encrypting according to an Advanced Encryption Standard 
or a Data Encryption Standard . 

13 . The processing system according to claim 10 , wherein 
the signature verification circuit is configured to generate the 
error signal taking into account life - cycle data stored in a 
one - time programmable memory of the processing system . 

14 . An integrated circuit comprising a processing system 
according to claim 1 . 

15 . The integrated circuit according to claim 14 , wherein 
the integrated circuit is a micro - controller . 

16 . A device comprising a plurality of processing systems , 
each of the plurality of processing systems comprising : 

a plurality of configuration data clients , each of the 
plurality of configuration data clients being associated 
with a respective address and comprising a respective 
register , and wherein a respective configuration data 
client of the plurality of configuration data clients is 
configured to receive a respective first configuration 
data addressed to the respective address and to store the 
respective first configuration data in the respective 
register ; 

a hardware block coupled to at least one of the plurality 
of configuration data clients and configured to change 
operation as a function of the respective first configu 
ration data stored in the respective registers of the 
plurality of configuration data clients ; 

a non - volatile memory comprising second configuration 
data , wherein the second configuration data are stored 
as data packets comprising the respective first configu 
ration data and an attribute field identifying the respec 
tive address of one of the plurality of configuration data 
clients configured to store the respective first configu 
ration data ; and 

a hardware configuration circuit configured to sequen 
tially read the data packets from the non - volatile 
memory and to transmit the respective first configura 
tion data read from the non - volatile memory to the 
respective configuration data client . 

17 . The device according to claim 16 , wherein the device 
is a vehicle . 

18 . The device according to claim 16 , wherein the non 
volatile memory comprises a first signature data , and 
wherein the hardware configuration circuit is configured to 
read the first signature data from the non - volatile memory . 

19 . The device according to claim 18 , further comprising : 
a signature calculation circuit configured to calculate a 

second signature data as a function of the respective 
first configuration data transmitted to the respective 
configuration data client and / or stored in the respective 
register of the respective configuration data client ; and 

a signature verification circuit configured to : 
compare the first signature data read from the non 

volatile memory with the second signature data 
calculated by the signature calculation circuit ; and 

generate an error signal when the first signature data 
and the second signature data do not correspond . 

20 . The device according to claim 19 , wherein the first 
signature data are stored with the second configuration data 
in the non - volatile memory as one or more second data 
packets . 


