wo 2013/055946 A1 I 01N OO O 0 AR

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property Ny
Organization é
International Bureau -,

=

\

(43) International Publication Date

18 April 2013 (18.04.2013) WIPO I PCT

(10) International Publication Number

WO 2013/055946 A1l

(51) International Patent Classification:
GO6F 17/30 (2006.01)

(21) International Application Number:
PCT/US2012/059794

(22) International Filing Date:
11 October 2012 (11.10.2012)

(25) Filing Language: English
(26) Publication Language: English
(30) Priority Data:

201110308148.8 12 October 2011 (12.10.2011) CN

(71) Applicant: ALIBABA GROUP HOLDING LIMITED
[—/US]; Fourth Floor, One Capital Place, P.O. Box 847,
Grand Cayman (KY).

(72) Inventors: KONG, Baihan; C/o Alibaba Group Legal De-
partment, 10/F, Building A, The West Lake International
Plaza Of S&T, No. 391 Wen'er Road, Hangzhou, 310013
(CN). HE, Mei; C/o Alibaba Group Legal Department,
10/F, Building A, The West Lake International Plaza Of

(74

(8D

S&T, No. 391 Wen'er Road, Hangzhou, 310013 (CN).
ZHOU, Jie; C/o Alibaba Group Legal Department, 10/F,
Building A, The West Lake International Plaza Of S&T,
No. 391 Wen'er Road, Hangzhou, 310013 (CN).

Agents: NELSON, Brett, L. et al.; Lee & Hayes, PLLC,
601 W. Riverside Ave, Suite 1400, Spokane, WA 99201

(US).

Designated States (uniess otherwise indicated, for every
kind of national protection available). AE, AG, AL, AM,
AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY,
BZ, CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM,
DO, DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD,
ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI,
NO, NZ, OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU,
RW, SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ,
™™, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,
IM, ZW.

[Continued on next page]

(54) Title: DATA CLASSIFICATION

CLASSIFICATION STRUCTURE, WHERE INITIAL CLASSIFICATION
STRUCTURE TREE INCLUDES INITIAL ROOT NODE REPRESENTING DATA

STORES CORRESPONDING DATA
102

DETERMINE INITIAL ROOT NODE OR ONE CHILD NODE IN INITIAL
CLASSIFICATION STRUCTURE TREE AS ROOT NODE OF REORGANIZED
CLASSIFICATION STRUCTURE TREE
104

A

DETERMINE AT LEAST ONE NODE AMONG REMAINING NODES IN
INITIAL CLASSIFICATION STRUCTURE TREE OTHER THAN DETERMINED
ROOT NODE OR CHILD NODE AS CHILD NODE OF REORGANIZED
CLASSIFICATION STRUCTURE TREE
106

A 4
BASED ON DETERMINED ROOT NODE AND CHILD NODE OF
REORGANIZED CLASSIFICATION STRUCTURE TREE, BY USING
CORRESPONDING DATA AS LEAF NODE OF REORGANIZED
CLASSIFICATION STRUCTURE TREE, GENERATE REORGANIZED
CLASSIFICATION STRUCTURE TREE DIFFERENT FROM INITIAL
CLASSIFICATION STRUCTURE TREE
108

) . (87) Abstract: The present disclosure provides a method and an apparatus for stor-
OBTAIN INITIAL CLASSIFICATION STRUCTURE TREE THAT STORES DATA ing data classification structure. Based on an initial classification structure tree, a
reorganized classification structure tree that stores data classifications structure dif-

SOURCE CHARACTERISTICS, AT LEAST ONE LEVEL OF CHILD NODE ferently from that of the initial classification structure is generated. As the reorgan-
THAT DESCRIBES CLASSIFICATION CHARACTERISTICS, AND LEAF NODE ized classification structure tree is flexible, when maintaining data and searching
data by using the search engine, the present techniques may quickly find the de-
sired data, thereby reducing the heavy burden of the search engine under the con-
ventional techniques to conduct data search and high pressure of conducting data
y N maintenance and data search. Further, the present techniques may not only reduce
the burden of the search engine, but also relieve the pressure for maintaining data
and searching data.



WO 2013/055946 A1 |IIIWAT 00TV AV TR RC A OO

GW, ML, MR, NE, SN, TD, TG).

(84) Designated States (unless otherwise indicated, for every Published:
kind of regional protection available): ARTIPO (BW, GH,
GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, SZ, TZ,
UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,
TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,
LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK,
SM, TR), OAPI (BF, BJ, CF, CG, CI, CM, GA, GN, GQ,

with international search report (Art. 21(3))

before the expiration of the time limit for amending the
claims and to be republished in the event of receipt of
amendments (Rule 48.2(h))



10

15

20

25

WO 2013/055946 PCT/US2012/059794

DATA CLASSIFICATION

CROSS REFERENCE TO RELATED PATENT APPLICATIONS

This application claims foreign priority to Chinese Patent Application No.
201110308148.8 filed on 12 October 2011, entitled “Storage Method and System of Data

Classification Structure,” which is hereby incorporated by reference in its entirety.

TECHNICAL FIELD

The present disclosure relates to the field of data searching technology and, more

specifically, to a method and a system of storing data classification structure.

BACKGROUND

With the development of the Internet, there are more and more online applications. E-
commerce websites are popular. Merchants may set up virtual shops at some large e-
commerce websites to conduct transactions. Thus, there is an influx of stored data at the e-
commerce websites and a swamp of available data.

Conventional techniques use tree type classifications and characteristics information
to manage the data, and publish, display, and search the data based on the data management.
For example, when an e-commerce website receives a request to accept data, the e-commerce
website classifies the accepted data based on preset standards. Data under the same
classification are grouped together, thereby forming a large classification tree to be displayed
at a display interface.

However, when a large volume of data is displayed at the display interface, it creates
huge pressure to data maintenance and data searching at the e-commerce website, and creates

a huge burden to a related search engine. For example, a user inputs Lenovo™ as a query.
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The Lenovo™ company has many different products, such as Lenovo™ phone, Lenovo™
laptop, Lenovo™ printer, Lenovo™ memory, etc. Lenovo™ phone belongs to the phone
sub-classification under the communication tool classification, while Lenovo™ laptop
belongs to the computer sub-classification under the communication tool classification. The
two are different sub-classifications under a same parent classification. When the search
engine searches Lenovo™ products, it may start from the communication tool classification
and search different models of Lenovo™ phone under the phone sub-classification, re-start
from the communication tool classification and search different models of Lenovo™ laptop
under the computer sub-classification, and then re-start to search Lenovo™ printers and
Lenovo™ memory until all Lenovo™ products are searched. Such searching process
includes many unnecessary searches, thereby increasing the burden of the search engine and

increasing pressure on the data maintenance and data searching.
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SUMMARY

This Summary is provided to introduce a selection of concepts in a simplified form
that are further described below in the Detailed Description. This Summary is not intended to
identify all key features or essential features of the claimed subject matter, nor is it intended
to be used alone as an aid in determining the scope of the claimed subject matter. The term
“techniques,” for instance, may refer to device(s), system(s), method(s) and/or computer-
readable instructions as permitted by the context above and throughout the present disclosure.

To reduce the burden on the search engine and the pressure to maintain data and
search data, the present disclosure provides a method and a system of storing data
classification structure. Based on an initial classification structure tree, the present
techniques generate a reorganized classification structure tree to store the data classification
structure. As the reorganized classification structure tree is flexible, when maintaining data
and searching data by using the search engine, the present techniques may quickly find the
desired data, thereby reducing the burden of the search engine and relieving the pressure to
maintain data and search data.

The present disclosure provides a method of storing data classification structure. The
present techniques may obtain an initial classification structure tree to store the data
classification structure. The initial classification structure tree includes an initial root node
representing data source characteristics and at least one level child node that describes
classification characteristics. One or more leaf nodes store corresponding data.

The present techniques may then perform the following operations at least once to
generate a reorganized classification structure tree to store the data classification structure
and store the generated reorganized classification structure tree. The initial root node or a
child node in the initial classification structure tree is determined as an initial root node of the

reorganized classification structure tree. Among remaining nodes other than the determined
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root node or the child node in the initial classification structure tree, at least one node is
determined as a child node of the reorganized classification structure tree. Based on the
determined root node and child node of the reorganized classification structure tree, and using
the corresponding data as leaf nodes of the reorganized classification structure tree, the
present techniques generate the reorganized classification structure tree differently from the
initial classification structure tree. For example, the initial classification structure tree that
stores the data classification structure may be generated based on a standard classification
structure tree when the data is published.

The present disclosure also provides a system of storing data classification structure.
For example, the system may include a classification dimension module, a rule engine
module, and a classification data module. The classification dimension module obtains an
initial classification structure tree to store the data classification structure. The initial
classification structure tree includes an initial root node representing data source
characteristics and at least one level child node that describes classification characteristics.
One or more leaf nodes store corresponding data.

The present techniques may then perform the following operations at least once to
generate a reorganized classification structure tree to store the data classification structure
and store the generated reorganized classification structure tree. The rule engine module
determines the initial root node or a child node in the initial classification structure tree as an
initial root node of the reorganized classification structure tree. Among remaining nodes
other than the determined root node or the child node, the rule engine module determines at
least one node as a child node of the reorganized classification structure tree. Based on the
determined root node and child node of the reorganized classification structure tree, and using
the corresponding data as leaf nodes of the reorganized classification structure tree, the rule

engine module generates the reorganized classification structure tree differently from the
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initial classification structure tree. The classification date module stores the initial
classification structure tree and the reorganized classification structure tree. For example, the
initial classification structure tree that stores the data classification structure may be
generated based on a standard classification structure tree when the data is published.

In addition, the present disclosure also provides a method of searching data based on
the data classification structure generated based on the above method of storing data
classification structure. The present techniques may display root nodes of an initial
classification structure and each reorganized classification structure tree as guidance
information of data source characteristics at a display interface. Based on data source
characteristics selected by a user, a classification structure tree with a root node representing
the selected data source characteristics is determined. A level-by-level guidance is provided
to the user based on the determined classification structure tree until the user finds desired
data. For example, the initial classification structure tree that stores the data classification
structure may be generated based on a standard classification structure when the data is
published.

The present disclosure also provides a system of searching data based on the data
classification structure generated based on the above method of storing data classification
structure. The system may include a data display module, a search engine module, and a data
storage module. The data display module displays root nodes of an initial classification
structure and ecach reorganized classification structure tree as guidance information of data
source characteristics at a display interface. Based on data source characteristics selected by
a user, the search engine module determines a classification structure tree with a root node
representing the selected data source characteristics, and provides a level-by-level guidance
to the user based on the determined classification structure tree until the user finds desired

data. The data storage module stores the data and provides the data source. For example, the
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initial classification structure tree that stores the data classification structure may be
generated based on a standard classification structure tree when the data is published.

One or more present techniques, based on an initial classification structure tree,
generate a reorganized classification structure tree to store the data classification structure.
As the reorganized classification structure tree is flexible, when maintaining data and
searching data by using the search engine, the present techniques may quickly find the
desired data, thereby reducing the heavy burden of the search engine under the conventional
techniques to conduct data search and high pressure of conducting data maintenance and data
search. Further, the present techniques may not only reduce the burden of the search engine,

but also relieve the pressure for maintaining data and searching data.
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BRIEF DESCRIPTION OF THE DRAWINGS

To better illustrate embodiments of the present disclosure, the following is a brief
introduction of figures to be used in descriptions of the embodiments. It is apparent that the
following figures only relate to some embodiments of the present disclosure. A person of
ordinary skill in the art can obtain other figures according to the figures in the present
disclosure without creative efforts.

FIG. 1 illustrates a flowchart of an example method of storing data classification
structure.

FIG. 1A illustrates a diagram of an example initial classification structure tree in
accordance with a first example embodiment of the present disclosure.

FIG. 1B illustrates a diagram of an example initial classifications structure tree of
communication tool in accordance with the first example embodiment of the present
disclosure.

FIG. 1C illustrates a diagram of an example reorganized classification structure tree
storing data classification structure based on the initial classification structure tree in
accordance with the first example embodiment of the present disclosure.

FIG. 1D illustrates a flowchart of an example generation of the initial classification
structure in accordance with the first example embodiment of the present disclosure.

FIG. 1E illustrates a diagram of an example standard classification structure tree
based on classifications with the same or similar classification characteristics in a form of tree
structure in accordance with the first example embodiment of the present disclosure.

FIG. 2 illustrates a diagram of an example system of storing data classification
structure in accordance with the first example embodiment of the present disclosure.

FIG. 2A illustrates a flowchart of an example process to generate the reorganized

classification structure tree based on the initial classification structure tree by reference to
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hardware environment in accordance with the first example embodiment of the present
disclosure.

FIG. 3 illustrates a flowchart of an example method of searching data classification
structure generated by an example method in the first example embodiment in accordance
with a second example embodiment of the present disclosure.

FIG. 4 illustrates a diagram of an example system of searching data classification
structure generated by an example method in the first example embodiment in accordance
with the second example embodiment of the present disclosure.

FIG. 4A illustrates a diagram of an example display interface that displays guidance
information through a data display module in accordance with the second example
embodiment of the present disclosure.

FIG. 4B illustrates a diagram of an example reorganized classification structure tree of
Apple™ in accordance with the second example embodiment of the present disclosure.

FIG. 4C illustrates a diagram of an example determination of classification structure
tree through a search engine module in accordance with the second example embodiment of
the present disclosure.

FIG. 4D illustrates a diagram of an example level-by-level guidance through the
search engine module in accordance with the second example embodiment of the present
disclosure.

FIG. 4E illustrates a diagram of an example obtained search result by the example
level-by-level guidance through the search engine module in accordance with the second

example embodiment of the present disclosure.



10

15

20

25

WO 2013/055946 PCT/US2012/059794

DETAILED DESCRIPTION

The following is a detailed description of the present techniques by reference to the
FIGs. The described embodiments herein are example embodiments and should not be used
to restrict the scope of the present disclosure.

A first example embodiment of the present disclosure provides a method of storing a
data classification structure. Based on an initial classification structure tree when data is
published, different classification characteristics may be used as or represented by root nodes
for the purpose of reorganization to generate different classification structure trees. Thus,
different classification structure trees may be provided for the same data. When searching
data, different guidance may be provided based on different classification structure trees,
thereby reducing the problem of repetitive searching due to limited guidance.

The following is a detailed description of the first example embodiment of the present
disclosure by reference to FIG. 1. It should be understood that the first example embodiment
is only used to illustrate instead of limit the present disclosure. Unless contradicted, one or
more characteristics or features in different example embodiments in the present disclosure
may be referenced to each other or combined in various ways.

FIG. 1 illustrates a flowchart of an example method of storing data classification
structure. At 102, the present techniques may obtain an initial classification structure tree to
store the data classification structure. The initial classification structure tree includes an
initial root node representing data source characteristics and at least one level child node that
describes classification characteristics. One or more leaf nodes store corresponding data.

FIG. 1A illustrates a diagram of an example initial classification structure tree. The
initial classification structure tree includes an initial root node 110 representing data source
characteristics and at least one level child node that describes classification characteristics.

One or more leaf nodes store corresponding data. In the example of FIG. 1A, under the root
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node 110, a first level child nodes includes a child node 112(1), a child node 112(2), ..., and a
child node 112(m), where m may be any positive integer. Each child node may have its own
level child nodes. In the example of FIG. 1A, under the child node 112(1) of the first level
child nodes, there are a second level child nodes, which are a child node 114(1), ..., a child
node 114(n), where n may be any positive integer. Under the child node 114(1), there are one
or more leaf nodes including a leaf node 116(1), ..., a leaf node 116(j), where j may be any
positive integer. Under the child node 112(2), there is a leaf node 120(1). Under the child
node 112(m), there are one or more leaf nodes including a leaf node 122(1), ..., a leaf node
122(k), where k may be any positive integer. For example, the initial classification structure
tree that stores the data classification structure may be generated based on a standard
classification structure when a publisher of the data publishes the data.

Using a communication tool as an example, FIG. 1B illustrates a diagram of an
example initial classification structure tree of the communication tool. An initial root node
124 representing data source characteristics is called communication tool. Under the root
node communication tool 124, there are first level child nodes 126, which include, for
example, an intercom 126(1), a cell phone 126(2), a communication accessory 126(3), and a
computer 126(4). Under the first level child node cell phone 126(2), there are second level
child nodes, which are a brand 128(1) and a network type 128(2). The second level child
node brand 128(1) may have third level child nodes, which are a Nokia™ 130(1), an Apple™
130(2), and a Lenovo™ 130(3). The second level child node network type 128(2) may have
third level child nodes, which are global system for mobile communications (GSM) 132(1)
and code division multiple access (CDMA) 132(2). The third level child node Apple™ 130(2)
may have fourth level child nodes, which are Iphone™ 3 134(1), and Iphone™ 4 134(2). The
fourth level child nodes Iphone™ 3 134(1), and Iphone™ 4 134(2) are leaf nodes of the child

node cell phone 126(2) store the corresponding data.

10
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The first level child node computer 126(4) may have second level child nodes such as
a laptop 136(1) and a tablet 136(2). The second level child node laptop 136(1) may have its
third level child nodes such as a brand 138(1), an internal memory storage capacity 138(2),
and a screen size 138(3). The third level child node brand 138(1) may have fourth level child
nodes, such as an Apple™ 140(1) and an Lenovo™ 140(2). The third level child node screen
size 138(3) may have fourth level child nodes, such as 13 inch 142(1) and 14 inch 142(2).
The fourth level child nodes 13 inch 142(1) and 14 inch 142(2) in the example of FIG. 1B are
leaf nodes of the child node of screen size 138(3) that store the corresponding data. The
fourth level child node Apple™ 140(1) may have fifth child nodes such as Mac™ 374 144(1)
and Mac™ 375 144(2). The fifth level child nodes Mac™ 374 144(1) and Mac™ 375 144(2)
in the example of FIG. 1B are the last level child nodes of the child node computer 126(4).
The fifth level child nodes Mac™ 374 144(1) and Mac™ 375 144(2) are the leaf nodes of the
child node computer 126(4) that store the corresponding data.

The listed initial classification structure tree herein is for illustration purpose in this
example embodiment, and shall not be construed to limit this example embodiment. This
example embodiment may also use any other initial classification structure tree of any other
representations including different child nodes or leaf nodes or any other types of
characteristics, such as female clothes as examples for illustration.

The present techniques may then perform the following operations at least once to
generate a reorganized classification structure tree to store the data classification structure
and store the generated reorganized classification structure tree.

At 104, the present techniques determine the initial root node or a child node in the
initial classification structure tree as an initial root node of a reorganized classification
structure tree. For example, based on the initial classification structure tree of the

communication tool, its root node communication tool 124 or one of its child nodes such as

11
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the cell phone 126(2), the brand 128(1), or the Apple™ 130(2) may be used as the root node
of the reorganized classification structure tree. For example, the following illustration uses
Apple™ as the root node of the reorganized classification structure tree.

The child node Apple™ in the initial classification structure tree is determined as the
root node of the reorganized classification structure tree to generate the reorganized
classification structure tree of the series of products of Apple™.

At 106, among remaining nodes other than the determined root node or child node,
the present techniques determine at least one node as a child node of the reorganized
classification structure tree. For example, in the initial classification structure tree of the
communication tool, the child node Apple™ is determined as the root node of the reorganized
classification structure tree, and the other remaining nodes may all be used as the child nodes
of the reorganization classification tree.

Based on the above initial classification structure tree, the Apple™ includes cell
phone and laptop products. Thus, the child node cell phone and the child node laptop may be
used as the first level child nodes of the reorganized classification structure tree. The child
nodes Iphone™ 3 and Iphone™ 4 are the child nodes of the first level child node cell phone.
The child nodes Mac™ 374 and Mac™ 375 are child nodes of the first level child node
computer.

In this example, it is only for purpose of illustration that the child node Apple™ in the
initial classification structure tree is selected as the root node of reorganization classification
tree to store the data classification structure. Such example is not intended to limit the
example embodiments. The present techniques may select one root node or child node from
the above initial classification structure tree or any other initial classification structure tree as
a root node of the reorganized classification structure tree, and select at least one node from

the remaining nodes other than the selected root node or child node in the above initial

12
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classification structure tree or any other initial classification structure tree as the child node of
the reorganized classification structure tree. For example, the Apple™ products are not
limited to cell phones and computers, and may include other products such as cell phone
accessory and computer chip while the child node cell phone accessory and child node
computer chip are located in other initial classification structure trees. Based on the actual
needs, the child nodes cell phone accessory and computer chip may be selected from other
initial classification structure trees and merged into the reorganization classification tree
related to Apple™ in this example embodiment.

At 108, based on the determined root node and child node of the reorganized
classification structure tree, the corresponding data are used as leaf nodes of the reorganized
classification structure tree and the reorganized classification structure tree differently from
the initial classification structure tree is generated.

The determined root node and child node for the reorganized classification structure
tree are ranked according to their levels to generate the reorganized classification structure
tree different from the initial classification structure tree. The last level child nodes, i.e., the
leaf nodes, such as Iphone™ 3, Iphone™ 4, Mac™ 374 and Mac™ 375 are used as the
corresponding data for the corresponding child nodes.

FIG. 1C illustrates a diagram of an example reorganized classification structure tree
based on the initial classification structure tree in FIG. 1B. Under a root node Apple™ 146,
there are first level child nodes cell phone 126(1) and laptop 126(2). Under the first level
child node cell phone, there are leaf nodes Iphone™ 3 134(1) and Iphone™ 4 134(2). Under
the first level child node laptop 136(1), there are leaf nodes Mac™ 374 144(1) and Mac™
375 144(2).

In this example, it is only for purpose of illustration that the child node Apple™ in the

initial classification structure tree is selected as the root node of reorganization classification
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tree to store the data classification structure. For example, the root node Apple™ 146 may be
selected by a user through either the child node Apple™ 130(2) or the child node Apple™
140(1) in FIG. 1B.

Such example is not intended to limit the example embodiments. The present
techniques may, based on the actual needs, generate the reorganized classification structure
tree to store the data classification structure based on one or more initial classification
structure trees. Alternatively, the present techniques may also generate multiple reorganized
classification structure trees to store the data classification structure based on one initial
classification structure tree. Alternatively, the present techniques may also generate one or
more reorganized classification structure trees to store the data classification structure based
on one or more initial classification structure trees. The one or more initial classification
structure tree may be the same type or different types. For example, a type of a respective
initial classification structure tree may be determined by data source characteristics
represented by a respective root node of the respective initial classification structure tree.

At 102, the present techniques, in the example of communication tool, describe the
process to establish the standard classification tree of the communication tool and to establish
the initial classification structure tree of the communication tool based on the standard
classification tree of the communication tool by reference to FIG. 1D.

At 152, classifications with the same or similar characteristics are categorized together.
For example, when the standard classification structure tree of communication tool is
generated, the same or similar classifications are selected, such as the intercom, the cell
phone, the communication accessory, and the computer. These four classifications all belong
to the type of communication tool. The intercom and the cell phone are mobile
communication tool. The computer is the Internet communication tool. The communication

accessory 1s a tool to maintain or repair the communication tool. All these four classifications
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have the same or similar characteristics, and are thus categorized as classifications under the
communication tool and used as child nodes of the root node communication tool. The cell
phone may be further classified as cell phone based on brand or cell phone based on network
type. The brand is used to classify the cell phones based on brands while the network type is
to classify the cell phone based on communication technologies. For example, GSM type cell
phone uses global mobile communication technologies. CDMA type cell phone uses channel
access technologies. Thus, the GSM and the CDMA are categorized as network type
classification. The brand type classification also may include multiple brands, such as the
Nokia™, the Apple™, the Lenovo™, Samsung™, Tianyu™, etc. This example embodiment
uses the examples of the Nokia™, the Apple™, and the Lenovo™.

The computer as a classification may be further classified as the laptop and the tablet.
The laptop as a classification may be further divided based on brand, internal memory
capacity, and screen size. That is, the brand, the internal memory capacity, and the screen
size are classifications under the laptop classification. The brand as a classification may be
further divided into multiple brands, such as the Apple™, Lenovo™, Acer™, Asus™, etc.
This example embodiment uses the examples of Apple™ and Acer™.,

At 154, based on the categorization, the classifications with the same or similar
characteristics are used to generate the standard classification structure tree in a form of a tree
structure. Based on the above categorization, the classifications with the same or similar
characteristics are used to generate the standard classification structure tree based on the tree
structure as shown in FIG. 1E.

In the example of FIG. 1E, there is a root node communication tool 158. Under the
root node 158, there are first level child nodes 160, which include an intercom 160(1), a cell
phone 160(2), a communication accessory 160(3), and a computer 160(4). Under the first

level child node cell phone 160(2), there are second level child nodes, which are brand 162(1)
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and network type 162(2). The second level child node brand 162(1) may have third level
child nodes, which are a Nokia™ 164(1), an Apple™ 164(2), and a Lenovo™ 164(3). The
second level child node network type 162(2) may have third level child nodes, which are
GSM 166(1) and CDMA 166(2). The first level child node computer 160(4) may have
second level child nodes, which are a laptop 168(1) and a tablet 168(2). The second level
child node laptop 168(1) may have its third level child nodes, which are a brand 170(1), an
internal memory storage capacity 170(2), and a screen size 170(3). The third level child node
brand 170(1) may have fourth level child nodes, which are an Apple™ 172(1) and an Acer™
172(2). The third level child node screen size 170(3) may have fourth level child nodes, such
as 13 inch 174(1) and 14 inch 174(2).

The above standard classification structure tree is classified based on stipulated
standards with a fixed classification structure. Information publishers select classification
characteristics level-by-level based on the standard classification structure tree, and publish
the data onto the leaf nodes, thereby forming the initial classification structure tree.

At 156, when data is published, corresponding data is associated with a child node
with corresponding classification characteristics as the leaf node, thereby obtaining the initial
classification structure tree that stores the data classification structure.

For example, corresponding to the child node Apple™ 164(2) under the child node
cell phone 160(2), there are a series of brands under the Apple™, such as Iphone™ 4, Ipad™,
Ipod™, etc. This example embodiment uses the example of Iphone™ 3 and Iphone™ 4, and
uses data of the Iphone™ 3 and Iphone™ 4 as the data corresponding to the child node
Apple™ 164(2) and classify them under the child node Apple™ 164(2) as the leaf nodes of
the child node Apple™, such as the leaf nodes Iphone™ 3 134(1) and Iphone™ 4 134(2) in
FIG. 1B. For the series of Apple™ products under the child node computer 160(4), there are

computers such as Mac™ 374 and Mac™ 375. Thus, data of the Mac™ 374 and Mac™ 375
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are classified as the data corresponding to the child node computer as the leaf nodes of the
child node computer, such as the leaf nodes Mac™ 374 144(1) and Mac™ 375 144(2) in FIG.
IB. As data of the child node screen size, for example, 13 inch and 14 inch are classified as
the data corresponding to the child node screen size as the leaf nodes of the child node screen
size, such as the leaf nodes 13 inch 142(1) and 14 inch 144(2) in FIG. 1B. As shown above,
FIG. 1B illustrates an example initial classification structure tree that stores the data
classification structure.

FIG. 2 illustrates a diagram of an example system 200 that stores the data
classification structure in the first example embodiment. The system 200 may include
multiple modules to implement functionalities. The modules may be in the form of hardware,
software stored on hardware, and a combination of hardware and software. In the example of
FIG. 2, the system 200 may include, but is not limited to, one or more processors 202 and
memory 204.

The memory 204 may include computer storage media in the form of volatile memory,
such as random-access memory (RAM) and/or non-volatile memory, such as read only
memory (ROM) or flash RAM. The memory 204 is an example of computer storage media.

Computer storage media includes volatile and non-volatile, removable and non-
removable media implemented in any method or technology for storage of information such
as computer-executable instructions, data structures, program modules, or other data.
Examples of computer storage media includes, but is not limited to, phase change memory
(PRAM), static random-access memory (SRAM), dynamic random-access memory (DRAM),
other types of random-access memory (RAM), read-only memory (ROM), electrically
erasable programmable read-only memory (EEPROM), flash memory or other memory
technology, compact disk read-only memory (CD-ROM), digital versatile disks (DVD) or

other optical storage, magnetic cassettes, magnetic tape, magnetic disk storage or other

17



10

15

20

WO 2013/055946 PCT/US2012/059794

magnetic storage devices, or any other non-transmission medium that can be used to store
information for access by a computing device. As defined herein, computer storage media
does not include transitory media such as modulated data signals and carrier waves. The
memory 204 may store therein program units or modules and program data.

The modules include a classification dimension module 206, a rule engine module
208, and a classification data module 210. The classification dimension module 206 obtains
an initial classification structure tree to store the data classification structure. The initial
classification structure tree includes an initial root node representing characteristics of a data
source and at least one level child node that describe classification characteristics. One or
more leaf nodes store corresponding data.

The rule engine module 208 determines the initial root node or a child node in the
initial classification structure tree as an initial root node of a reorganized classification
structure tree. Among remaining nodes other than the determined root node or the child node,
the rule engine module 208 determines at least one node as a child node of the reorganized
classification structure tree. Based on the determined root node and child node of the
reorganized classification structure tree, using the corresponding data as leaf nodes of the
reorganized classification structure tree, the rule engine module 208 generates the reorganized
classification structure tree differently from the initial classification structure tree.

The classification date module 210 stores the initial classification structure tree and
the reorganized classification structure tree. For example, the initial classification structure
tree that stores the data classification structure may be generated based on a standard
classification structure when the data is published.

FIG. 2A illustrates a flowchart of an example process that the rule engine module 208

generates the reorganized classification structure tree based on the initial classification
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structure tree based on the above example of the initial classification structure tree of the
communication tool by reference to FIG. 1B and 1C.

At 212, the rule engine module 208 selects the initial root node or a child node from
the above initial classification structure tree of the communication tool as the root node of the
reorganized classification structure tree. In one example, the Apple™ 130(2) or the Apple™
140(1) in FIG. 1B is selected as the root node Apple™ 146 of the reorganized classification
structure tree. Thus, the node Apple™ in the initial classification structure tree is used as the
root node of the reorganized classification structure tree to generate the reorganized
classification structure tree of the series products of Apple™.

In the above classification tree of the communication tool, the child node Apple™ 146
is determined as the root node of the reorganized classification structure tree. At 214, except
for the selected child node Apple™ 130(2) or 140(1), the remaining nodes may all be used as
the child nodes of the reorganized classification structure tree. Based on the above initial
classification structure tree, it is determined that Apple™ includes the series of products of
cell phones and laptops. Thus, the child node cell phone 126(2) and the child node laptop
136(1) may be used as the first level child nodes in the reorganized classification structure
tree. At 216, a reorganized classification structure is generated based on the determined
initial root node and child node using corresponding data as leaf node. The child nodes
Iphone™ 3 134(1) and Iphone™ 4 134(2) in the initial classification structure tree are used as
the child nodes of the first level child node cell phone 126(2) in the reorganized classification
structure tree. The child nodes Mac™ 374 144(1) and Mac™ 375 144(2) in the initial
classification structure tree are used as the child nodes of the first level child node laptop
136(1) in the reorganized classification structure tree.

The first example embodiment provides a method and a system of storing data

classification structure. One or more present techniques, based on an initial classification
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structure tree, generate a reorganized classification structure tree to store the data
classification structures. As the reorganized classification structure tree is flexible, when
maintaining data and searching data by using the search engine, the present techniques may
quickly find the desired data, thereby reducing the heavy burden of the search engine under
the conventional techniques to conduct data search and high pressure of conducting data
maintenance and data search. Further, the present techniques may not only reduce the burden
of the search engine, but also relieve the pressure for maintaining data and searching data.

A second example embodiment of the present disclosure provides a method of
searching the data classification structure generated based on the example method in the first
example embodiment. FIG. 3 illustrates a flowchart of an example method of searching the
data classification structure.

At 302, root nodes of an initial classification structure and each reorganized
classification structure tree are displayed as guidance information of data source
characteristics at a display interface. At 304, based on data source characteristics selected by
a user, a classification structure tree using a root node corresponding to the data source
characteristics is determined. At 306, a level-by-level guidance is provided to the user based
on the determined classification structure tree until the user finds desired data. For example,
the initial classification structure tree that stores the data classification structure may be
generated based on a standard classification structure when the data is published.

Based on the root nodes of the initial classification structure tree and each reorganized
classification structure tree of the data displayed on the display interface, a root node is
determined based on actual needs. When the root node is determined, its represented
classification structure tree is determined. The classification structure trees include the initial
classification structure tree and the reorganized classification structure tree. For example, the

first level child nodes of a respective classification structure tree may be displayed at the
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display interface. When one child node among the first level child nodes is selected, child
nodes of the selected child node is displayed at the display interface. The selection of
respective child nodes may be done level by level until desired data is displayed at the display
interface.

For example, when the root node Apple™ 146 of the reorganized classification
structure described in FIG. 1C of the first example embodiment is used as guidance
information and displayed at the display interface. After the root node Apple™ 146 is
selected, the first level child nodes in the reorganized classification structure tree such as the
cell phone 126(2) and the laptop 136(1) are displayed at the display interface. When the child
node cell phone 126(2) is selected, its child nodes or leaf nodes will be displayed at the
display interface. For example, if Iphone™ 3 134(1) as the leaf node of the child node cell
phone 126(2) is selected, the leaf node Iphone™ 3 134(1) will be displayed at the display
interface.

FIG. 4 illustrates a diagram of an example system 400 of searching the data
classification structure generated based on the example method in the first example
embodiment. The system 400 may include one or more processors 402 and memory 404.
The memory 404 may include computer storage media and store therein program units or
modules and program data. In the example of FIG. 4, the modules may include a data display
module 406, a search engine module 408, and a data storage module 410.

The data display module 406 displays root nodes of an initial classification structure
and ecach reorganized classification structure tree as guidance information of data source
characteristics, such as communication tool, computer, Apple™, women cloth, etc. The
search engine module 408, based on data source characteristics selected by a user, determines
a classification structure tree whose root node represents the selected data source

characteristics, and provides a level-by-level guidance to the user based on the determined
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classification structure tree until the user finds desired data. The data storage module 410
stores the data and provides the data sources. For example, the initial classification structure
tree may be established based on a standard classification structure tree when the data is
published.

FIG. 4A illustrates a diagram of an example display interface that displays guidance
information through the data display module 406 in accordance with the second example
embodiment of the present disclosure. In the example of FIG. 4A, the data display module
406 displays the root node of the initial classification structure tree and the initial nodes of
cach reorganized classification structure tree at the display interface 410. Each root node is
displayed as guidance information of its represented data source characteristics. In the
example of FIG. 4A, the root nodes include a root node communication tool 412, a root node
Apple™ 414, a root node computer 416, and a root node women cloth 418.

FIG. 4B illustrates a diagram of an example reorganized classification structure tree of
Apple™ in accordance with the second example embodiment of the present disclosure. In
the example of FIG. 4B, at 420, the scarch engine module 408, based on data source
characteristics selected by a user, determines a classification structure tree whose root node
represents the selected data source characteristics. In the example of FIG. 4B, guidance
information such as the root node Apple™ 414 is sclected. Thus, the reorganized
classification structure tree with the root node Apple™ 414 is selected.

FIG. 4C illustrates a diagram of an example determination of classification structure
tree through the search engine module 408 in accordance with the second example
embodiment of the present disclosure. At 430, the search engine module 408 provides a
level-by-level guidance to the user based on the determined classification structure tree, i.c.,
the reorganized classification structure tree with the root node Apple™ 414 until the user

finds desired data. After the user selects the reorganized classification structure tree with the
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root node Apple™ 414, its first level child nodes such as cell phone 432 and laptop 434 are
displayed at the display interface 410.

FIG. 4D illustrates a diagram of an example level-by-level guidance through the
search engine module 408 in accordance with the second example embodiment of the present
disclosure. In the example of FIG. 4D, after the first level child node cell phone 432 is
selected, the second level child nodes or child nodes of the first level child node cell phone
432 are displayed at the user interface, i.e., the child node Iphone™ 3 440 and the child node
Iphone™ 4 442,

FIG. 4E illustrates a diagram of an example obtained search result by the example
level-by-level guidance through the search engine module 408 in accordance with the second
example embodiment of the present disclosure. For example, if the child node Iphone™ 3
440 of the child node cell phone 432 is selected, as the child node Iphone™ 3 440 is the leaf
node of the child node cell phone 432, data of the child node or leaf node Iphone™ 3 440 will
be displayed at the display interface 410.

The second example embodiment provides a method and a system of searching the
data classification structure generated based on the example method in the first example
embodiment. One or more present techniques, based on an initial classification structure tree,
generate a reorganized classification structure tree to store the data classification structures.
As the reorganized classification structure tree is flexible, when maintaining data and
searching data by using the search engine, the present techniques may quickly find the
desired data, thereby reducing the heavy burden of the search engine under the conventional
techniques to conduct data search and high pressure of conducting data maintenance and data
search. Further, the present techniques may not only reduce the burden of the search engine,

but also relieve the pressure for maintaining data and searching data.
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A person of ordinary skill in the art would appreciate that the modules, operations, or
steps in the present disclosure may be implemented through one or more computing devices.
They may be performed by one single computing device or distributed among a network
composed of multiple computing devices. Optionally, they may be in the form of computer-
executable instructions performed by the one or more computing devices or processors and
stored at one or more computer storage media. The sequence of the operations or steps as
described in the present disclosure are just for illustration purpose and different sequences or
parallel sequences may be performed in some other examples. The modules, operations, or
steps may be embodied in various integrated circuits respectively. Alternatively, multiple
modules, operations, or steps may be embodied into one integrated circuit. The present
disclosure is not limited to a combination of any specific hardware and/or software.

The present disclosure is described by referring to the flow charts and/or block
diagrams of the method, device (system) and computer program of the embodiments of the
present disclosure. It should be understood that each flow and/or block and the combination
of the flow and/or block of the flowchart and/or block diagram can be implemented by
computer program instructions. These computer program instructions can be provided to the
general computers, specific computers, embedded processor or other programmable data
processors to generate a machine, so that a device of implementing one or more flows of the
flow chart and/or one or more blocks of the block diagram can be generated through the
instructions operated by a computer or other programmable data processors.

These computer program instructions can also be stored in other computer-readable
storage media which can instruct a computer or other programmable data processors to
operate in a certain way, so that the instructions stored in the computer-readable storage

generate a product containing the instruction device, wherein the instruction device
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implements the functions specified in one or more flows of the flow chart and/or one or more
blocks of the block diagram.

These computer program instructions can also be loaded in a computer or other
programmable data processors, so that the computer or other programmable data processors
can operate a series of operation steps to generate the process implemented by a computer.
Accordingly, the instructions operated in the computer or other programmable data
processors can provides the steps for implementing the functions specified in one or more
flows of the flow chart and/or one or more blocks of the block diagram.

The embodiments are merely for illustrating the present disclosure and are not
intended to limit the scope of the present disclosure. It should be understood for persons in
the technical field that certain modifications and improvements can be made and should be
considered under the protection of the present disclosure without departing from the

principles of the present disclosure.
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CLAIMS

What is claimed is:
1. A method performed by one or more processors configured with computer-executable
instructions, the method comprising:

obtaining an initial classification structure tree that stores a data classification
structure, the initial classification structure tree including an initial root node and at least one
child node;

generating a reorganized classification structure tree that stores another data
classification structure different from and at least based on the initial classification structure
tree; and

storing the reorganized classification structure tree.

2. The method as recited in claim 1, wherein the generating the reorganized
classification structure tree comprises:

determining the initial root node or a child node in the initial classification structure
tree as a root node of the reorganized classification structure tree;

determining at least one node among remaining nodes of the initial classification
structure tree other than the determined initial root node or child node as one or more child
nodes of the reorganized classification structure tree;

using corresponding data as one or more leaf nodes of the reorganized classification
structure tree; and

generating the reorganized classification structure tree based on the determined root
node, the one or more child nodes, and the one or more leaf nodes of the reorganized

classification structure tree.
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3. The method as recited in claim 1, wherein generating the reorganized classification
structure tree comprises generating the reorganized classification structure tree based on the

initial classification structure tree and another initial classification structure tree.

4. The method as recited in claim 1, wherein generating the reorganized classification
structure tree comprises generating the reorganized classification structure tree and another

reorganized classification structure tree based on the initial classification structure tree.

5, The method as recited in claim 1, wherein generating the reorganized classification
structure tree comprises generating the reorganized classification structure tree and another
reorganized classification structure tree based on the initial classification structure tree and

another initial classification structure tree.

6. The method as recited in claim 5, wherein the initial classification structure tree and

the another initial classification structure tree are a same type.

7. The method as recited in claim 5, wherein the initial classification structure tree and

the another initial classification structure tree are different types.

8. The method as recited in claim 1, wherein the initial classification structure tree is

generated based on a standard classification structure tree when data is published.

9. The method as recited in claim 1, wherein:
the initial root node of the initial classification structure tree represents data source

characteristics of the initial classification structure tree; and
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at least one child node of the initial classification structure tree describes classification

characteristics of a corresponding classification in the initial classification structure tree.

10.  The method as recited in claim 1, wherein the root node of the reorganized
classification structure tree represents data source characteristics of the reorganized

classification structure tree.

I1. A method performed by one or more processors configured with computer-executable
instructions, the method comprising:

displaying an initial root node of an initial classification structure and a root node of
cach reorganized classification structure tree as guidance information of data source
characteristics at a display interface;

based on data source characteristics selected by a user, determining a classification
structure tree with a root node representing the selected data source characteristics; and

providing a level-by-level guidance to the user based on the determined classification

structure tree.

12. The method as recited in claim 11, wherein the providing the level-by-level guidance
to the user based on the determined classification structure tree comprises providing a level-
by-level guidance to the user based on the determined classification structure tree until

desired data is selected by the user.

13. The method as recited in claim 11, wherein the initial classification structure tree is

generated based on a standard classification structure tree when data is published.
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14. The method as recited in claim 11, wherein:

the initial root node of the initial classification structure tree represents data source
characteristics of the initial classification structure tree; and

at least one child node of the initial classification structure tree describes classification

characteristics of a corresponding classification in the initial classification structure tree.

15.  The method as recited in claim 11, wherein the root node of the reorganized
classification structure tree represents data source characteristics of the reorganized

classification structure tree.

16. A system comprising:

one or more processors; and

computer storage media having stored thereon computer-executable modules that are
executable by the one or more processors, the one or more computer-executable modules
comprising:

a classification dimension module that obtains an initial classification structure
tree that stores a data classification structure, the initial classification structure tree
including an initial root node and at least one child node;

a rule engine module that:

determines the initial root node or a child node in the initial
classification structure tree as a root node of a reorganized classification
structure tree;

determines at least one node among remaining nodes of the initial
classification structure tree other than the determined initial root node or child

node as one or more child nodes of the reorganized classification structure tree;
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uses corresponding data as one or more leaf nodes of the reorganized
classification structure tree; and

generates the reorganized classification structure tree based on the
determined root node, the one or more child nodes, and the one or more leaf
nodes of the reorganized classification structure tree; and
a classification data module that stores the initial classification structure tree

and the reorganized classification structure tree.

17. The system as recited in claim 16, wherein the initial classification structure tree is

generated based on a standard classification structure tree when data is published.

18.  The system as recited in claim 16, wherein:

the initial root node of the initial classification structure tree represents data source
characteristics of the initial classification structure tree; and

at least one child node of the initial classification structure tree describes classification

characteristics of a corresponding classification in the initial classification structure tree.

19. The system as recited in claim 16, wherein the root node of the initial classification

structure tree represents data source characteristics of the initial classification structure tree.

20. The system as recited in claim 16, wherein the system is a distributive system.
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