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ABSTRACT

A computer-implemented method for extracting data from a table comprising a plurality of cells

is provided. The method comprises: receiving image data representing a physical layout of

the table and words or characters in the table; generating a plurality of tokens, each token

5 representing a semantic unit of the words or characters; and generating at least one language
embedding and at least one position embedding associated with each token. The method
further comprises: associating at least one token with a cell; receiving the tokens at an input

of a cell classifier trained to generate a cell classification for each cell based on the language
embeddings and the position embeddings of the at least one token associated with the cell;

10 and determining a relationship exists between at least two cells based at least in part on the

cell classifications and the position embeddings of the tokens.
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METHOD AND SYSTEM FOR EXTRACTING DATA FROM TABLES WITHIN
REGULATORY CONTENT

BACKGROUND
1. Field

This disclosure relates generally to extracting data from a table comprising a plurality of cells,
and more particularly to extracting data in a structured machine-readable format from image
data of the table, the image data representing both a physical layout of the table and words and

characters in the table.
2. Description of Related Art

Governments, private corporations and standards bodies generate documents setting out
requirements and/or conditions that should be followed for compliance with applicable rules
and regulations and to fall within applicable standards and policies. For example, governments
implement regulations, permits, plans, court ordered decrees, and bylaws. Corporations
implement external or internal policies and standard operating procedures. Standards bodies
implement international standards. These documents may be broadly referred to as “regulatory

content”.

Documents setting out regulatory content often include tables outlining specific requirements.
However, regulatory content may vary in size, from one page to several hundred pages, and it
can be difficult to identify the tables including relevant requirements. Additionally, the format
and the layout of tables may vary widely within a particular regulatory content document and
across regulatory content documents. Finally, although tables often present information in a
manner that is useful for human comprehension, it can be difficult for a computer to parse and
extract relevant data from tables, as the format and the layout of tables vary widely as noted
above and are important to understanding the data in tables. There remains a need for methods
and systems that reduce the burden for enterprises in identifying requirements contained in
tables which are relevant to their operations and a general need for methods and systems to

extract data in a machine-readable format from data and requirements presented in a table.
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2.

SUMMARY

In one embodiment, there is provided a computer-implemented method for extracting data from
a table comprising a plurality of cells. The method involves: receiving image data representing
a physical layout of the table and words or characters in the table; generating a plurality of
tokens, each token of the plurality of tokens representing a semantic unit of the words or
characters; and generating at least one language embedding and at least one position
embedding associated with each token of the plurality of tokens. The at least one language
embedding comprises a semantic vector representation of a meaning of the semantic unit of
the each token and the at least one position embedding comprises a position vector
representation of a physical position of the each token in the physical layout of the table. The
method further involves associating at least one token of the plurality of tokens with a cell of
the plurality of cells by: generating a token bounding box for each token of the plurality of
tokens, the token bounding box representing the physical position of the each token in the
physical layout of the table; generating a cell bounding box for each cell of the plurality of cells,
the cell bounding box representing a physical position of the each cell in the physical layout of
the table; and associating the token with the cell when a portion of the physical position
represented by the token bounding box of the token overlaps a portion of the physical position
represented by the cell bounding box of the cell. The method further involves: receiving the
plurality of tokens at an input of a cell classifier trained to generate a cell classification for each
cell of the plurality of cells based on the language embeddings and the position embeddings of
the at least one token associated with the each cell; and determining a relationship exists
between at least two cells of the plurality of cells based at least in part on the cell classifications

and the position embeddings of the plurality of tokens.

In another embodiment, there is provided a system for extracting data from a table comprising
a plurality of cells based on image data representing a physical layout of the table and words
or characters in the table. The system comprises a table processor configured to: generate a
plurality of tokens representing the words or characters in the table; and generate at least one
language embedding and at least one position embedding associated with each token of the
plurality of tokens, wherein the at least one language embedding comprises a semantic vector
representation of a meaning of the words or characters of the each token and the at least one
position embedding comprises a position vector representation of a physical position of the

each token in the physical layout of the table. The table processor is further configured to
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associate at least one token of the plurality of tokens with a cell of the plurality of cells by:
generating a token bounding box for each token of the plurality of tokens, the token bounding
box representing the physical position of the each token in the physical layout of the table;
generating a cell bounding box for each cell of the plurality of cells, the cell bounding box
representing a physical position of the each cell in the physical layout of the table; and
associating the token with the cell when a portion of the physical position represented by the
token bounding box of the token overlaps a portion of the physical position represented by the
cell bounding box of the cell. The system further comprises a cell classifier configured to receive
the plurality of tokens and trained to generate a cell classification for each cell of the plurality
of cells based on the language embeddings and the position embeddings of the at least one
token associated with the each cell. The system further comprises a cell relationship identifier
configured to determine a relationship exists between at least two cells of the plurality cells
based at least in part on the cell classifications and the position embeddings of the plurality of
tokens.

Other aspects and features of the present disclosure will become apparent to those ordinarily
skilled in the art upon review of the following description of specific embodiments of the

disclosure in conjunction with the accompanying figures.

BRIEF DESCRIPTION OF THE DRAWINGS
In drawings which illustrate embodiments,

Figure 1 is a schematic representation of a system for extracting data from tables in

regulatory content according to one embodiment;

Figure 2 is a schematic representation of codes of a table classifier stored in a program

memory of the system of Figure 1 according to one embodiment;

Figures 3A and 3B are different “value” tables identified using the table classifier of Figure 2

according to one embodiment;

Figure 4 is a “requirement” table identified using the table classifier of Figure 2 according to

one embodiment;
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Figure 5 is a hybrid “value” and “requirement” table identified using the table classifier of

Figure 2 according to one embodiment;

Figure 6 is a schematic representation of table processing codes stored in the program

memory of the system of Figure 1 according to one embodiment;

Figure 7 is a schematic representation of codes of a cell classifier stored in the program

memory of the system of Figure 1 according to one embodiment;

Figure 8 is a schematic representation of codes of a cell relationship identifier stored in the

program memory of the system of Figure 1 according to one embodiment;

Figures 9A and 9B  are outputs retrieved from the “value” tables of Figures 3A and 3B
respectively generated using the cell relationship identifier of Figure 8 according to

one embodiment;

Figure 10 is an output retrieved from the “requirement” table of Figure 4 generated using the

cell relationship identifier of Figure 8 according to one embodiment; and

Figure 11 is an output of a hybrid “value” and “requirement” table of Figure 5 generated using

the cell relationship identifier of Figure 8 according to one embodiment.

DETAILED DESCRIPTION

Referring to Figure 1, a system for extracting data from tables in regulatory content based on
an image of a physical page of the regulatory content according to one embodiment is shown
generally at 100. In the embodiment shown, the system 100 includes a processor circuit shown

generally at 102 in communication with an image capture system 104.

The image capture system 104 is configured to capture images of physical pages of the
regulatory content, the images representing a physical layout of content on the physical page
of the regulatory content. The image capture system 104 may comprise a camera or scanner
for example. The image capture system 104 transmits the captured image as image data to the
processor circuit 102 over a network 108. Certain physical pages of the regulatory content may

include at least one table, or a portion of a table, having one or more columns and one or more
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rows forming a plurality of cells. Each cell of a plurality of cells may be an intersection of a row
of the table with a column of the table, such that certain cells of the plurality of cells are a part
of a same row or are a part of a same column as other cells. Certain tables may include cells
which are merged with at least one adjacent cell in the same row or with at least one adjacent
cell in the same column, and merged cells may be a part of, and correspond to, more than one
row of the table or more than one column of the table. Data associated with the table include
at least (a) a format and physical layout of the plurality of cells in the table and (b) words and
characters in the table, both of which may be important to, and has significance for,
understanding meaning and requirements of the regulatory content presented in the table. In
the captured image data, the format and physical layout of the plurality of cells in the table and
the words and characters in the table are represented by pixels rather than digital text or code,
and may be in an image data format such as joint photographic experts group (jpeg), portable
network graphics (png), graphics interchange format (gif), tagged image file format (tiff) and

image-based portable document format (pdf) formats for example.

In certain embodiments, the system 100 may not include the image capture system 104 and
the processor circuit 102 may instead receive the image data of the physical pages of the
regulatory content from another source, such as from a server 106 over the network 108 for
example. In yet other embodiments, the regulatory content may be received as digital data,
where the format and physical layout of the plurality of cells in the tables and the words and
characters in the tables are encoded in digital text or code, and may be in a digital data format
such as comma separated values (csv), cascading style sheets (css), extensible markup
language (xml) and digital portable document format (pdf) formats for example. Whether in the
image data format or the digital data format, as described above, both (a) the format and
physical layout of the plurality of cells in the table and (b) the words and characters in the table
are important to understanding the meaning and requirements of the regulatory content

presented in the table.

Still referring to Figure 1, in the embodiment shown, the processor circuit 102 includes at least
one processor 110, a program memory 112, a storage memory 114, and an input/output (1/0O)
interface 116 all in communication with the at least one processor 110. Other embodiments of

the processor circuit 102 may include fewer, additional or alternative components.
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The 1/O interface 116 comprises an interface for communicating information, including the data
associated with tables (whether in the image data format or the digital data format), over the
network 108 with external components such as the image capture system 104 or the server
106 for example. Although only a single image capture system 104 and a single server 106 are
shown in Figure 1, the 1/O interface 116 may allow the processor 110 to communicate with
more than one image capture system 104 or more than one server 106. In some embodiments,
the processor 110 may communicate with the image capture system 104 or the server 106
without the network 108. The I/O interface 116 may include any communication interface which
enables the processor 110 to communicate with external components, including specialized or

standard 1/O interface technologies such as channel, port-mapped, asynchronous for example.

The program and storage memories 112 and 114 may each be implemented as one or a
combination of a random-access memory (“RAM”), a hard disk drive (*“HDD”), and any other
computer-readable and/or -writable memory. In other embodiments, the processor circuit 102
may be partly or fully implemented using different hardware logic, which may include discrete
logic circuits and/or an application specific integrated circuit (“ASIC”), for example. In some
embodiments, the processor 110 may communicate with the storage or program memories 114
and 112 via the network 108 or another network. For example, the processor 110, the program
memory 112 and the storage memory 114 may be located on physical computer servers which
are remote from each other and may communicate over the network 108 or another network,
forming a cloud-based processor circuit. The storage memory 114 may store information
received or generated by the processor 110 (such as the image data or the digital data of the
physical pages of the regulatory content for example) and may be an information or data store.
The program memory 112 may store various blocks of code, including codes for directing the
processor 110 to execute various functions, such as table classification functions, table
processing functions as described below, cell classification functions, and relationship
identification functions. The program memory 112 may also store database management
system (DBMS) codes for managing databases in the storage memory 114. In other
embodiments, the program memory 112 may store additional or alternative blocks of code for

directing the processor 110 to execute additional or alternative functions.

In operation, the processor circuit 102 is generally configured to receive the physical pages of
the regulatory content (whether in the image data format or the digital data format), such as

from the image capture system 104 or from the server 106 over the network 108, and process
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the physical pages of the regulatory content to extract and present the data associated with
any table in a structured machine-readable format which maintains both the format and physical
layout of the plurality of cells in the table and the words and characters in the table. The
processor circuit 102 may initially store the image data or digital data representing the physical
pages of the regulatory content in the storage memory 114 before processing at least one table

within the regulatory content to extract and present the data associated with the table.

The processor circuit 102 may begin processing the image data or the digital data representing
the physical pages of the regulatory content by initiating a table classifier 130 stored in the
program memory 112, an embodiment of which is shown in Figure 2. The table classifier 130

generally includes codes for identifying and classifying tables in the received regulatory content.

When the regulatory content is received in the digital data format and includes digital and
machine-readable data representing the format and physical layout of the plurality of cells in
the tables of the received regulatory content, the table classifier 130 may include a pre-
processing block 132, which includes codes directing the processor 110 to convert the digital
data into converted image data where the format and physical layout of the plurality of cells are
represented by a pixel-based image. The converted image data representing each physical
page of the regulatory content may be stored in the storage memory 114 and may specifically
be stored in association with the original digital data representing the same physical page of
the regulatory content. When the regulatory content is in the image data format, the table

classifier 130 may not begin at (or may not include) the pre-processing block 132.

The table classifier 130 then continues to block 134, which includes codes directing the
processor 110 to identify potential tables from the image data or the converted image data of
the physical pages of the regulatory content. For example, block 134 may direct the processor
110 to input the image data (or the converted image data) representing the physical pages of
the regulatory content into an object classifier model configured to output a region label for
different regions of interest in each image representing the physical pages of the regulatory
content. The region labels include without limitation “citation”, “text’, “table”, “list”, and
“header/footer” for example. This object classifier model may be trained and configured using
methods described in United States patent no. 10956673, commonly assigned. Briefly, the
object classifier model may be trained by inputting training image data representing regulatory

content and including regions of interest which are ground labelled with region labels such as
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“citation”, “text”, “table”, “list”, “header/footer”, etc. into an neural network to iteratively generate
and optimize coefficients which enable the neural network to generate region labels for different
regions of interest based on an input of the image data representing the physical pages of the
regulatory content. The object classifier model may be trained on the server 106 and locally

stored in the storage memory 114.

The table classifier 130 then continue to block 136, which includes codes directing the
processor 110 to further classify regions of interest classified as “table” (“table” regions of
interest) at block 134 as specific types of tables. For example, block 136 may direct the
processor to input the image data (or the converted image data) of the “table” regions of interest
into a table classifier model configured to output a table label representing a type of table. The
table labels include without limitation “value”, “requirement”, and “other” for example. For
example, “table” regions of interest may be classified as “value” when the table includes
numerical values requirements within a single cell or text-based requirements for a user of the
regulatory content to report a numerical value in a single cell, and “table” regions of interest
may be classified as “requirement” when the table includes text-based requirements within a
single cell, and “table” regions of interest may be classified as “other” when the table cannot be
classified as either a “value” or a “requirement” table. In other embodiments, the table labels

may include other labels, such as “supplementary”, “appendix”, etc. associated with tables

having other requirements or information.

The table classifier model may be trained in a manner similar to the object classifier model
described above at block 134. Briefly, the table classifier model may be trained by inputting
training image data representing “table” regions of interest which are ground labelled with at
least the table labels “value”, “requirement”, and “table” into a neural network to iteratively
generate and optimize coefficients which enable the neural network to generate table labels for
different “table” regions of interest based on an input of the image data representing the “table”
regions of interest. The trained table classifier model may be trained on the server 106 and
locally stored in the storage memory 114. In certain embodiments, the object classifier model
used at block 134 may itself further be trained on the training image data of “table” regions of
interest ground labelled with the table labels, such that the object classifier model is configured
to output both the region labels and the table labels. However, utilizing cascading classifier
models as described above — whereby the initial region labels are generated using the object

classifier model and only a portion of the output of the object classifier model (specifically, the
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regions of interest classified as “table”) is analysed to determine the subsequent table labels
using the table classifier model — can reduce the computing resources required to arrive at a
final table classification for the “table” region of interest. Embodiments of a “table” region of
interest which may be classified as “value” by the table classifier model (“value” table) are
generally shown at 280 in Figure 3A and at 360 in Figure 3B. One embodiment of a “table”
region of interest which may be classified as “requirement” (“requirement” table) is generally

shown at 310 in Figure 4.

Additionally or alternatively, the table classifier model may be responsive to manually inputted
thresholds for values within each cell of the “table” region of interest being classified. For
example, the table classifier model may receive identification of tokens of a plurality of tokens
associated with each cell (such as after block 170 of table processing codes 150 shown in
Figure 6 for example) and may include codes directing the processor 110 to classify the “table”
region of interest as a “value” table when one or more cells of that table is associated with a
token presenting a numerical value and as a “requirement” table when one or more cells of that

table is associated with tokens representing a full sentence for example.

Additionally or alternatively, the table classifier model may also be responsive to cell
classifications of the cells of the “table” region of interest (or the cell classifications of the tokens
associated with the cells). Certain cell classifications may be exclusive to “value” tables, such
as “value” cells or “parameter” cells for example, while other cell classifications may be
exclusive to “requirement” tables, such as “citation” cells or “requirement” cells for example.
The table classifier model may receive cell classifications (such as generated at block 216 of a
cell classifier 210 shown in Figure 7) and may include codes directing the processor 110 to
classify the “table” region of interest as a “value” table when one or more cells of that table is
classified as a “value” cell as described below, or as a “requirement” table when one or more
cells of that table is classified as a “citation” cell as described below. In certain embodiments,
the table classifier model may classify the “table” region of interest with a particular table label
when more than a threshold number of cells within the table has a cell classification exclusive
to that table label. In other embodiments, a cell classifier model of the cell classifier 210 may
classify the “table” region of interest with a particular table label based on majority voting of the
cells within the table, namely when more than a threshold percentage of cells within that table
has a cell classification exclusive to that table label. Confirmation or generation of the table

classification of a “table” region of interest using feedback of tokens associated with cells in
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that table and/or cell classification of cells (or sub-cells) in that table can improve the accuracy
of the table classification performed by the processor 110. Additionally, confirmation or
generation of the table classification using cell classifications may also improve the speed of
the processor 110 at arriving at both a final table label for the “table” region of interest and cell
labels for cells in that table, by allowing the processor 110 to perform table classification and

cell classification substantially simultaneously.

In some embodiments, the table classifier model may classify different portions of one particular
“table” region of interest with different table labels. For example, referring to Figure 5, a “table”
region of interest may be primarily classified as a “value” table 390 by the table classifier model,
but include portions or subregions which are classified as “requirement” tables 391, such that
the “table” region of interest comprises a hybrid “value” and “requirement” table. In some
embodiments, the table classifier model may classify different portions of a “table” region of
interest with different table labels based on the image data (or the converted image data) of
that portion of the table, based on the tokens associated with cells (or sub-cells) in that portion
of the table, and/or based on the cell classification of the cells (or the sub-cells) within that

portion of the table as described above.

After the potential tables are identified from the image data of the physical pages of the
regulatory content by the table classifier 130, the processor circuit 102 may further process the
image data (or the converted image data) of the “table” regions of interest by initiating the table
processing codes 150 stored in the program memory 112, an embodiment of which is shown
in Figure 6. The table processing codes 150 generally include codes for identifying and
generating bounding boxes for a plurality of cells in the table, identifying and generating
bounding boxes for a plurality of tokens representing the words and characters in the table,
associating the generated tokens with the identified cells, and embedding the generated tokens

with language and position information.

Referring to Figure 6, in the embodiment shown, the table processing codes 150 may begin at
block 152, which includes codes directing the processor 110 to identify each cell of the plurality
of cells (such as a plurality of cells 282 shown in Figure 3A, a plurality of cells 362 shown in
Figure 3A, a plurality of cells 312 shown in Figure 4 and a plurality of cells 392 shown in Figure
5 for example) within each “table” region of interest classified by the table classifier 130. For

example, block 152 may direct the processor 110 to detect horizontal and vertical lines within
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the image data (or the converted image data) of the “table” region of interest. Additionally or
alternatively, block 152 may direct the processor 110 to detect space delimiters above a
threshold size between the words and characters in the “table” region of interest. Additionally,
block 152 may be responsive to the inherent structure of a table, and may initially assume that

a table has a set number of rows and a set number of columns.

The table processing codes 150 then continue to block 154, which includes codes directing the
processor 110 to generate cell bounding boxes (such as cell bounding box 284 shown in Figure
3A, cell bounding box 364 shown in Figure 3B, cell bounding box 314 shown in Figure 4 and
cell bounding boxes 394 and 395 shown in Figure 5 for example). Each “cell bounding box” is
a positional vector which establishes a physical position of the corresponding cell within a
physical layout of the “table” region of interest. For example, in the embodiment shown, each
cell bounding box may include [x,y, width, height] representing, respectively, (a) the normalized
X,y location of a top left point (such as top left point 286 shown in Figure 3A and top left point
316 shown in Figure 4 for example) of each cell bounding box relative to a normalized top edge
(such as normalized top edge 288 shown in Figure 3A and normalized top edge 318 shown in
Figure 4 for example) and a normalized left edge (such as normalized left edge 290 shown in
Figure 3A and normalized left edge 320 shown in Figure 4 for example) of the image
representing a physical page of the regulatory content; (b) a width of each cell bounding box
(such as width 287 shown in Figure 3A and width 317 shown in Figure 4 for example) and (c)
a height of each cell bounding box (such as height 289 shown in Figure 3A and height 319
shown in Figure 4 for example). In certain embodiments, identifying the plurality of cells at block
152 and generating the cell bounding boxes at block 154 may be perform with existing text
extraction models, such as Amazon Textract™ or Google Tesseract™ OCR for example. As
an example, Textract™ provides a function that outputs the cell bounding boxes as a ratio with
respect to the image representing a physical page of the regulatory content, which can be
converted into pixel references within the image data by multiplying the coordinates by a
number of pixels representing the image (e.g. 1700%x2200 pixels). Outputting the cell bounding
boxes as a ratio of the image representing the physical page can provide subsequent functions
of the processor 110 (including the cell classifier 210 shown in Figure 7 and the cell relationship
identifier 230 shown in Figure 8) with position information indicative of a size and position of

the “table” region of interest and the plurality of cells in the table relative to the larger physical

page.
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Blocks 152 and 154 may also include codes directing the processor 110 to refine the
identification of each cell and the generation of each cell bounding box based on the tokens
associated with each cell. For example, blocks 152 and 154 may receive token bounding boxes
of tokens (such as from block 164 of the table processing codes 150 for example) and may
direct the processor 110 determine whether the token bounding boxes of certain tokens overlap
cell bounding boxes of two or more cells and whether a single token is associated with more
than one cell. In such situations, blocks 1562 and 154 may direct the processor 110 to flag the
overlapped cell bounding boxes for manual correction or may merge the overlapped cell
bounding boxes into a larger cell bounding box. As a specific example, blocks 1562 and 154
may include automatic cell merger codes directing the processor 110 to iterate through all
identified cells and generated cell bounding boxes in a same or corresponding row of a
particular table and merge adjacent cells in the same or corresponding row when a token
bounding box associated with a single token overlaps both cell bounding boxes of the adjacent
cells by 156% or more. The automatic cell merger codes may then direct the processor 110 to
iterate through all identified cells and generated cell bounding boxes in a same or
corresponding column of the table and merge adjacent cells in the same or corresponding
column when a token bounding box associated with a single token overlaps both cell bounding

boxes of the identified adjacent cells by 156% or more.

When the regulatory content is received in the image data format and includes image data
(pixel-based data for example) representing the words and characters within the “table” region
of interest, the table processing codes 150 may also begin at an optional pre-processing block
160, which includes codes for initially converting the image data representing the “table” region
of interest into a machine-readable digital data format (converted digital data format). For
example, the pre-processing block 160 may include codes directing the processor 110 to input
the image data into an optical character recognition model. The converted digital data format
representing the “table” region of interest may be stored in the storage memory 114 and may
specifically be stored in association with the image data representing the same “table” region
of interest. In certain embodiments, converting the image data into a machine-readable digital
data format may be performed using existing text extraction models, such as Amazon
Textract™ or Google Tesseract™ OCR for example. However, when the regulatory content is
in the digital data format, the table processing codes 150 may not include the pre-processing
block 160.
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The table processing codes 150 then continue to block 162, which includes codes directing the
processor 110 to tokenize the words and characters in the digital data format (or the converted
digital data format) within the “table” region of interest to generate a plurality of tokens (such as
a plurality of tokens 292 shown in Figure 3A, a plurality of tokens 372 shown in Figure 3B, a
plurality of tokens 322 shown in Figure 4 and a plurality of tokens 402 shown in Figure 5 for
example). A “token” may be a semantic unit of words or of characters within the “table” region
of interest and may be any sequence of characters grouped together as a unit useful for
processing. The words and characters may be divided into the semantic units at a word level,
sub-word level, and/or character level. For example, block 162 may direct the processor 110 to
determine which single words correspond to the words and characters in the table and then
determine whether the single words exist in a dictionary. If the single words exist in the
dictionary, a single token may be generated to represent the entire word (for example, the word
“example” may be represented by a single token “example”). Additionally or alternatively, block
162 may direct the processor 110 to determine whether each single word is formed of different
sub-words and then determine whether the sub-words exist in the dictionary. If the sub-words
do exist in the dictionary, multiple tokens may be generated to represent each sub-word (for
example, the word “smarter” may be represented by a first token “smart” and a second token
“#er”). If the single word or the sub-word does not exist in dictionary, multiple tokens may be
generated to represent each character of the word or the sub-word (for example, the sequence
“TRU” may be represented by a first token “t”, a second token “r" and a final token “#u”). As
more specific examples, referring to Figure 3A, the phrase “Reactor T-1S” may be represented
by a first token “reactor”, a second token “T”, a third token “-”", a fourth token “1” and a fifth token
“S”. Similarly, the phrase “Reactor Distillate Receiver T-2S” may be represented by a first token
“reactor’, a second token “di”, a third token “##sti”, a fourth token “##lla”, a fifth token “##te”, a
sixth token “receiver’, a seventh token “T”, an eighth token “-” and a ninth token “23”. Referring
to Figure 3B, the phrase “Total Residual Chlorine” may be represented by a first token “total”,
a second token “residual’, a third token “ch”, a fourth token “##lor”, and a fifth token “##ine”.
Similarly, the phrase “8.5 s.u.” may be represented by a first token “8.5” and a second token
“s.u.” and the phrase “0.019/ 0.013 mg/I” may be represented by a first token “0.019”, a second
token “/”, a third token “0.013”, and a fourth token “mg/I”. Referring to Figure 4, the phrase “l1l.B”
may be represented by a single token “lll.B”. Referring to Figure 5, the phrase “General Notes”

may be represented by a first token “general” and a second token “notes”.
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The table processing codes 150 then continue to block 164, which similar to block 154
described above, includes codes directing the processor 110 to generate token bounding boxes
(such as token bounding box 294 shown in Figure 3A, token bounding box 374 shown in Figure
3B, token bounding box 324 shown in Figure 4 and token bounding boxes 404 and 405 shown
in Figure 5). Each “token bounding box” is a positional vector which establishes a physical
position of the corresponding token within the physical layout of the “table” region of interest.
For example, in the embodiment shown and similar to the cell bounding boxes described above,
each token bounding box may include [x,y, width, height] representing, respectively, (a) the
normalized x,y location of a top left point (such as top left point 296 shown in Figure 3A and top
left point 326 shown in Figure 4 for example) of each token bounding box relative to the
normalized top edge (such as the normalized top edge 288 shown in Figure 3A and the
normalized top edge 318 shown in Figure 4 for example) and the normalized left edge (such
as the normalized left edge 290 shown in Figure 3A and the normalized left edge 320 shown in
Figure 4 for example) of the image representing a physical page of the regulatory content; (b)
a width of each token bounding box (such as width 297 shown in Figure 3A and width 327
shown in Figure 4 for example) and (c) a height of each token bounding box (such as height
299 shown in Figure 3A and height 329 shown in Figure 4 for example). Outputting the token
bounding boxes as a ratio of the image representing the physical page can provide subsequent
functions of the processor 110 (including the cell classifier 210 shown in Figure 7 and the cell
relationship identifier 230 shown in Figure 8) with position information indicative of a size and
position of the plurality of tokens relative to the larger physical page. In certain embodiments
and as described above, block 164 may also transmit the generated token bounding boxes to
blocks 152 and 154 to enable the processor 110 to double-check or refine the plurality of cells
identified at block 152 and the cell bounding boxes generated at block 154. Blocks 162 and164
may also transmit the generated tokens and token bounding boxes to the table classifier 130

to double-check or refine the table classification generated by the table classifier 130.

After the plurality of cells and their corresponding cell bounding boxes are generated at blocks
152 and 154 respectively and the plurality of tokens and their corresponding token bounding
boxes are generated at blocks 162 and 164 respectively, the table processing codes 150 then
continue to block 170, which includes codes directing the processor 110 to associate each cell
of the plurality of cells with one or more tokens of the plurality of tokens. For example, block

170 may direct the processor 110 to associate a token with the cell when the token bounding

Date Regue/Date Received 2023-08-29



10

15

20

25

30

-15 -

box of that token overlaps with the cell bounding box of that cell. For example, referring to
Figure 3A, the token bounding box 294 of the first token “reactor” and the token bounding boxes
of the second token “T”, the third token “-”, the fourth token “1” and the fifth token “S” may
overlap the cell bounding box 284, and the first to fifth tokens “reactor”, “T”, “-”, “1” and “S” may
be associated with the corresponding cell. Similarly, referring to Figure 3B, the first token
bounding box 374 of the first token “total” and the token bounding boxes of the second token
“residual”, third token “ch”, fourth token “##lor”, and fifth token “##ine” may overlap the cell
bounding box 364 and the first to fifth tokens “total”, “residual”, “ch”, “##lor”, and “##ine” may
be associated with the corresponding cell. Similarly, referring to Figure 4, the token bounding
box 324 for the token “lll.B” may overlap the cell bounding box 314, and the token “lll.B” may
be associated with the corresponding cell. Finally, referring to Figure 5, the token bounding box
404 of the first token “general” and the token bounding box of the second token “notes” may
overlap the cell bounding box 394 and the first and second tokens “general” and “notes” may
be associated with the corresponding cell. Similarly, the token bounding box 405 of a first token
“5,442” and a token bounding box of a second token “average” may overlap the cell bounding
box 395 and the first and second tokens “5,442” and “average” may be associated with the

corresponding cell.

Additionally or alternatively, to double check and refine the association between tokens and
cells and to ensure that the tokens are in a correct order, block 170 may include codes directing
the processor 110 to linearize and/or order all tokens associated with a particular cell. For
example, the processor 110 may use a top left-most position (such as the top left point 296
shown in Figure 3A and the top left point 326 shown in Figure 4 for example) of token bounding
boxes of each token associated with a particular cell to perform line detection and to order the
tokens on each detected line based on the top left-most position of their respective token

bounding boxes.

Additionally or alternatively, and as described above, block 170 may transmit the generated
association between tokens and cells to blocks 152 and 154 to allow the processor 110 to
double-check or refine the plurality of cells identified at block 152 and the cell bounding boxes
generated at block 154 based on the tokens associated with the plurality of cells, and to
determine whether a single token bounding box overlaps multiple cell bounding boxes for

example. Where the cell bounding boxes generated at block 154 change as a result of the
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transmitted association between tokens and cells, the table processing codes 150 may direct

the processor 110 to repeat block 170.

The table processing codes 150 then continue at block 172, which includes codes directing the
processor 110 to generate a language embedding for each token of the plurality of tokens
generated at block 162. In certain embodiments, the table processing codes 150 may continue
from blocks 164 and 154 directly to block 172 without generating an association between the
tokens and the cells at block 170. A “language embedding” may be a semantic vector
representation of a meaning of the word, the sub-word or the character of each token. For
example, the language embedding of a token may be [0.34567789, -0.67963753921,
1.45239783693, 0.002587369, ...]. In certain embodiments, block 172 may include codes for
inputting the digital data (or the converted digital data) of each token into a language model.
The language model may be a pre-existing language model such as such as Google
Bidirectional Encoder Representations from Transformers (BERT) or OpenAl Generative
Pretrained Transformer (GPT-3). The pre-trained language models are trained using large
multilingual datasets to capture semantic and contextual meaning of words in text and may be
implemented to generate the language embedding for text in any language that is inputted to
the language model. The pre-trained language models may context sensitive, such that the
semantic vector representation of the word, sub-word or character varies depending on the
context of words and character in the table. For example, the semantic vector representation
for the word “club” in “club sandwich” and “night club” may be different and may have different

language embeddings.

The table processing codes 150 then continue to block 174, which includes codes directing the
processor 110 to generate a position embedding for each token of the plurality of tokens
generated at block 162. A “position embedding” may be a position vector representation of a
physical position associated with each token within the physical layout of “table” region of
interest. In some embodiments, block 174 may direct the processor 110 to use the cell bounding
boxes (such as the cell bounding box 284 shown in Figure 3A, the cell bounding box 364 shown
in Figure 3B, the cell bounding box 314 shown in Figure 4 and the cell bounding boxes 394 and
395 shown in Figure 5 for example) generated at block 154 of the cell which is then associated
with the token at block 170 as the position embedding for each token. In other embodiments,
block 174 may direct the processor 110 to utilize the token bounding boxes (such as the token

bounding box 294 shown in Figure 3A, the token bounding box 374 shown in Figure 3B, the
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token bounding box 324 shown in Figure 4 and the token bounding boxes 404 and 405 shown
in Figure 5) generated at block 164 as the position embedding for each token. In yet other
embodiments, block 174 may direct the processor 110 to use both the cell and token bounding
boxes as the position embedding for each token. Using the cell bounding boxes as the position
embedding for the tokens may allow the cell classifier 210 (shown in Figure 7) and cell
relationship identifier 230 (shown in Figure 8) to process position information which better
represent a format or physical layout of the “table” region of interest. The table processing
codes 150 then end.

After the plurality of tokens with associated language embeddings and position embeddings
have been generated by the table processing codes 150 (such as after block 174 shown in
Figure 6), the processor circuit 102 may initiate the cell classifier 210 stored in the program
memory 112, an embodiment of which is shown in Figure 7. The cell classifier 210 generally
includes code for generating a cell classification for each cell (or sub-cell) of the plurality of

cells.

Referring to Figure 7, the cell classifier 210 may begin at block 212, which includes codes
directing the processor 110 to pre-process the plurality of tokens and the plurality of cells
associated with each “table” region of interest. For example, block 212 may direct the processor
110 to determine whether a number of tokens within a single table is greater than or less than
a maximum number of tokens. In some embodiments, the maximum number of tokens is 512;
however, in other embodiments, the maximum number of tokens may be greater or fewer.
Where the number of tokens within a single table is greater than the maximum number of
tokens, block 212 may direct the processor 110 to separate the tokens into one or more subsets
of tokens having the maximum number of tokens. Where the number of tokens with a single
table is less than the maximum number of tokens, or where a subset of tokens is less than the
maximum number tokens, block 212 may also direct the processor 110 to pad the tokens to
the maximum number of tokens with pad tokens. Maintaining the set of analysed tokens at a
constant maximum number of tokens may improve computational efficiency of the cell classifier
model of the cell classifier 210 described below, such as by maintaining a tensor shape of a

neural network associated with the cell classifier model as described below.

The cell classifier 210 then continue to block 214, which includes codes directing the processor

110 to generate the cell classification for each cell or each sub-cell based on inputs of one or
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more of (a) the token of the plurality of tokens associated with the cell or sub-cell, (b) the
language embedding associated with the token (generated at block 172 of the table processing
codes 150 shown in Figure 6 for example) and (c) the position embedding associated with the
token (generated at block 174 of the table processing codes 150 shown in Figure 6 for
example). For example, block 214 may direct the processor 110 to input the plurality of tokens
with their associated language embeddings and position embeddings into the cell classifier
model configured to output a cell label for each token of the plurality of tokens. The cell labels
include without limitation, “time span”, “parameter”, “value”, “equipment identifier’,
“background”, “unit of measure”, “type of measure”, “sample type”, “protocol identifier”,
“sampling frequency”, “citations”, “requirements”, and “headers”. For example, the cell label
“value” may represent a numerical value or text-based requirements for a user of the regulatory
content to report a numerical value, and may be associated with a token representing “1.25” or
tokens representing “report”, “provide” or “monitor” for example. The cell label “unit of measure”
may represent a unit of measure for a value, and may be associated with tokens representing
“Ib/hour” or “s.u.” or “mg/l” or “°C” for example. The cell label “parameter” may identify a
substance/material related to a value being measured, and may be associated with tokens
representing “pH”, “temperature” or “tetrahydrofuran” for example. The cell label “equipment
identifier” may identify an equipment used to measure a value of a substance/material, and
may be associated with tokens representing “Reactor T-1S” for example. The cell label
“sampling frequency” may represent how often a substance/material is sampled, and may be
associated with tokens representing “hourly”, “daily”, “weekly”, “monthly” or “annually” for
example. The cell label “time span” may represent a time period when a substance/material is
sampled, and may be associated with tokens representing “November-March”, “September”,
etc. The cell label “sample type” may represent a method that is used to sample a
substance/material, and may be associated with tokens representing “grab”, “in-situ”,
“continuous”, and “composition” for example. The cell label “type of measurement” may identify
a process, method or calculation used for generating a value being measured, and may be
associated with tokens representing “average monthly”, “arithmetic mean”, “daily maximum” or
“30-day geometric mean” for example. The cell label “protocol identifier” may represent a
regulation (or a part of a regulation), such as a regulated method, which affects a value being
measured or other aspects of the table, and may be associated with tokens identifying such
regulations, such as tokens representing “50050”, “00400” or “TOGS 1.3.3” for example. The

cell label “*header” may represent headers of the table. The cell label “citations” may represent
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regulation identifiers or section headers which identify a portion of the regulatory content, and
may be associated with tokens representing “lll.B” or “section 29.1” for example. The cell label
‘requirements” may represent text-based requirements, and may be associated with tokens
representing a sentence-based description of requirements, of a regulation, such as “DMRs
are due monthly and must be postmarked on or before the 20" of the month following the
monitoring month” for example. The cell label “background” may represent information which
does not fit into any of the other labels, which allows the cell classifier model to provide a cell

label to each cell of the plurality of cells or to each token associated with each cell.

The cell classifier model may be trained on training tokens associated with language
embeddings and position embeddings which are ground labelled with at least the cell labels

»ou » i

, ‘parameter”,

]

“time span value”, “equipment identifier”, “background”, “unit of measure”, “type
of measure”, “sample type”, “protocol identifier’, “sampling frequency”, “citations”,
‘requirements”, and “headers” for example into a neural network to iteratively generate and
optimize coefficients which enable the neural network to generate cell labels for different tokens
based on an input including the language embeddings and the position embeddings associated
with each token. In some embodiments, the cell classifier model may originally comprise an
existing layout model such as Microsoft LayoutLM, LayoutLM v2 and LayoutXLM which are
trained on a data set comprising training tokens associated with language embeddings and
position embeddings which are ground labelled with the cell labels as described above. The
existing layout model may also be separated into sub-classifiers as described below. The cell
classifier model may also be trained to generate the cell classifications based on alternative or
additional inputs, such as the image data (or the converted image data) of the entire “table”
region of interest (identified at block 134 of the table classifier 130 shown in Figure 2 for
example) or the table label of the table (generated at block 136 of the table classifier 130 shown
in Figure 2 for example). The cell classifier model may be trained on the server 106 and locally

stored in the storage memory 114.

The cell classifier model may be responsive to whether the position embedding associated with
the inputted plurality of tokens are the cell bounding boxes (such as the cell bounding box 284
shown in Figure 3A, the cell bounding box 364 shown in Figure 3B, the cell bounding box 314
shown in Figure 4 and the cell bounding boxes 394 and 395 shown in Figure 5 for example) or
the token bounding boxes (such as the token bounding box 294 shown in Figure 3A, the token

bounding box 374 shown in Figure 3B, the token bounding box 324 shown in Figure 4 and the
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token bounding boxes 404 and 405 shown in Figure 5). For example, the cell classifier model
may include a cell bounding box sub-classifier and a token bounding box sub-classifier. The
cell bounding box sub-classifier may be used to generate the cell classification when the
inputted tokens are associated with position embeddings based on cell bounding boxes and is
specifically trained on training tokens associated with position embeddings corresponding to
the cell bounding boxes. The token bounding box sub-classifier may be used to generate the
cell classification when the inputted tokens are associated with position embeddings based on
token bounding boxes and is specifically trained on training tokens associated with position
embeddings corresponding to the token bounding boxes. In some embodiments, both the cell
and token bounding box sub-classifiers may be used to generate the cell classification when
the plurality of tokens inputted into the cell classifier model are associated with position
embeddings based on both token and cell bounding boxes. Additionally or alternatively, one of
the cell and token bounding box sub-classifiers may be used to confirm or flag the cell

classification generated by the other of the cell and token bounding box sub-classifiers.

In certain embodiments, language model of the table processing codes 150 and the cell
classifier model of the cell classifier 210 may form a larger combined language and classifier
model based on a combination of the pre-existing language models (such as Google BERT or
OpenAl GPT-3) and the pre-existing layout models (such as Microsoft LayoutLM, LayoutLM v2
or LayoutXLM). In such embodiments, block 214 may include codes directing the processor
110 to generate both the language embedding for each token and the cell classification for
each cell or each sub-cell based on inputs of (a) the token of the plurality of tokens associated
with the cell or sub-cell, and (b) the position embedding associated with the token (generated
at block 174 of the table processing codes 150 shown in Figure 6 for example). For example,
block 214 may direct the processor to input the plurality of tokens with their associated position
embeddings into the combined language and classifier model. The combined language and
classifier model has at least one initial layer trained to output the language embedding for each
token based on the inputs of (a) the token and (b) the position embedding associated with the
token, similar to the language model described above in association with block 172. The
combined language and classifier model further includes at least one subsequent layer trained
to output the cell classifications in response to the input of a combined embedding including
both the language embedding generated by the at least one initial layer and the position

embedding associated with the token.
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The cell classifier model may also be responsive to the table classification of the “table” region
of interest (generated at block 136 of the table classifier 130 shown in Figure 2 for example).
For example, the cell classifier model may include a value table cell sub-classifier configured
to output cell labels relevant to “value” tables and a requirement table cell sub-classifier
configured to output cell labels relevant to “requirement” tables. The value table cell sub-
classifier may be configured to generate the cell classification when the inputted tokens
originate from a “table” region of interest classified as a “value” table by the table classifier 130.
The value table cell sub-classifier may be trained on training tokens derived from “value” tables
and ground labelled with cell labels relevant to “value” tables, including without limitation “time

»oou I}

span”, “parameter”,

» i

value”, “equipment identifier’, “background”, “unit of measure”, “type of

»ou

measure”,

» o

sample type”, “protocol identifier”, and “sampling frequency” for example. The
requirement table cell sub-classifier may be used to generate the cell classification when the
inputted tokens originate from a “table” region of interest classified as a “requirement” table by
the table classifier 130. The requirement table cell sub-classifier may be trained on training
tokens derived from “requirement” tables and ground labelled with cell labels relevant to

‘requirement” tables, including without limitation “citations”, “requirement”, “background”, and

“header” for example.

Block 214 may include codes directing the processor 110 generate a mean confidence level of
each cell classification, wherein the mean confidence level generally represents the ability of
the cell classifier model to correctly predict the cell label for a token based on the language
embedding and the position embedding of the token, and is generated by calculating precision-
recall curves on a sample dataset with known ground truth (known as validation dataset). For
example, for some embodiments of the cell classifier model comprising the value table cell sub-
classifier, the mean confidence of the cell label “background” may be around 0.9409, of the cell
label “unit of measure” may be around 0.89670, of the cell label “parameter” may be around
0.9504, of the cell label “value” may be around 0.9631, of the cell label “sampling frequency”
may be around 0.9252, of the cell label “sample type” may be around 0.9613 and of the cell
label “type of measure” may be around 0.8920. In embodiments of the cell classifier model
comprising the requirement table cell sub-classifier, the mean confidence of the cell label
“citation” may be around 0.9370, of the cell label “requirement’ may be around 0.9164 and of
the cell label “background” may be around 0.9279. The cell classifier model may classify a

particular a token with a particular cell label when a probability for that particular cell label is
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above a threshold confidence based on the mean confidence, such as within three standard
deviations of the mean confidence for example. For example, in some embodiments of the
value table cell sub-classifier, the threshold confidence of the cell label “background” may be
around 0.6269, of the cell label “unit of measure” may be around 0.5139, of the cell label
“parameter” may be around 0.6466, of the cell label “value” may be around 0.6920, of the cell
label “sampling frequency” may be around 0.5783, of the cell label “sample type” may be around
0.8720 and of the cell label “type of measure” may be around 0.6026. In some embodiments of
the requirement table cell sub-classifier, the threshold confidence of the cell label “citation” may
be around 0.6941, the of the cell label “requirement’ may be around 0.6235 and of the cell label

“pbackground” may be around 0.6531.

The cell classifier 210 may then continue to block 216, which includes codes directing the
processor 110 to post-process the initially generated cell classification to confirm or flag it. In
the embodiment shown, block 216 may direct the processor 110 to assign different threshold
probabilities for each cell label depending on relevance of the cell label. For example, the cell
label “value” generated by the value table cell sub-classifier may be categorized as a root label
that is more favoured, while the cell label “background” may be categorized as a background
label that is less favoured, such that if there is any uncertainty, the uncertainly is resolved in
favour of the cell label “value” or against the cell label “background”. In other embodiments, cell
labels other than “value” (such as the cell label “parameter” for example) may be categorized
as a root label, and may be weighted more favourably. Similarly, the “citation” label generated
by the requirement table cell sub-classifier may be classified as a root label that is more
favoured than other labels generated by the requirement table cell sub-classifier, while the cell

label “background” also may be categorized as a background label that is less favoured.

Additionally or alternatively, as each cell of the plurality of cells may be associated with more
than one token of the plurality of tokens (associated at block 170 of the table processing codes
150 shown in Figure 6 for example), block 216 may include codes directing the processor 110
to confirm a cell classification for particular cell using majority voting based on the cell label
generated for each token which is associated with that cell. For example, referring to Figure
3A, “Reactor Distillate Receiver T-23” in one particular cell may be tokenized into nine tokens
“reactor”, “di”, “#sti”, “##lla”, “##e”, “receiver’, “T", “-” and “23”. If the cell classifier model
generates a specific cell label for five or more of these nine tokens (such as “equipment

identifier” for example), then block 216 may direct the processor 110 to apply that cell
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classification to that particular cell, irrespective of whether one of these tokens has another cell
label (such as “value” for example). For example, the tokens “reactor”, “di’, “##sti”, “##lla”,
“Hite”, “receiver’, “T", “-” may be classified with the cell label “equipment identifier”, while the
token “23" may be classified with the cell label “value” at block 214, and block 216 may direct
the processor 110 to classify the corresponding cell as an “equipment identifier’ cell as a

majority of the tokens associated with the cell includes the cell label “equipment identifier”.

Additionally or alternatively, block 216 may also include codes directing the processor 110 to
combine adjacent tokens classified with a same cell label into a combined token. For example,
referring to Figure 3A, the tokens token “reactor”, “T”, “-”, “1” and “S” all labelled with the cell
label “parameter” may be combined into a combined token “Reactor T-1S” labelled with the cell
label “parameter”. Additionally, referring to Figure 3B, the tokens “total”, “residual”, “ch”, “#tlor”,
and “#tine” all labelled with the cell label “parameter” may be combined into a combined token

“total residual chlorine” labelled with the cell label “parameter”.

Additionally or alternatively, in some embodiments, a single word in a cell may be formed of
more than one token. For example, referring to Figure 3A, the word “distillate” may be tokenized
into four tokens “di”, “#sti”, “##lla”, “##te” and the word “T-23” may be tokenized in three tokens
“T?, “-” and “23”. Similarly, referring to Figure 3B, the word “chlorine” may be tokenized into
three tokens “ch”, “##lor’, and “##ine”. In certain embodiments, block 216 may include codes
directing the processor 110 to confirm a cell label for particular word based on the cell label
generated for each token forming that word, and then utilize the cell label for that word to
determine or confirm the cell classification of the cell associated with that word as described
above and below. For example, block 216 may determine that a larger word formed of
numerous tokens exist based on space delimiters or based on sub-words being tokenized by
the table processing codes 150. Block 216 may then determine the cell label for the word based
on the cell label for a first token forming the word. For example, the word “distillate” may be
labelled with the cell label “parameter” when the first token “di” forming the word is labelled with
the cell label “parameter”. Similarly, the word “chlorine” may be labelled with the cell label
“parameter” when the first token “ch” forming the word is labelled with the cell label “parameter”.
Alternatively, block 216 may determine the cell label for the word based on majority voting of
the tokens forming the word. For example, the word “distillate” may be labelled with the cell
label “parameter” when more than two of the four tokens “di”, “##sti”, “##lla”, and “##te” forming

the word is labelled with the cell label “parameter’. The word “chlorine” may be labelled with
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the cell label “parameter” when two or more of the three tokens “ch”, “##lor”, and “##ine” forming

the word is labelled with the cell label “parameter”.

In other embodiments, block 216 may include codes directing the processor 110 to classify a
particular cell with different cell classifications based on the tokens which are associated with
that cell, which generally functions to divide an original cell into different sub-cells with different
cell classifications. For example, referring to Figure 3B, as described above, the phrase “8.5
s.u.” within one original cell may be tokenized into two tokens “8.5” and “s.u.”. The first token
“8.5” may be labelled with the cell label “value” and the second token “s.u.” may be labelled
with the cell label “unit of measure” by the cell classifier model. Block 216 may direct the
processor 110 to classify the single original cell with both the cell label “value” and the cell label
“unit of measure” such that the token “8.5” may be associated with a “value” sub-cell forming a
portion of the original cell and the token “s.u.” may be associated with a “unit of measure” sub-
cell forming another portion of the original cell. Similarly, the phrase “0.019 / 0.013 mg/I” within
one particular original cell may be tokenized into four tokens “0.019”, “/", “0.013”, and “mg/I".
The first to third tokens “0.019”, “/”, “0.013” may be labelled with the cell label “value” and the
fourth token “mg/I” may be labelled with the cell label “unit of measure” by the cell classifier
model. Block 216 may direct the processor 110 to classify the single original cell with both the
cell label “value” and the cell label “unit of measure”, such that the tokens “0.019”, “/”, “0.013”
are associated with a “value” sub-cell forming a portion of the original cell and the token “mg/I”
is associated with a “unit of measure” sub-cell forming another portion of the original cell.
Similarly, referring to Figure 5, “5,442 Average” within one original cell may be tokenized into
two tokens “5,442” and “average”. The token “5,442” may be labelled with the cell label “value”
while the token “average” may be labelled with the cell label “type of measurement” by the cell
classifier model. Block 216 may direct the processor 110 to classify the original cell with both
the cell label “value” and the cell label “type of measure”, such that the token “average” is
associated with a “type of measurement” sub-cell forming a portion of the original cell, while the

token “5,442” is associated with a “value” sub-cell forming another portion of the original cell.

Additionally or alternatively, block 216 may also include codes directing the processor 110 to
confirm a cell classification for particular cell by using majority voting based on the cell
classification generated for other cells in a same or corresponding column or a same or
corresponding row of the table that cell belongs to (generally excluding cells in the column or

row which are classified as a “background” cell or a *header” cell). For example, again referring
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to Figure 3A, tokens representing “Reactor Distillate Receiver T-23” are associated with a first
cell in column C (CC), tokens representing “Reactor T-1S” are associated with a second cell in
the same CC, tokens representing “Separator T-3S” are associated with a third cell in the same
CC, tokens representing “Wiped Film Evaporator T-4S” are associated with a fourth cell in the
same CC, tokens representing “Waste Acid Water Tank T-6S” are associated with a fifth cell in
the same CC and tokens representing “THF Drum Filling Station T-6S” are associated with a
sixth cell in the same CC. Block 216 may cause each of the first, second, third, fourth, fifth and
sixth cells in CC to be classified with a particular cell classification (such as a “equipment
identifier” cell example) when three or more of the first, second, third, fourth, fifth and sixth cells
are classified with that particular cell classification, irrespective of whether another one of these

cells have another cell classification (such as a “background” cell for example).

In certain embodiments and as described above, the cell classifier 210 may also transmit the
generated cell classifications to the table classifier 130 (shown in Figure 2) to enable the
processor 110 to double-check or refine the table classifications generated by the table
classifier 130 for the table. As described above, the cell classification generated by the cell
classifier 210 may include cell labels which are exclusive to “value” tables or exclusive
“requirement” tables. For example, the cell labels “value” and “parameter” may be exclusive to
“value” tables, whereas the cell labels “citation” and “requirement’” may be exclusive to
‘requirement” tables. In situations where the cell classifier 210 classifies one or more cells
within a particular “table” region of interest as a “value” cell, the table classifier 130 may
automatically classify the “table” region of interest as a “value” table, as “value” cells are unlikely
to occur in “requirement” tables. Similarly, where the cell classifier 210 classifies one or more
cells within a particular “table” region of interest as a “citation” cell, the table classifier 130 may
automatically classify that particular table as a “requirement’ table, as “citation” cells are
unlikely to occur in “value” tables. Where the table classification generated by the table classifier
130 changes as a result of the cell classification transmitted by the cell classifier 210, the
processor 110 may repeat one or more blocks of the table processing codes 150 or repeat one

or more blocks of the cell classifier 210. The cell classifier 210 then ends.

After the cell classifier 210 generates a cell classification for each cell (or for each sub-cell) of
the plurality of cells in a “table” region of interest, the processor circuit 102 may initiate the cell
relationship identifier 230 stored in the program memory 112, an embodiment of which is shown

generally in Figure 8. The cell relationship identifier 230 generally include codes for identifying
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relationships between the cells of the plurality of cells. In the embodiment shown, the cell
relationship identifier 230 includes codes directing the processor 110 to identify relationships
between the cells (or sub-cells) based on at least (a) the cell classification of each cell and/or
each sub-cell (generated by the cell classifier 210 shown in Figure 7 for example) and (b)
position information associated with each cell, which may be the position embedding
associated with tokens that are associated with the cell or the sub-cell (the position embedding
generated at block 174 and the association generated at block 170 of the table processing
codes shown in Figure 6), the token bounding boxes (such as the token bounding box 294
shown in Figure 3A, the token bounding box 374 shown in Figure 3B, the token bounding box
324 shown in Figure 4 and the token bounding boxes 404 and 405 shown in Figure 5) of the
tokens that are associated with the cell or the sub-cell, or the cell bounding boxes (such as the
cell bounding box 284 shown in Figure 3A, the cell bounding box 364 shown in Figure 3B, the
cell bounding box 314 shown in Figure 4 and the cell bounding boxes 394 and 395 shown in
Figure 5 for example) of the cell. Generally, the position information associated with each cell
or sub-cell indicates which cells or sub-cells belong to a same or corresponding column or a

same or corresponding row of the table.

Referring to Figure 8, the cell relationship identifier 230 begins at block 232, which includes
codes directing the processor 110 to determine whether the plurality of cells with in a “table”
region of interest belong to a “value” table, a “requirement” table or a “other” table. For example,
block 232 may direct the processor 110 to retrieve the table classification of that table generated
by the table classifier 130 (shown in Figure 2). If the retrieved table classification is the “value”
label, the processor 110 may determine that the plurality of cells belong to a “value” table,
whereas if the retrieved table classification is the “requirement” label, the processor 110 may

instead determine that the plurality of cells belong to a “requirement” table.

If at block 232, the cell relationship identifier 230 determines that the plurality of cells belong to
a “value” table, the cell relationship identifier 230 continues to block 234, which includes codes
directing the processor 110 to identify one or more cells or sub-cells of the plurality of cells
within the “value” table which are classified with a root label as a root cell. The identification of
the root label is based on the cell classification of each cell (or sub-cell) generated by the cell
classifier 210 (shown in Figure 7). In certain embodiments, the root label is the cell label “value”,
and each cell or sub-cell classified as a “value” cell may be identified as a root cell. In other

embodiments, the root label may be another cell label, such as the cell labels “parameter” or
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“equipment identifier” for example. Referring to Figure 3A, block 234 may direct the processor
110 to identify each of the cells containing tokens representing the values “1.25”, “17007, 2.5,
and “800” and classified “value” cells by the cell classifier 210 as the root cells. Referring to
Figure 3B, block 234 may include codes identifying each of cells or sub-cells containing the
tokens (or combined tokens) representing the values “6.0”, “8.5”, “45.0”, “monitor”, “1.0”, “0.019
/0.013”, and “0.011 / 0.0075” and classified as “value” cells or as “value” sub-cells as root cells.
Referring to Figure 5, block 234 may include codes for identifying each of the cells or sub-cells
containing the tokens representing the values “5,442", “12,650”, “6.0”, “9.0”, “monitor”, “6.18”,
“6.93", “12.1” and classified as "value” cells or as “value” sub-cells as a root cell.

The cell relationship identifier 230 then continues to block 236, which includes codes for
directing the processor 110 to identify cells or sub-cells which are linkable to the root cell, based
on the position information associated with each cell or sub-cell — such as the position
embedding associated with tokens that are associated with the cell or sub-cell, the token
bounding boxes of the tokens that are associated with the cell or sub-cell, or the cell bounding
box of the cell. In embodiments where the root cell comprises a “value” cell, a linkable cell may
comprise a “time span” cell, a “parameter” cell, an “equipment identifier’ cell, a “background”
cell, a “header” cell, a “unit of measurement” cell, a “type of measurement” cell, a “sample type”
cell, a “protocol identifier” cell, and a “sampling frequency” cell for example. In certain
embodiments, block 236 may direct the processor 110 to identify each cell or sub-cell with
position information indicating that the cell or sub-cell belongs to a same or corresponding
column or a same or corresponding row as the root cell as linkable cells. Referring to Figure
3A, for the “value” root cell containing “1.25” located at column E (CE) and row 4 (R4), block
236 may direct the processor 110 to identify all cells within CE and all cells within R4 as linkable
cells. For example, the cells containing “T-1E”, “T-1C”, “Separator T-3S", “tetrahydrofuran” and
“1700" may be identified as linkable cells belonging the same R4, whereas cells containing
“Ib/hr’ and “2.5” may be identified as linkable cells belonging to the same CE. Referring to
Figure 3B, for the “value” root sub-cell containing “8.5”, located at column D (CD) and row 4
(R4), block 236 may direct the processor 110 to identify all cells and sub-cells within CD and
within R4 as linkable cells. For example, the cells and sub-cells containing “s.u.”, “6.0, “pH”,
“1/month” and “grab” may be identified as linkable cells belonging to the same R4, while the
cells and sub-cells containing “discharge limitations”, “daily maximum”, monitor”, “s.u.”, “45.0”,

“‘mg/I’, “0.019 / 0.013", “1.0” may be identified as linkable cells belonging to the same CD.
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In embodiments where the tokens associated with a root cell is a part of a sub-cell forming a
portion of an original cell, block 236 may direct the processor 110 to identify tokens associated
with all other sub-cells forming a portion of the same original cell of the root cell as linkable
cells. Referring to Figure 3B, for the “value” root sub-cell containing “8.5” located at column D
(CD) and row 4 (R4), block 236 may direct the processor 110 to identify the “parameter” sub-
cell containing “s.u.” which forms a portion of the same original cell as the root cell as a linkable
cell belonging to the same original cell. Similarly, referring to Figure 5, for the “5,442” root cell
located at column E (CE) and row 6 (R6), block 236 may direct the processor 110 to identify
the “type of measurement” sub-cell containing “average” which forms a portion of the same
original cell as the root cell as a linkable cell belong to the same original cell. In other
embodiments, block 236 may direct the processor 110 to identify linkable cells using a graph-
based approach where key information associated with each cell of the table (such as position
embeddings, language embeddings and image data for example) are presented as nodes and
links between nodes are generated by a neural network. Nodes which are linked to a root cell

node may be considered linkable cells.

The cell relationship identifier 230 then continues to block 238, which includes codes for
directing the processor 110 to process the cell classifications of the linkable cells identified at
block 236 to generate one or more groups of linked cells. Block 238 may direct the processor
110 to disregard linkable cells having certain cell classifications, including cell labels of
“background” or “header” or cell classifications indicating another root cell. Referring to Figure
3A, for the “1.25” root cell, the linkable cells containing the values “1700” and “2.5” and
classified as “value” cells (another root cell) may be disregarded. Block 238 may direct the
processor 110 to link together the remaining linkable cells and the root cell as a group of linked
cells, such as [“T-1E”, “T-1C”, “Separator T-3S", “tetrahydrofuran”, “1.25”, “Ib/hr”] as a group of
linked cells for example. Referring to Figure 3B, for the “8.5" root cell, the linkable cells and the
linkable sub-cells containing the values “6.0”, “monitor”, “45.0”, 0.019 / 0.013”, “1.0” and
classified as a “value” sub-cell (another root cell) may be disregarded and the linkable cells and
sub-cells containing “discharge limitations” and classified as a “background” cell may also be
disregarded. The remaining linkable cells and the “8.5” root cell may be linked together as a

»oou

group of linked cells, such as [*8.5”, “s.u.”, “pH”, “daily maximum”, “1/month”, “composite”].

Block 238 may also include codes directing the processor 110 to analyse the number of cell

classifications of the linkable cells to determine a number of variables that should be associated
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with a particular root cell. Certain root cells within a “value” table may be associated with more
variables than other root cells within that same “value” table. Referring briefly to Figure 3A, the
linkable cells for the “1.25” root cell includes a first cell containing “T-1E” classified as a
“equipment identifier” cell by the cell classifier 210, a second cell containing “T-1C” classified
as another “equipment identifier” cell, a third cell containing “Separator T-3S” classified as
another “equipment identifier” cell, a cell containing “tetrahydrofuran” classified as a
“parameter” cell and a cell containing “Ib/hr” classified as a “unit of measure” cell. Block 238
may thus direct the processor 110 to associate the “value” root cell containing “1.25" with five
variables consisting of three different “equipment identifiers”, one “parameter” and one “unit of
measure”. Block 238 may also direct the processor 110 to generate a separate group of linked
cells for each instance of a particular cell label. Again, referring to Figure 3A, the “1.25” root
cell is linkable to three different cells are classified as “equipment identifiers” cells (the first cell
containing “T-1E”, the second cell containing “T-1C” and the third cell containing “Separator T-
3S”). Block 238 may include codes directing the processor 110 to generate three separate
groups of linked cells for each “equipment identifier” cell, such as [*T-1E”, “tetrahydrofuran”,
“1.25”, “Ib/hr"] as a first group of linked cells, [*T-1C”, “tetrahydrofuran”, “1.25”, “Ib/hr"] as a
second group of linked cells and [*Separator T-3S”, “tetrahydrofuran”, “1.25”, “Ib/hr"] as a third
group of linked cells for example. In other embodiments, block 238 may direct the processor
110 to generate a single group of linked cells which includes the closest instance of a particular
cell label (by physical distance based on the position information associated with the tokens for
example) or an instance of a particular cell label having a highest mean confidence. For
example, referring to Figure 3A, “1.25” root cell may only be linked to the third cell containing
“Separator T-3S” to form a single group of linked cells [*Separator T-3S", “tetrahydrofuran”,
“1.25”, “Ib/hr"], as the third cell containing “Separator T-3S” is physically closest to the “1.25”
root cell in the table 280.

The cell relationship identifier 230 then continue to block 240, which includes codes for directing
the processor 110 to output each group of linked cells generated at block 238 in a structured
machine-readable format for further processing. For example, in the embodiment shown in
Figure 9A, block 240 may direct the processor 110 to output each group of linked cells retrieved
from the “value” table 280 shown in Figure 3A in a converted digital table format 340.
Specifically, each group of linked cells may be outputted as a row 342 in the converted table

format 340. The column headers 344 of the converted table format 340 correspond to the
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variables associated with the root cell, namely the cell classifications of the cells or the sub-
cells linkable to the value root cell (determined at block 238 for example). The number of
variables associated with the root cell at block 238 (namely a number of cell classifications of
linkable cells or of linkable sub-cells) determines a number of columns 346 of the converted
table format 340, and each column 346 includes the tokens of the group of linked cells
corresponding to the cell classifications of that column 346. Similarly, in the embodiment shown
in Figure 9B, block 240 may direct the processor 110 to output each group of linked cells
retrieved from the “value” table 360 shown in Figure 3B in a converted digital table format 410.
Each group of linked cells may be outputted as a row 412 in the converted table format 410.
The column headers 414 of the converted table format 410 correspond to the cell classifications
of linkable cells or linkable sub-cells associated with the root cell, and the number of cell
classifications of linkable cells or linkable sub-cells associated with the root cell determines a
number of columns 416 of the converted table format 340. Each column 416 includes the tokens
of the group of linked cells corresponding to the cell classification of that column 416. Finally,
referring to Figure 11, block 240 may direct the processor 110 to output each group of linked
cells retrieved from the “value” table portion 390 shown in Figure 5 in a converted digital table
format 420. Each group of linked cells may be outputted as a row 422 in the converted table
format 420. The column headers 424 correspond to the cell classifications of linkable cells or
linkable sub-cells associated with a root cell, and the number of cell classifications of linkable
cells or linkable sub-cells associated with the root cell determines a number of columns 426 of
the converted table format 420. Each column 426 includes the tokens of the group of linked
cells corresponding to the cell classification of that column 426. Block 240 may also direct the
processor 110 to send each group of linked cells in the converted digital table formats 340, 410
and 420 to an environmental management information system (EMIS) such as Intelex or Intelex

Assets and Compliance Tracking System (ACTS) for further processing and analysis.

In some embodiments, block 240 may also include codes directing the processor 110 to display
each group of linked cells on a user interface to allow a user to easily determine the
requirements of a regulatory content associated with a particular substance/material. For
example, the user interface may allow a user to select a particular substance/material (retrieved
from any linked cells or linked sub-cells classified as a “parameter” cell for example) to
determine how to measure the substance/material (retrieved from any linked cells classified as

an “equipment identifier” cell, a “unit of measure” cell, a “sample type” cell and a “protocol
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identifier” cell for example), when to measure the substance/material (retrieved from any linked
cells or linked sub-cells classified as a “time span” cell, and a “sampling frequency” cell for
example) and what the measured limit of the substance/material should be (retrieved from the
root cells classified as “value” cells and any linked cells or linked sub-cells classified as labelled
with the cell labels “value” and “type of measure” cells for example). The cell relationship
identifier 230 then ends.

If at block 232, the cell relationship identifier 230 determines that the plurality of cells belong to
a “requirement” table, the cell relationship identifier continues to block 244, which similar to
block 234, includes codes directing the processor 110 to identify one or more cells or sub-cells
of the plurality of cells classified with a root label as a root cell, based on the cell classification
of each cell or sub-cell generated by the cell classifier 210 (shown in Figure 7). In certain
embodiments, the root label is the cell label “citation”, and each cell or sub-cell classified as a
“citation” cell may be identified as a root cell. Referring to Figure 4, block 244 may include
codes identifying each of the cells containing tokens representing “lil.B.”, “1.B.10.”, “Il.A.”,
“NA3K”, “UB.” “ll. G.1.and lllLH.”, “V.B”, and “V.C” and classified as “citation” cells as root
cells. Referring to Figure 5, block 244 may include codes identifying a combined token “general
note” and “narrative non-trout” and classified as “citation” sub-cells as root cells. In other
embodiments, the root label may be another cell label, such as the “requirement” label for
example. Additionally or alternatively, block 244 may include codes for a hierarchical approach
to determining the root cell. For example, block 244 may direct the processor 110 to initially
identify cells or sub-cells classified as a “citation” cell as the root cell, but if a particular row of
a “requirement” table does not include a “citation” cell, block 244 may direct the processor 110
to identify cells or sub-cells classified as a “requirement” cell as the root cell instead for that row

instead.

The cell relationship identifier 230 then continues to block 246, which includes codes for
directing the processor 110 to identify cells or sub-cells which are linkable to the root cell, based
on the position information associated with each cell or sub-cell — such as the position
embedding associated with tokens that are associated with the cell or sub-cell, the token
bounding boxes of the tokens that are associated with the cell or sub-cell, or the cell bounding
box of the cell. In embodiments where the root cell comprises a “citation” cell, a linkable cell
may comprise a “requirement” cell, a “background” cell, or a “header” cell for example. In certain

embodiments, similar to block 236, block 246 may direct the processor 110 to identify each cell
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or sub-cell associated with position information indicating that the cell belongs to a same or
corresponding row as a root cell as linkable cells. Referring to Figure 4, for the “lil.B.” root cell
located at column (CB) and row 2 (R2), block 246 may include codes directing the processor
110 to identify all cells within R2 as linkable cells, such as the cells containing “Discharge
Monitoring Reports (DMR)”, “DMRs are due monthly and must be postmarked on or before the
20th of the month following the monitoring month.”, “lll.B.4”, and “The DMR deadline is
extendible by 20 days upon payment of extension fee.” In embodiments where the tokens
associated with a root cell is a part of a sub-cell forming a portion of an original cell, block 246
may direct the processor 110 to identify tokens associated with all other sub-cells forming a
portion of the same original cell of the root cell as linkable cells. Referring to Figure 5, for the
“general note” root cell located at combined columns A-P (CA-CP) and row 5 (R5), the
combined token “Existing discharge data from 2014 to 5/6/2019 was obtained from the
application provided by the permittee. Ambient background data was collected as part of the
application including a hardness of 29.3 mg/L, temperature of 12.1 °C, and pH of 5.7. If
seasonal limits apply, Summer is defined as June 1% through October 315t and Winter is defined
as November 1% through May 31" is associated with a “requirement” sub-cell which forms a
portion of the same original cell as the root cell. Block 246 may direct the processor 110 to
identify the combined token associated with the “requirement” sub-cell as a linkable sub-cell of
the “general notes” root cell. In other embodiments, block 246 may direct the processor 110 to
identify linkable cells using a graph-based approach similar to that described above for block
236.

The cell relationship identifier 230 then continues to block 248, which includes codes for
directing the processor 110 to analyse the cell classifications of the linkable cells identified at
block 246 to generate one or more groups of linked cells. In certain embodiments, similar to
block 238, block 248 may include codes directing the processor 110 to disregard linkable cells
having certain cell labels, including “background” cells or “header” cells for example. Referring
to Figure 4, the cell containing “Discharge Monitoring Reports (DMR)” and classified as a
“background” cell may be disregarded. Block 248 may include codes directing the processor
110 to link together the remaining linkable cells and the root cell as a group of linked cells. For
example, referring to Figure 4, the root cells and linkable cells [*lll.B.”, “DMRs are due monthly
and must be postmarked on or before the 20th of the month following the monitoring month.”,

“11.B.4.”, and “The DMR deadline is extendible by 20 days upon payment of extension fee.”]
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may be linked together as a group of linked cells for example. In certain embodiments, block
248 may include codes directing the processor 110 to link only a single root cell with a single
linkable cell in a 1:1 relationship. For example, referring to Figure 4, the root cell and linkable
cell [*lll.B.”, “DMRs are due monthly and must be postmarked on or before the 20th of the
month following the monitoring month.”] may be linked together as a first group of linked cells,
while the root cell and linkable cell [lll.B.4.”, and “The DMR deadline is extendible by 20 days
upon payment of extension fee.”] may be linked together as a second group of linked cells.
Referring to Figure 5, the linkable “requirement” sub-cell and the “general note” root cell may
be linked together as [‘general note”, “Existing discharge data from 2014 to 5/6/2019 was
obtained from the application provided by the permittee. Ambient background data was
collected as part of the application including a hardness of 29.3 mg/L, temperature of 12.1 °C,
and pH of 5.7. If seasonal limits apply, Summer is defined as June 15t through October 31t and

Winter is defined as November 1% through May 31"] the group of linked cells.

Block 248 may also include codes directing the processor 110 to determine whether more than
one root cell is within the row. If there is more than one root cell within a same or corresponding
row, a left-most first root cell is identified as a first-order root cell, a subsequent left-most root
cell is identified as a second-order root cell, a further subsequent left-most root cell is identified
as a third-order root cell, until there are no more root cells within that same or corresponding
row. Any linkable cells between two root cells may be identified as linkable cells of a preceding
root cell. For example, any linkable cells between the first-order and second-order root cells
are linked to the first-order root cell as first-order linkable cells, any linkable cells between the
second-order and third-order root cells are linked to the second-order root cell as second-order
linkable cells, and so forth. As noted above, in certain embodiments, block 248 may include
codes directing the processor 110 to link only a single root cell with a single linkable cell in a
1:1 relationship. Block 248 include codes directing the processor 110 to link together root cells
and linkable cells within a same order to generate an order-based group of linked cells, and
also link together the different order-based groups to generate groups of linked cells having a
hierarchical relationship. Referring to Figure 4, cells containing “Ili.B.” and “111.B.4.” in the same
row 2 (R2) may both be classified as “citation” root cells, whereas cells containing “DMRs are
due monthly and must be postmarked on or before the 20th of the month following the
monitoring month.” and “The DMR deadline is extendible by 20 days upon payment of

extension fee.” in the same R2 are both classified as “requirement” linkable cells. Block 248

Date Regue/Date Received 2023-08-29



10

15

20

25

30

-34 -

may direct the processor 110 to determine that the cell containing “lil.B.” should be a first-order
root cell and the cell containing “l11.B.4.” should be a second-order root cell, based on position
information indicating that the cell containing “lli.B.” is further left than the cell containing
“111.B.4.”. Block 248 may also include codes directing the processor 110 to determine that the
linkable cell containing “DMRs are due monthly and must be postmarked on or before the 20th
of the month following the monitoring month.” should be linked to the first-order root cell based
on position information that the linkable cell is located to the left of the first-order root cell but
to the right of the second-order root cell, while the linkable cell containing “The DMR deadline
is extendible by 20 days upon payment of extension fee.” should be linked to the second-order
root cell based on position information that the cell is located to the left of the second-order root
cell. As a result, two groups of linked cells may be generated at block 248: a first-order group
of [“lll.B.”, “DMRs are due monthly and must be postmarked on or before the 20th of the month
following the monitoring month.”] and a second order group of [*lll.B.4.”, “The DMR deadline is
extendible by 20 days upon payment of extension fee.”]. The first and second-order groups of

linked cells may then be linked together in a hierarchical relationship.

The cell relationship identifier 230 then continues to block 250, which includes codes for
directing the processor 110 to output each group of linked cells generated at block 248 in a
structured machine-readable format for further processing. For example, referring to Figure 10,
block 250 may direct the processor 110 to output each group of linked cells retrieved from the
‘requirement” table 310 shown in Figure 4 in a converted digital text format 350. In the
converted text format 350, each root cell may be outputted as a header 351 and 357 and each
linkable cell may be outputted as a linked body 352 and 358. Block 250 may also include codes
directing the processor 110 to output hierarchically linked groups of linked cells in a hierarchal
structure, such that the first-order group of linked cells is a parent of any second-order group
of linked cells and the second-order group of linked cells is a parent of any third-order group of
linked cells, and so forth, where the hierarchal structure is indicated via indentation for example.
Referring to Figure 10, the first-order group of linked cell [*lll.B.”, “DMRs are due monthly and
must be postmarked on or before the 20th of the month following the monitoring month.”] is
outputted as a parent of the second-order group of linked cell [“1l1l.B.4.”, “The DMR deadline is
extendible by 20 days upon payment of extension fee.”], such that the “Ili.B.” root cell forms a
first-order header 351 while the “111.B.4.” root cell forms a second-order header 357, and their

linked requirements cells form first-order and second-order bodies 352 and 358 respectively.
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The second-order header 357 may be indented relative to the first-order header 351 by a first
amount and the second-order body 358 may also be indented relative to the first-order body
352 by the same first amount. In embodiments including a third-order group of linked cells, any
third-order header may be indented relative to the second-order header 357 by the same first
amount, but indented relative to the first-order header 351 by a larger second amount. Similarly,
any third-order body may be indented relative to the second-order body 358 by the same first
amount, but indented relative to the first-order body 352 by the larger second amount. The
relative indentation of the headers and/or bodies may represent the hierarchical relationship

between the different groups of link cells generated at block 248.

Similarly, referring to Figure 11, block 250 may include codes directing the processor 110 to
output each group of linked cells retrieved from the “requirement” table portion 391 shown in
Figure 5 in a converted digital text format 440. In the converted text format 440, each root cell
may be outputted as a header 441 and each linkable cell may be outputted as a body 442. In
embodiments where one particular “table” region of interest includes portions categorized as
both the “value” table 390 and the “requirement” table 391, the cell relationship identifier 230
may include codes directing the processor 110 to generate both the converted digital table
format 420 for the portion categorized as the “value” table 390 and the converted digital text

format 440 for the portion categorized as the “requirement” table 391.

Block 250 may, similar to block 240, direct the processor 110 to send each group of linked cells
in the converted digital text format 350 and 440 to an EMIS system such as Intelex or Intelex
ACTS for further processing and analysis. For example, each group of linked cells and the
converted text format 350 and 440 generated using the groups of linked cells may be analysed
using the methods and the systems described in United States patent nos. 10956673 and
11314922, commonly assigned. Block 250 may also, similar to block 240, direct the processor
110 to display each group of linked cells on a user interface to allow a user to easily determine
the requirements of a regulatory content associated with a particular section of the regulatory
content. For example, the user interface may allow a user to select a particular section of the
regulatory content (retrieved from any root cells classified as a “citation” cell for example) to
determine what the requirements associated with that particular section of the regulatory
content are (retrieved from any linked cells or linked sub-cells classified as a “requirement” cell

for example). The cell relationship identifier 230 then ends.
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If at block 232, the cell relationship identifier 230 determines that the plurality of cells belong to
a “other” table, the cell relationship identifier continues to block 254, which includes codes
directing the processor 110 to output the plurality of cells of the “other” table in an original digital
table format generally corresponding to an original format of the “other” table in the image data
of the “table” region of interest. The original digital table format may be based on (a) the cell
classification of each cell or sub-cell and (b) the position information associated with each cell
or sub-cell, which may be the position embedding associated with tokens that are associated
with the cell or sub-cell, the token bounding boxes of the tokens that are associated with the
cell or sub-cell, or the cell bounding box associated with the cell. The cell relationship identifier
230 then ends.

The combination of the table classifier 130, the table processing codes 150, the cell classifier
210 and the cell relationship identifier 230 functions to generate a converted digital data format
output (a linked group of cells in the converted digital table format 340, 410 and 420 or the
converted digital text format 350 and 440 for example) of the words and characters within a
table which is reflective of both (a) the format and physical layout of the table and (b) the
aforementioned words and characters within the table. The converted digital data format output
may allow presentation of the contents of the table in a manner that better assists in a user’s
understanding of the table and may allow a user to choose to display only certain portions of
the table which are relevant for a user. The converted digital data format output may also assist
subsequent computer-based analysis of the contents of the table, as the format and physical
layout of the table is distilled down to a machine-readable linked groups of cells in the converted

digital format.

While specific embodiments have been described and illustrated, such embodiments should
be considered illustrative only and not as limiting the disclosed embodiments as construed in

accordance with the accompanying claims.
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What is claimed is:

A computer-implemented method for extracting data from a table comprising a plurality

of cells, the method comprising:

receiving image data representing a physical layout of the table and words or

characters in the table;

generating a plurality of tokens, each token of the plurality of tokens representing

a semantic unit of the words or characters;

generating at least one language embedding and at least one position embedding
associated with each token of the plurality of tokens, wherein the at least one
language embedding comprises a semantic vector representation of a meaning of
the semantic unit of the each token and the at least one position embedding
comprises a position vector representation of a physical position of the each token

in the physical layout of the table;

associating at least one token of the plurality of tokens with a cell of the plurality

of cells by:

generating a token bounding box for each token of the plurality of tokens,
the token bounding box representing the physical position of the each

token in the physical layout of the table;

generating a cell bounding box for each cell of the plurality of cells, the cell
bounding box representing a physical position of the each cell in the

physical layout of the table; and

associating the token with the cell when a portion of the physical position
represented by the token bounding box of the token overlaps a portion of

the physical position represented by the cell bounding box of the cell;

receiving the plurality of tokens at an input of a cell classifier trained to generate

a cell classification for each cell of the plurality of cells based on the language
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embeddings and the position embeddings of the at least one token associated

with the each cell; and

determining a relationship exists between at least two cells of the plurality of cells
based at least in part on the cell classifications and the position embeddings of

the plurality of tokens.

The computer-implemented method of claim 1, further comprising linearizing tokens of

the plurality of tokens associated with the cell of the plurality of cells.

The computer-implemented method of claim 1 or 2, wherein the at least one position

embedding associated with each token comprises at least one of:
the token bounding box of the each token; and
the cell bounding box of the cell associated with the each token.

The computer-implemented method of any one of claims 1-3, further comprising post-
processing the plurality of cell bounding boxes to merge at least two cell bounding boxes
when the physical position represented by a single token bounding box overlaps the

physical position represented by the at least two cell bounding boxes.

The computer-implemented method of any one of claims 1-4, further comprising
receiving the image data representing the physical layout of the table at an input of a
table classifier trained to generate a table classification for the table based on the image
data, and wherein determining the relationship exists between the at least two cells
further comprises determining the relationship exists between the at least two cells

based at least in part on the table classification.

The computer-implemented method of any one of claim 1-4, further comprising
receiving the cell classifications at an input of a table classifier trained to generate a
table classification for the table based at least in part on the cell classifications, and
wherein determining the relationship exists between the at least two cells further
comprises determining the relationship exists between the at least two cells based at

least in part on the table classification.
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The computer-implemented method of claim 5 or 6, wherein the table classification

comprises at least a value table, a requirement table and an other table.

The computer-implemented method of any one of claims 1-7, further comprising
determining the relationship exists between the at least two cells when position
information associated with a first cell of the at least two cells and position information
associated with a second cell of the at least two cells represents that the first cell and
the second cell are a part of a same or corresponding row and/or are a part of a same

or corresponding column in the physical layout of the table.

The computer-implemented method of claim 8, wherein the position information
associated with a cell comprises the position embedding of the at least one token

associated with the cell.

The computer-implemented method of any one of claims 1-7, further comprising
determining the relationship exists between the at least two cells when the cell
classification associated with a first cell of the at least two cells represents that the first
cell is a linkable cell and the cell classification associated with a second cell of the at

least two cells represents that the second cell is a root cell.

The computer-implemented method of claim 10, wherein the root cell comprises a value
cell and the linkable cell comprises a time span cell, a parameter cell, an equipment
identifier cell, a background cell, a header cell, a unit of measurement cell, a type of
measurement cell, a sample type cell, a protocol identifier cell, and/or a sampling

frequency cell.

The computer-implemented method of claim 10, wherein the root cell comprises a
citation cell and the linkable cell comprises a requirement cell, a header cell and/or a

background cell.
The computer-implemented method of any one of claims 10-12, further comprising:
linking the root cell and the linkable cell to generate a group of linked cells; and

outputting the group of linked cells in a structured machine-readable format.
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The computer-implemented method of any one of claims 1-13, further comprising

capturing the image data of the table.

A system for extracting data from a table comprising a plurality of cells based on image
data representing a physical layout of the table and words or characters in the table, the

system comprising:
a table processor configured to:

generate a plurality of tokens representing the words or characters in the
table;

generate at least one language embedding and at least one position
embedding associated with each token of the plurality of tokens, wherein
the at least one language embedding comprises a semantic vector
representation of a meaning of the words or characters of the each token
and the at least one position embedding comprises a position vector
representation of a physical position of the each token in the physical

layout of the table; and

associate at least one token of the plurality of tokens with a cell of the

plurality of cells by:

generating a token bounding box for each token of the plurality of
tokens, the token bounding box representing the physical position

of the each token in the physical layout of the table;

generating a cell bounding box for each cell of the plurality of cells,
the cell bounding box representing a physical position of the each

cell in the physical layout of the table; and

associating the token with the cell when a portion of the physical
position represented by the token bounding box of the token
overlaps a portion of the physical position represented by the cell

bounding box of the cell;
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a cell classifier configured to receive the plurality of tokens and trained to generate
a cell classification for each cell of the plurality of cells based on the language
embeddings and the position embeddings of the at least one token associated

with the each cell; and

a cell relationship identifier configured to determine a relationship exists between
at least two cells of the plurality cells based at least in part on the cell

classifications and the position embeddings of the plurality of tokens.

The system of claim 15, wherein the table processor is further configured to linearize

tokens of the plurality of tokens associated with the cell of the plurality of cells.

The system of claim 15 or 16, wherein the cell relationship identifier is configured to
determine the relationship exists between the at least two cells when position
information associated with a first cell of the at least two cells and position information
associated with a second cell of the at least two cells represents that the first cell and
the second cell are a part of a same or corresponding row and/or are a part of a same

or corresponding column in the physical layout of the table.

The system of claim 15 or 16, wherein the cell relationship identifier is configured to
determine the relationship exists between the at least two cells when the cell
classification associated with a first cell of the at least two cells represents that the first
cell is a linkable cell and the cell classification associated with a second cell represents

that the second cell is a root cell.

The system of claim 18, wherein the root cell comprises a value cell and the linkable
cell comprises a time span cell, a parameter cell, an equipment identifier cell, a
background cell, a header cell, a unit of measurement cell, a type of measurement cell,

a sample type cell, a protocol identifier cell, and/or a sampling frequency cell.

The system of claim 18, wherein the root cell comprises a citation cell and the linkable

cell comprises a requirement cell, a header cell and/or a background cell.
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! BARCT EMISSIONS LIMITS - BIOMASS FUEL FIRING :

! 303.1 NO, Emissions: Except as provided in Section 113.1, the NO, emissions from any |
290 ~! unit shail not exceed 70 pans per million by volume on a dry basis, a3 determined |
! pursuant to Section 301, corected to twelve percent carbon dioxide (70 ppmvd @ !
i 12% CQ,), when firing on biomass fuels, |
| 3032 CO Emissions: Except as provided in Section 113.1, the CO emissions from any |
: unit shall not exceed 400 parts per million by volume on a dry basis, as determined |
! pursuant to Section 501, cormected to twelve percent carbon dioxide (400 ppmvd B |
! 12% CO;). when firing on biomass fuels. !
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' EMISSION LIMIT - EMERGENCY STANDBY NONGASEOQUS FUEL FIRING

't 304.1 NO, Emissions: The NO, emissions from any unit which normally burns gaseous
! fuel but burns nongaseous fuel only during emergency interruption of gasecus fuel
i supply by the serving utiity shall not excesd 150 parts per million by wolurme on 3 dry
: basis as determined pursuant to Section 501, corrected to three percent oxygen (150
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350
¥ 351 o,

DMRs are dope due monthly and must be postmarked on or before the 20t of the month following
the monitoring monith,

357 > I.B.4.

The DME deadline is extendible by 20 days upon payment of extension fee.

358
1.B.10.

The Permittee must submit an inventory of chemical additives used and documentation of each
additive's concentration determinations and limitations compliance with the December DMR once
authorized discharges have commenced,

ILA.

The Permittee must provide EPA with written notification that the Plan has been developed, or

updated, and implemented at least 180 days prior to commencing any authorized discharges. The
Plan must be kept on site and made available to EPA upon request.

A3k

The permittee must provide EPA with an annual statement that the Plan has been reviewed and
fulfils the requirements set forth in this permit. The statement shall be certified by the dated
signatures of each BMP Committee member. This statement must be submitted to EPA with the
December DMR once authorized discharges have commenced,

The Permittee must provide EPA with written notification that the Plan has been developed, or
updated, and implemented at least 180 days prior to commencing any authorized discharges. The
Plan must be kept on site and made available to EPA upon request

NL.G.I and ILH.

The Permittee must report certain oocurrences of noncompliance by telephone within 24 howrs
from the time the Permittee becomes aware of the circumstances,

V8

The application must be submitted at least 180 days before the expiration date of the permit.

V.B.1

The application deadline is extendible for 180 days upon payment of extension fee.

FIG. 10
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426
420
value Parameter Unit of Type of Protocol ID
Measurement | Measurement <« 424
9 pH SU Minimum _
Permit Limit
6 pH SU Limit TOGS1.3.3 \
«~_422
6.79 pH SuU Ambient Bkgd _ /
Conc.
15.2 Temperature °C Daily Max TOGS 1.3.3
441
2 442 440
/

General Notes:

/

Existing discharge data from 2014 to 5/6{2019 was obtained from the application provided by
the permittee. Ambient background datajwas collected as part of the application including a
hardness of 29.3 mg/L, temperature of 12.1 °C, and mH of 5.7. If seasonal limits apply, Summer
is defined as June 1st through October B1st and Winter is defined as November 1st through

May 31st.

Narrative (Non-Trout):

The water temperature at the surface of a stream shall not be raised to more than 90F at any
point and ... shall not be raised or lowered to more than 5F over the temperature that existed
before the addition (704.2)

Date Regue/Date Received 2023-08-29
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