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INDEXLESS LOGICAL-TO-PHYSICAL
TRANSLATION TABLE

FIELD

[0001] This application relates generally to data storage
devices, and more particularly, to a data storage controller
that implements an indexless (or near-indexless) logical to
physical translation table to improve storage space usage
and write amplification in data storage devices.

BACKGROUND

[0002] Generally, solid state drives (SSDs) that use
dynamic random-access memory (DRAM) to cache a logical
to physical translation table (L2PTT) in memory usually
write dirty L2PTT pages to NAND. Some designs use a
second level table (for example, a L2P directory) to track
NAND location of the L2PTT pages. NAND location is
tracked for restoring L2PTT pages after a power cycle. The
L2PTT is also used during garbage collection of blocks that
contain L2PTT. Some disadvantages with this approach
include the amount of DRAM required for storing the
second level table if the L2PTT is written in smaller pages
and write amplification caused by the second level table (for
example, 4K chunks of L2PTT needs DRAM in the ratio of
1:1000). L2PTT with larger pages may be used to reduce the
DRAM footprint. However, using larger L2PTT pages
results in increased write amplification caused by the L2PTT
itself. For example, 32 KB L2PTT chunks result in 32K of
flash write in addition to the 4K flash write of host data.

[0003] Conventional approaches involve constructing and
maintaining single- or multi-level L2PTT index data struc-
tures that are used primarily (assuming L2PTT fully resi-
dents in RAM) during SSD initialization time. This conven-
tional design has difficulties scaling to small L2PTT page
sizes, which may be beneficial to lowering write amplifica-
tion. The difficulties show as a massive amount of RAM
dedicated to L2PTT index storage, which is inherent to
single-level index design, or, in cases of multi-level index
design, excessive firmware complexity as a result of “recur-
sive” propagation of an index update across all of its levels,
where write amplification is negatively impacted compared
to single-level index design.

SUMMARY

[0004] To solve these and other problems, the embodi-
ments described herein provide an indexless (or near-index-
less) logical-to-physical translation table (L2PTT) that
improves storage space usage and write amplification in data
storage devices. The indexless L2PTT of the present disclo-
sure is considered “indexless” because the indexless L2PTT
of'the present disclosure does not require a full L2PTT index
stored in DRAM along with the indexless L2PTT of the
present disclosure. Additionally, the L2PTT of the present
disclosure may also be considered “near-indexless” because
the L2PTT of the present disclosure may also use an L2PTT
index that is significantly smaller than conventional L2PTT
indexes, which provides space-saving in DRAM, although
not as much as an indexless L2PTT.

[0005] In particular, the embodiments described herein
provides a data storage controller including an indexless (or
near-indexless) L2PTT with a mapping unit staging page
stored in flash memory. The mapping unit staging page as
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described herein reduces or eliminates the need for an
L2PTT index to be stored in DRAM along with a L2PTT.
[0006] Additionally, the present disclosure also introduces
a mapping unit page location index. While the mapping unit
page location index is an “index™ that is initialized and
stored in DRAM, the mapping unit page location index is
not a L2PTT index (and the indexless L2PTT may truly be
“indexless” with respect to indices in DRAM) and is smaller
than a L2PTT index because the mapping unit page location
index does not index full flash block addresses.

[0007] One embodiment of the present disclosure includes
a data storage device. The data storage device including a
memory, a data storage controller, and a bus. The memory
including a mapping unit staging page that includes a
plurality of mapping unit pages and a mapping unit page
directory. The data storage controller including a data stor-
age controller memory and coupled to the memory, the data
storage controller memory including an indexless logical-
to-physical translation table (L2PTT). The bus for transfer-
ring data between the data storage controller and a host
device in communication with the data storage controller.
The data storage controller is configured to perform one or
more memory operations with the indexless L2PTT.
[0008] Another embodiment of the present disclosure
includes a method. The method includes generating, with a
data storage controller, an indexless logical-to-physical
translation table (L2PTT) in a data storage controller
memory of the data storage controller. The method includes
staging, with the data storage controller, a mapping unit
staging page based on the indexless L2PTT in a memory, the
mapping unit staging page including a plurality of mapping
unit pages and a mapping unit page directory. The method
also includes performing, with the data storage controller,
one or more memory operations with the indexless L2PTT.
[0009] Yet another embodiment of the present disclosure
includes an apparatus. The apparatus includes means for
generating an indexless logical-to-physical translation table
(L2PTT) in a data storage controller memory of the data
storage controller. The apparatus includes staging a mapping
unit staging page based on the indexless L2PTT in a
memory, the mapping unit staging page including a plurality
of mapping unit pages and a mapping unit page directory.
The apparatus also includes performing one or more
memory operations with the indexless L2PTT.

[0010] Various aspects of the present disclosure provide
for improvements data storage devices. The present disclo-
sure can be embodied in various forms, including hardware
or circuits controlled by software, firmware, or a combina-
tion thereof. The foregoing summary is intended solely to
give a general idea of various aspects of the present disclo-
sure and does not limit the scope of the present disclosure in
any way.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1 is block diagram of a system including a
data storage device and a host device, in accordance with
some embodiments of the disclosure.

[0012] FIG. 2 is a table illustrating an example structure of
a single mapping unit staging page, accordance with some
embodiments of the present disclosure.

[0013] FIG. 3 is a table illustrating an example mapping
unit page location index, in accordance with some embodi-
ments of the present disclosure.



US 2023/0367707 Al

[0014] FIG. 4 is a flowchart illustrating a method of
initializing the data storage device of FIG. 1, in accordance
with some embodiments of the present disclosure.

[0015] FIG. 5 is a flowchart illustrating a method of
staging a mapping unit staging page for the data storage
device of FIG. 1, in accordance with some embodiments of
the present disclosure.

[0016] FIG. 6 is a flowchart illustrating a method of
compaction for the data storage device of FIG. 1, in accor-
dance with some embodiments of the present disclosure.
[0017] FIG. 7 is a flowchart illustrating a method of serial
initialization for the data storage device of FIG. 1 after a
graceful shutdown, in accordance with some embodiments
of the present disclosure.

[0018] FIG. 8 is a flowchart illustrating a method of
parallel initialization for the data storage device of FIG. 1
after a graceful shutdown, in accordance with some embodi-
ments of the present disclosure.

DETAILED DESCRIPTION

[0019] In the following description, numerous details are
set forth, such as data storage device configurations, con-
troller operations, and the like, in order to provide an
understanding of one or more aspects of the present disclo-
sure. It will be readily apparent to one skilled in the art that
these specific details are merely exemplary and not intended
to limit the scope of this application. In particular, the
functions associated with the data storage controller can be
performed by hardware (for example, analog or digital
circuits), a combination of hardware and software (for
example, program code or firmware stored in a non-transi-
tory computer-readable medium that is executed by a pro-
cessor or control circuitry), or any other suitable means. The
following description is intended solely to give a general
idea of various aspects of the present disclosure and does not
limit the scope of the disclosure in any way. Furthermore, it
will be apparent to those of skill in the art that, although the
present disclosure refers to NAND flash, the concepts dis-
cussed herein are applicable to other types of solid-state
memory, such as NOR, PCM (“Phase Change Memory”),
ReRAM, MRAM, etc.

[0020] FIG. 1 is block diagram of a system including a
data storage device and a host device, in accordance with
some embodiments of the disclosure. In the example of FIG.
1, the system 100 includes a data storage device 102 and a
host device 150. The data storage device 102 includes a
controller 120 (referred to hereinafter as “data storage
device controller”) and a memory 104 (e.g., non-volatile
memory) that is coupled to the data storage device controller
120.

[0021] One example of the structural and functional fea-
tures provided by the data storage device controller 120 are
illustrated in FIG. 1 in a simplified form. One skilled in the
art would also recognize that the data storage device con-
troller 120 may include additional modules or components
other than those specifically illustrated in FIG. 1. Addition-
ally, although the data storage device 102 is illustrated in
FIG. 1 as including the data storage device controller 120, in
other implementations, the data storage device controller
120 is instead located separate from the data storage device
102. As a result, operations that would normally be per-
formed by the data storage device controller 120 described
herein may be performed by another device that connects to
the data storage device 102.
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[0022] The data storage device 102 and the host device
150 may be operationally coupled via a connection (e.g., a
communication path 110), such as a bus or a wireless
connection. In some examples, the data storage device 102
may be embedded within the host device 150. Alternatively,
in other examples, the data storage device 102 may be
removable from the host device 150 (i.e., “removably”
coupled to the host device 150). As an example, the data
storage device 102 may be removably coupled to the host
device 150 in accordance with a removable universal serial
bus (USB) configuration. In some implementations, the data
storage device 102 may include or correspond to a solid state
drive (SSD), which may be used as an embedded storage
drive (e.g., a mobile embedded storage drive), an enterprise
storage drive (ESD), a client storage device, or a cloud
storage drive, or other suitable storage drives.

[0023] The data storage device 102 may be configured to
be coupled to the host device 150 via the communication
path 110, such as a wired communication path and/or a
wireless communication path. For example, the data storage
device 102 may include an interface 108 (e.g., a host
interface) that enables communication via the communica-
tion path 110 between the data storage device 102 and the
host device 150, such as when the interface 108 is commu-
nicatively coupled to the host device 150.

[0024] The host device 150 may include an electronic
processor and a memory. The memory may be configured to
store data and/or instructions that may be executable by the
electronic processor. The memory may be a single memory
or may include one or more memories, such as one or more
non-volatile memories, one or more volatile memories, or a
combination thereof. The host device 150 may issue one or
more commands to the data storage device 102, such as one
or more requests to erase data at, read data from, or write
data to the memory 104 of the data storage device 102.
Additionally, the host device 150 may issue one or more
vendor specific commands to the data storage device 102 to
notify and/or configure the data storage device 102. For
example, the host device 150 may be configured to provide
data, such as user data 132, to be stored at the memory 104
or to request data to be read from the memory 104. The host
device 150 may include a mobile smartphone, a music
player, a video player, a gaming console, an electronic book
reader, a personal digital assistant (PDA), a computer, such
as a laptop computer or notebook computer, any combina-
tion thereof, or other suitable electronic device.

[0025] The host device 150 communicates via a memory
interface that enables reading from the memory 104 and
writing to the memory 104. In some examples, the host
device 150 may operate in compliance with an industry
specification, a Secure Digital (SD) Host Controller speci-
fication, or other suitable industry specification. The host
device 150 may also communicate with the memory 104 in
accordance with any other suitable communication protocol.
[0026] The memory 104 of the data storage device 102
may include a non-volatile memory (e.g., NAND, 3D
NAND family of memories, or other suitable memory). In
some examples, the memory 104 may be any type of flash
memory. For example, the memory 104 may be two-dimen-
sional (2D) memory or three-dimensional (3D) flash
memory. The memory 104 may include one or more
memory dies 103. Each of the one or more memory dies 103
may include one or more blocks (e.g., one or more erase
blocks). Each block may include one or more groups of
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storage elements, such as a representative group of storage
elements 107A-107N. The group of storage elements 107A-
107N may be configured as a word line. The group of
storage elements 107 may include multiple storage ele-
ments, such as a representative storage elements 109A and
109N, respectively.

[0027] The memory 104 may include support circuitry,
such as read/write circuitry 140, to support operation of the
one or more memory dies 103. Although depicted as a single
component, the read/write circuitry 140 may be divided into
separate components of the memory 104, such as read
circuitry and write circuitry. The read/write circuitry 140
may be external to the one or more memory dies 103 of the
memory 104. Alternatively, one or more individual memory
dies may include corresponding read/write circuitry that is
operable to read from and/or write to storage elements
within the individual memory die independent of any other
read and/or write operations at any of the other memory dies.
The memory 104 may also include a list of L2PTT flash
blocks 141 and a mapping unit staging page 142 as described
in greater detail below.

[0028] The data storage device 102 includes the data
storage device controller 120 coupled to the memory 104
(e.g., the one or more memory dies 103) via a bus 106, an
interface (e.g., interface circuitry), another structure, or a
combination thereof. For example, the bus 106 may include
multiple distinct channels to enable the data storage device
controller 120 to communicate with each of the one or more
memory dies 103 in parallel with, and independently of,
communication with the other memory dies 103. In some
implementations, the memory 104 may be a flash memory.
[0029] The data storage device controller 120 is config-
ured to receive data and instructions from the host device
150 and to send data to the host device 150. For example, the
data storage device controller 120 may send data to the host
device 150 via the interface 108, and the data storage device
controller 120 may receive data from the host device 150 via
the interface 108. The data storage device controller 120 is
configured to send data and commands (e.g., the memory
operation 136) to the memory 104 and to receive data from
the memory 104. For example, the data storage device
controller 120 is configured to send data and a write com-
mand to cause the memory 104 to store data to a specified
address of the memory 104. The write command may
specify a physical address of a portion of the memory 104
(e.g., a physical address of a word line of the memory 104)
that is to store the data.

[0030] The data storage device controller 120 is config-
ured to send a read command to the memory 104 to access
data from a specified address of the memory 104. The read
command may specify the physical address of a region of the
memory 104 (e.g., a physical address of a word line of the
memory 104). The data storage device controller 120 may
also be configured to send data and commands to the
memory 104 associated with background scanning opera-
tions, garbage collection operations, and/or wear-leveling
operations, or other suitable memory operations.

[0031] The data storage device controller 120 may include
a memory 124 (for example, a random access memory
(“RAM”), a read-only memory (“ROM”), a non-transitory
computer readable medium, or a combination thereof), an
error correction code (ECC) engine 126, and an electronic
processor 128 (for example, a microprocessor, a microcon-
troller, a field-programmable gate array (“FPGA”) semicon-
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ductor, an application specific integrated circuit (“ASIC”),
or another suitable programmable device). The memory 124
stores data and/or instructions that may be executable by the
electronic processor 128. In particular, the memory 124
stores a mapping unit staging page scheme 129, a mapping
unit page location index 130, and an indexless logical-to-
physical translation table (L2PTT) 131 as described in
greater detail below.

[0032] Additionally, although the data storage device con-
troller 120 is illustrated in FIG. 1 as including the memory
124, in other implementations, some or all of the memory
124 is instead located separate from the data storage device
controller 120 and executable by the electronic processor
128 or a different electronic processor that is external to the
data storage device controller 120 and/or the data storage
device 102. For example, the memory 124 may be dynamic
random-access memory (DRAM) that is separate and dis-
tinct from the data storage device controller 120. As a result,
operations that would normally be performed solely by the
data storage device controller 120 described herein may be
performed by the following: 1) the electronic processor 128
and different memory that is internal to the data storage
device 102, 2) the electronic processor 128 and different
memory that is external to the data storage device 102, 3) a
different electronic processor that is external to the data
storage device controller 120 and in communication with
memory of the data storage device 102, and 4) a different
electronic processor that is external to the data storage
device controller 120 and in communication with memory
that is external to the data storage device 102.

[0033] The data storage device controller 120 may send
the memory operation 136 (e.g., a read command) to the
memory 104 to cause the read/write circuitry 140 to sense
data stored in a storage element. For example, the data
storage device controller 120 may send the read command to
the memory 104 in response to receiving a request for read
access from the host device 150.

[0034] FIG. 2 is a table illustrating an example structure of
a single mapping unit staging page 200, accordance with
some embodiments of the present disclosure. The mapping
unit staging page 200 of FIG. 2 corresponds to the mapping
unit staging page 141 of FIG. 1 and is created by the
mapping unit staging page scheme 129.

[0035] The mapping unit staging page 200 is a control
page stored in flash blocks (e.g., flash blocks of the memory
104) dedicated for Logical to Physical Translation Table
(L2PTT) storage. As illustrated in FIG. 2, each row from 0
to 112 holds a single mapping unit page (represented in FI1G.
2 by reference numeral 205). In the illustrated example, the
mapping unit staging page 200 includes a composition of
eight mapping unit pages 205, where each mapping unit
page 205 is associated with a flash block location of logi-
cally sequential host data mapping units. A single mapping
unit page is a composition of eight (in this example of FIG.
2) flash block locations of logically sequential host data
mapping units. Each host data mapping unit is associated
with a certain 4K (or a multiple of 4K) host data chunk.
[0036] Following the example illustrated in FIG. 2, the
flash block location of host logical block address (LBA)
(assuming [LBA size is 512 B and Host Data Mapping Unit
size is 4K) will be in mapping unit page with Index 2 in
offset 4. Specifically, FIG. 2 shows an example of first
mapping unit staging page for a sequentially preconditioned
storage device, where LBA 160 resides in mapping unit page
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index 2 (i.e., 160/(8 sectors_per_ HDMU*8 FlashAddress-
es_per_MUP)=2). According to how the mapping unit stag-
ing page is initialized, mapping unit page with index 2 is
located row 2, and the actual FlashAddress of LBA 160 is
located in row 2 column 4.

[0037] As further illustrated in FIG. 2, each row from 113
to the last row holds a mapping unit page directory (repre-
sented in FIG. 2 by reference numeral 220) that is initialized
with mapping unit page indices of mapping unit pages 205
stored in rows 0 to 112.

[0038] Apart from the indexless L2PTT (e.g., the index-
less L2PTT 131), which may be a flat-table in DRAM
holding flash block locations of every host data mapping
unit, there may be an additional data structure in DRAM of
the data storage device 102. This additional data structure is
referred to herein as “a mapping unit page location index.”
In some embodiments, the mapping unit page location index
serves a purpose of tracking current locations of every single
mapping unit page.

[0039] FIG. 3 is a table illustrating an example mapping
unit page location index 300, in accordance with some
embodiments of the present disclosure. The mapping unit
page location index 300 corresponds to the mapping unit
page location index 130 of FIG. 1. In some examples, the
mapping unit page location index 300 is not saved in flash
memory and is reconstructed by the mapping unit staging
page scheme 129 during initialization of the data storage
device 102.

[0040] Unlike typical L2PTT indices that track locations
of every mapping unit page using full flash block addresses,
the mapping unit page location index 300 indexes all map-
ping unit pages to one of a plurality of flash blocks. The
plurality of flash blocks are stored in a list of flash blocks
dedicated for L2PTT storage is used (represented in FIG. 3
by reference numeral 305). The list of flash blocks 305
corresponds to the list of L2PTT flash blocks 141 of FIG. 1.
[0041] The mapping unit page location index 300 requires
less space in RAM than typical L2PTT indices because the
full flash block address usually requires 32 bits or more in
comparison to the mapping unit page location index 300
with, for example, seven flash blocks in a list (represented in
FIG. 3 by reference numeral 305). In some embodiments,
the mapping unit page location index 300 uses 3 bits with
one “special value” reserved for tracking fully invalidated
mapping unit pages (for example, an invalidated mapping
unit page may be invalidated “from inside,” which will not
require external tracking), as illustrated in FIG. 3.

[0042] As described above, the embodiments described
herein implements an indexless (or near-indexless) L2PTT
(e.g., the indexless L2PTT 131) via performance of a L2PTT
update operation, a closed L2PTT flash block compaction
operation, a L2PTT initialization operation after a graceful
shutdown, or a combination thereof using the mapping unit
staging page 200.

[0043] FIG. 4 is a flowchart illustrating a method 400 of
initializing the data storage device 102 of FIG. 1, in accor-
dance with some embodiments of the present disclosure. The
method 400 includes generating, with a data storage con-
troller, an indexless logical-to-physical translation table
(L2PTT) in a data storage controller memory of the data
storage controller (at block 405).

[0044] The indexless L2PTT and the typical L2PTT are
both arrays that store the flash addresses of every single host
mapping unit of the data storage device. The offset in both
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arrays is the host mapping unit identifier (e.g., a logical
block address (LBA)). However, the way the indexless
L2PTT is serialized into flash is different from the typical
L2PTT because the serialization is via Mapping Unit Stag-
ing Pages. Additionally, the housekeeping algorithm uses the
Mapping Unit Page Location Index (RAM-only), which is
small in size relative to the typical LS2PTT.

[0045] The method 400 includes staging, with the data
storage controller, a mapping unit staging page based on the
indexless L2PTT in a memory, the mapping unit staging
page including a plurality of mapping unit pages and a
mapping unit page directory (at block 410). The staging of
the mapping unit staging page is described in greater detail
below with respect to FIG. 4

[0046] The method 400 also includes performing, with the
data storage controller, one or more memory operations with
the indexless L2PTT (at block 415). The one or more
memory operations are described in greater detail below
with respect to FIGS. 5-8.

[0047] For example, FIG. 5 is a flowchart illustrating a
method of staging a mapping unit staging page for the data
storage device 102 of FIG. 1, in accordance with some
embodiments of the present disclosure. In some embodi-
ments, the method 500 of FIG. 5 illustrates a process of
creating a mapping unit staging page (for example, the
mapping unit staging page 142 of FIG. 1 and the mapping
unit staging page 200 of FIG. 2) according to some embodi-
ments (for example, adding a dirty mapping unit page). FI1G.
5 is described with respect to FIGS. 1-3.

[0048] As illustrated in FIG. 5, the method 500 includes
the data storage controller 120 identifying a free slot in a
mapping unit staging page (at block 505). In some embodi-
ments, a previously utilized slot holding the same mapping
unit page may be identified and reused such as when
repeated updates occur for the same mapping unit page.
[0049] After identifying a free slot in the mapping unit
staging page (at block 505), the data storage controller 120
copies the mapping unit page from the indexless L2PTT 131
(stored in DRAM) to the identified slot in the mapping unit
staging page 200 (at block 510). The data storage controller
120 then records the mapping unit page index of the copied
mapping unit page in mapping unit page directory 210 (at
block 515). In some embodiments, the data storage control-
ler 120 records the mapping unit page index of the copied
mapping unit page in a corresponding part of the mapping
unit staging page.

[0050] Additionally, in some examples, the method 500
may include the data storage controller 120 updating a
location of the dirty mapping unit page in the mapping unit
page location index 300. For example, the data storage
controller 120 updates the location by saving a relative index
of currently write-open control flash block in a list of flash
blocks dedicated for L2PTT storage. In some embodiments,
when a last slot in the mapping unit staging page 200 is
occupied, the data storage controller 120 dispatches the
mapping unit staging page 200 for a write to write-open flash
block.

[0051] FIG. 6 is a flowchart illustrating a method 600 of
compaction for the data storage device 102, in accordance
with some embodiments of the present disclosure. FIG. 6 is
described with respect to FIGS. 1-3.

[0052] In some embodiments, the method 600 of FIG. 6
illustrates a process of performing L.2PTT flash block com-
paction (for example, a closed L2PTT flash block compac-
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tion operation) according to some embodiments. As illus-
trated in FIG. 6, the method 600 includes the data storage
controller 120 determining, using the mapping unit page
location index 300, one or more mapping unit pages (as a set
of mapping unit pages) (at block 605). In some embodi-
ments, the set of mapping unit pages includes mapping unit
page(s) that remain valid in source compaction flash block.
In some embodiments, hardware acceleration may be ben-
eficial to process the mapping unit page location index data
structure.

[0053] Additionally, the method 600 includes the data
storage controller 120 storing each mapping unit page
included in the set of mapping unit pages into the mapping
unit staging page 200 (at block 610), as described above
with respect to the method 500. As noted above, the index-
less L2PTT 131 is stored in DRAM of the SSD controller
(for example, the data storage controller 120). Accordingly,
no reads from source compaction flash block are necessary.
[0054] As noted above, in some embodiments, the data
storage controller 120 may also perform a L2PTT initial-
ization operation. In some embodiments, the indexless
L2PTT initialization operation is a serial initialization opera-
tion. For example, FIG. 7 is a flowchart illustrating a method
700 of serial initialization of the indexless L2PTT after a
graceful shutdown, in accordance with some embodiments
of the present disclosure. FIG. 7 is described with respect to
FIGS. 1-3.

[0055] As illustrated in FIG. 7, the method 700 includes
the data storage controller 120 reading a most recently
opened flash block from a last programmed page of the most
recently open flash block to a first page (at block 705). For
each mapping unit staging page read, the data storage
controller 120 uses a corresponding mapping unit page
directory 210 to determine what mapping unit pages 205 are
staged in each mapping unit staging page 200 (at block 710).
In some embodiments, the mapping unit page directory 210
is processed in reverse order (starting from the last record in
the mapping unit page directory). Alternatively, in some
embodiments, the mapping unit page directory 210 is not
processed in reverse order, such as when each staged map-
ping unit page 205 has a single presence in the mapping unit
staging page 200.

[0056] For each mapping unit page index in the mapping
unit page directory 210, the data storage controller 120
determines whether a record (for a corresponding mapping
unit page index) in the mapping unit page location index 300
has been initialized (at block 715). When a record is already
initialized, no further work with this mapping unit page is
required and the data storage controller 120 may proceed to
the next record in the mapping unit page directory 210. In
some embodiments, instead of directly using the mapping
unit page location index 300 (stored in DRAM due to its
size) for determinizing the initialization state, firmware,
hardware, or a combination thereof may use a bit-array
allocated in transient SRAM.

[0057] When a record is not initialized, the data storage
controller 120 initializes the record in the mapping unit page
location index 300 with a relative index of a corresponding
flash block in a list of flash blocks dedicated for L2PTT
storage (at block 720). After initializing the record, the data
storage controller 120 copies the content of the mapping unit
page from a location in the mapping unit staging page 200
to a corresponding location in the indexless L2PTT 131 in
DRAM (at block 725).
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[0058] Once all of the mapping unit pages 205 are initial-
ized, the initialization of the indexless L2PTT 131 is con-
sidered completed. However, in some embodiments, when
all the mapping unit pages 205 currently being initialized
from flash blocks have been processed but the indexless
L2PTT initialization is not yet completed, initialization is
switched to a previous open flash block from a list of flash
blocks dedicated for L2PTT storage. In some embodiments,
all flash blocks dedicated for L2PTT storage need to be
initialized (for example, a read in full situation). For
example, a case where all the mapping unit staging page
buffers read require processing. In such embodiments, the
initialization process (for example, method 700) may be
performed with the assistance of hardware acceleration.
[0059] In some embodiments, the indexless L2PTT ini-
tialization operation is performed as a parallel initialization
operation. For example, FIG. 8 is a flowchart illustrating a
method 800 of parallel initialization of the indexless L2PTT
after a graceful shutdown, in accordance with some embodi-
ments of the present disclosure. FIG. 8 is described with
respect to FIGS. 1-3.

[0060] As illustrated in FIG. 8, the method 800 includes
the data storage controller 120 reading one (or a segment of
one where extra levels of parallelism are beneficial) open
flash block from the last programmed page of the open flash
block to the first page (at block 805). For every mapping unit
staging page 200 read, the data storage controller 120
determines, using a corresponding mapping unit page direc-
tory 210, what mapping unit pages 205 are staged in the
corresponding mapping unit staging page 200 (at block
810).

[0061] In some embodiments, the mapping unit page
directory 210 is processed in reverse order (starting from the
last record in the mapping unit page directory 210). Alter-
natively, in some embodiments, the mapping unit page
directory 210 is not processed in reverse order, such as when
each staged mapping unit page 205 has a single presence in
the mapping unit staging page 200. For each mapping unit
page index included in the mapping unit page directory 210,
the data storage controller 120 determines whether a record
(for a corresponding mapping unit page) in the mapping unit
page location index 300 has been initialized (at block 815).
[0062] When a record is already initialized, the data stor-
age controller 120 compares the flash block location of the
mapping unit page being processed with the flash block
location saved in an auxiliary initialization time only flat
array (for example, as an auxiliary data structure) storing the
latest flash block locations of every single mapping unit
page (at block 820).

[0063] When the flash block location of the mapping unit
page being processed was written before the flash block
location saved in the auxiliary data structure, no further
work with this mapping unit page is required and the method
800 (for example, the data storage controller 120) moves to
the next mapping unit page in the mapping unit page
directory 210. When the flash block location of the mapping
unit page being processed was written after the flash block
location saved in the auxiliary data structure, the data
storage controller 120 considers the mapping unit page as
uninitialized. In some embodiments, instead of directly
using the mapping unit page location index 300 (stored in
DRAM due to its size) for determinizing the initialization
state, firmware, hardware, or a combination thereof may use
a bit-array allocated in transient SRAM.
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[0064] When a mapping unit page is considered uninitial-
ized, the data storage controller 120 initializes its record in
the mapping unit page location index 300 with a relative
index of this flash block in a list of flash blocks dedicated for
L2PTT storage 141 (at block 825). Additionally, the data
storage controller 120 may save the flash block location of
the mapping unit page being processed in the auxiliary data
structure (at block 830).

[0065] As illustrated in FIG. 8, the method 800 also
includes copying the content of the mapping unit page from
its location in the mapping unit staging page 200 to its
location in the indexless L2PTT 131 in DRAM (at block
835). When all of the mapping unit pages 205 are initialized,
the indexless L2PTT initialization cannot be considered
complete until all flash blocks dedicated for L2PTT storage
are processed in full. The parallel version of the initialization
process addresses scaling concerns, as described in greater
detail above.

[0066] The Abstract is provided to allow the reader to
quickly ascertain the nature of the technical disclosure. It is
submitted with the understanding that it will not be used to
interpret or limit the scope or meaning of the claims. In
addition, in the foregoing Detailed Description, it can be
seen that various features are grouped together in various
embodiments for the purpose of streamlining the disclosure.
This method of disclosure is not to be interpreted as reflect-
ing an intention that the claimed embodiments require more
features than are expressly recited in each claim. Rather, as
the following claims reflect, inventive subject matter lies in
less than all features of a single disclosed embodiment.
Thus, the following claims are hereby incorporated into the
Detailed Description, with each claim standing on its own as
a separately claimed subject matter.

1. A data storage device comprising:

a memory including a mapping unit staging page that
includes 1) plurality of mapping unit pages and ii) a
mapping unit page directory;

a data storage controller including a data storage control-
ler memory, data storage controller coupled to the
memory, and the data storage controller memory
including an indexless logical-to-physical translation
table (L2PTT); and

a bus for transferring data between the data storage
controller and a host device in communication with the
data storage controller,

wherein the data storage controller is configured to per-
form one or more memory operations with the index-
less L2PTT.

2. The data storage device of claim 1, wherein the one or
more memory operations include at least one of:

an indexless L2PTT update operation,

a closed indexless L2PTT flash block compaction opera-

tion, or

an indexless L2PTT initialization operation after a grace-

ful shutdown.

3. The data storage device of claim 2, wherein the
indexless L2PTT update operation is an operation to pro-
gram an updated mapping unit page to a write-open flash
block.

4. The data storage device of claim 2, wherein the
indexless L2PTT update operation includes:
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identifying a free slot in the mapping unit staging page,

copying a mapping unit page from the indexless L2PTT

to the identified free slot in the mapping unit staging
page, and

recording a mapping unit page index, associated with the

copied mapping unit page, in the mapping unit page
directory in the mapping unit staging page.

5. The data storage device of claim 2, wherein the closed
indexless L2PTT flash block compaction operation includes
i) programming, at least one component of the indexless
L2PTT that is still valid in source compaction flash block, to
a destination flash block and ii) performing source flash
block recycling.

6. The data storage device of claim 2, wherein the closed
indexless L2PTT flash block compaction operation includes
the data storage controller configured to:

determine, with a mapping unit page location index, a set

of mapping unit pages, wherein each mapping unit
page, included in the set of mapping unit pages, is
valid, and

store the each mapping unit page, included in the set of

mapping unit pages, into the mapping unit staging
page.

7. The data storage device of claim 2, wherein the
indexless L2PTT initialization operation is a serial initial-
ization operation.

8. The data storage device of claim 7, wherein the
memory includes a list of flash blocks dedicated for L2PTT
storage, wherein the data storage controller memory further
includes a mapping unit page location index, and wherein
the serial initialization operation includes the data storage
controller configured to:

determine, with the mapping unit page directory, a set of

mapping unit pages staged in the mapping unit staging
page,

process the mapping unit page directory, and

for each mapping unit page index included in the mapping

unit page directory,

determine whether a record in the mapping unit page
location index has been initialized,

when the record in the mapping unit page location
index has not been initialized, initialize the record, in
the mapping unit page location index, with a relative
index of a corresponding flash block in the list of
flash blocks dedicated for L2PTT storage, and

copy content of a mapping unit page from a location of
the mapping unit page, in the mapping unit staging
page, to a corresponding location in the indexless
L2PTT.

9. The data storage device of claim 2, wherein the
indexless L2PTT initialization operation is a parallel initial-
ization operation.

10. The data storage device of claim 9, wherein the
memory includes a list of flash blocks dedicated for L2PTT
storage, wherein the data storage controller memory further
includes a mapping unit page location index, and wherein
the parallel initialization operation includes the data storage
controller configured to:

determine, using the mapping unit page directory, a set of

mapping unit pages from the plurality of mapping unit
pages that are staged in the mapping unit staging page,
process the mapping unit page directory, and

for each mapping unit page index included in the mapping

unit page directory,
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determine whether a record in the mapping unit page
location index has been initialized,
when the record in the mapping unit page location
index has been initialized, compare a first flash block
location of a mapping unit page being processed with
a second flash block location saved in an auxiliary
data structure storing latest flash block locations of
each mapping unit page to determine whether the
mapping unit page has been initialized,
when the mapping unit page has not been initialized,
initialize the record, in the mapping unit page loca-
tion index, with a relative index of a correspond-
ing flash block in the list of flash blocks dedicated
for L2PTT storage, and

save, in the auxiliary data structure, the first flash block
location of the mapping unit page being processed,
and

copy content of the mapping unit page from a location
of'the mapping unit page, in the mapping unit staging
page, to a corresponding location in the indexless
L2PTT.

11. The data storage device of claim 10, wherein the data
storage controller is configured to determine that the map-
ping unit page is uninitialized when the first flash block
location, of the mapping unit page being processed, was
written after the second flash block location was saved in the
auxiliary data structure.

12. The data storage device of claim 10, wherein the data
storage controller is configured to determine that the map-
ping unit page is initialized when the first flash block
location, of the mapping unit page being processed, was
written before the second flash block location was saved in
the auxiliary data structure.

13. A method comprising:

generating, with a data storage controller, an indexless

logical-to-physical translation table (L2PTT) in a data
storage controller memory of the data storage control-
ler;

staging, with the data storage controller, a mapping unit

staging page, based on the indexless L2PTT, in a
memory, the mapping unit staging page including a
plurality of mapping unit pages and a mapping unit
page directory; and

performing, with the data storage controller, one or more

memory operations with the indexless L2PTT.

14. The method of claim 13, wherein the one or more
memory operations is a L2PTT update operation that
includes

identifying a free slot in the mapping unit staging page,

copying a mapping unit page from the indexless L2PTT

to the identified free slot in the mapping unit staging
page, and

recording a mapping unit page index associated with the

copied mapping unit page, in the mapping unit page
directory in the mapping unit staging page.

15. The method of claim 13, wherein the one or more
memory operations is a closed L2PTT flash block compac-
tion operation includes

determining, with the data storage controller and a map-

ping unit page location index, a set of mapping unit
pages, wherein each mapping unit page, included in the
set of mapping unit pages, is valid, and
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storing the each mapping unit page, included in the set of
mapping unit pages, into the mapping unit staging
page.

16. The method of claim 13, wherein the one or more
memory operations is a L2PTT initialization operation that
includes performing a serial initialization operation.

17. The method of claim 16, wherein the memory includes
a list of flash blocks dedicated for L2PTT storage, wherein
the data storage controller memory further includes a map-
ping unit page location index, and wherein the serial initial-
ization operation includes

determining, using the mapping unit page directory, a set

of mapping unit pages staged in the mapping unit
staging page,

processing the mapping unit page directory, and

for each mapping unit page index included in the mapping

unit page directory,

determine whether a record in the mapping unit page
location index has been initialized,

when the record in the mapping unit page location
index has not been initialized, initialize the record, in
the mapping unit page location index, with a relative
index of a corresponding flash block in the list of
flash blocks dedicated for L2PTT storage, and

copy content of a mapping unit page from a location of
the mapping unit page, in the mapping unit staging
page, to a corresponding location in the indexless
L2PTT.

18. The method of claim 13, wherein the one or more
memory operations is a L2PTT initialization operation that
includes performing a parallel initialization operation.

19. The method of claim 18, wherein the memory includes
a list of flash blocks dedicated for L2PTT storage, wherein
the data storage controller memory further includes a map-
ping unit page location index, and wherein the parallel
initialization operation includes

determining, using the mapping unit page directory, a set

of mapping unit pages staged in the mapping unit
staging page,

processing the mapping unit page directory, and

for each mapping unit page index included in the mapping

unit page directory,
determine whether a record in the mapping unit page
location index has been initialized,
when the record in the mapping unit page location
index has been initialized, compare 1) a first flash
block location of a mapping unit page being pro-
cessed with ii) a second flash block location saved in
an auxiliary data structure storing latest flash block
locations of each mapping unit page, to determine
whether the mapping unit page has been initialized,
when the mapping unit page has not been initialized,
initialize the record, in the mapping unit page loca-
tion index, with a relative index of a correspond-
ing flash block in the list of flash blocks dedicated
for L2PTT storage, and
save, in the auxiliary data structure, the first flash
block location of the mapping unit page being
processed, and
copy content of the mapping unit page from a
location of the mapping unit page, in the mapping
unit staging page, to a corresponding location in
the indexless L2PTT.
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20. A non-transitory computer-readable medium compris-
ing instructions that, when executed by an electronic pro-
cessor, cause the electronic processor to perform a set of
operations comprising:

generating an indexless logical-to-physical translation

table (L2PTT) in a data storage controller memory of a
data storage controller;

staging a mapping unit staging page, based on the index-

less L2PTT, in a memory, the mapping unit staging
page including a plurality of mapping unit pages and a
mapping unit page directory; and

performing one or more memory operations with the

indexless L2PTT.

#* #* #* #* #*
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