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INFERENCE APPARATUS AND LEARNING
APPARATUS

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a Continuation of PCT Interna-
tional Application No. PCT/JP2021/015344 filed on Apr. 13,
2021, which is hereby expressly incorporated by reference
into the present application.

TECHNICAL FIELD

[0002] The present disclosure relates to analysis of a
movement path curve. The movement path curve is a curve
representing a movement path of an object.

BACKGROUND ART

[0003] There is an image analysis technique that captures
an image of movement of an object with an image capturing
device and recognizes the type of the movement of the
object through analysis of the captured image.

[0004] Such an image analysis technique analyzes cap-
tured images and extracts a movement path curve represent-
ing the movement path of the object. Then, the extracted
movement path curve is compared to each of multiple
learned movement path curves which are prepared in
advance. Each of the learned movement path curves has a
label set for it. The label indicates the type of movement. As
a result of comparison, a learned movement path curve that
is most similar to the extracted movement path curve is
selected. Then, according to the label of the selected learned
movement path curve, the type of movement of the object is
recognized.

[0005] Patent Literature 1 discloses a technique as an
application of such an image analysis technique, particularly
a technique to recognize an action of a factory operator from
a movement path curve at each body part of the operator.

CITATION LIST

Patent Literature

[0006] Patent Literature 1: Japanese application 2020-
528365

SUMMARY OF INVENTION

Technical Problem

[0007] Patent Literature 1 discloses a movement type
recognition technique that is robust against difference in
position by comparing shapes of movement curves, in order
to solve the problem that incorrect recognition arises when
coordinate values of movement curves are different even if
the types of movement are the same and the shapes of curves
are also the same.

[0008] However, due to comparison of the shapes of
movement path curves, it has a problem of being unable to
correctly recognize the movement type when there are two
or more learned movement path curves that are similar to
each other in shape.

[0009] A primary object of the present disclosure is to
solve such a problem. More specifically, the present disclo-
sure is primarily aimed at obtaining a configuration that is
capable of correctly recognizing movement type even when

Dec. 21, 2023

there are two or more learned movement path curves that are
similar to each other in shape, while having performance
that is robust against difference in position.

Solution to Problem

[0010] An inference apparatus according to the present
disclosure, includes:

[0011] a shape similarity computation unit to compute,
as a shape similarity, a similarity in shape between a
learning movement path curve which is a movement
path curve obtained through learning and an observa-
tion movement path curve which is a movement path
curve obtained through observation;

[0012] a position similarity computation unit to com-
pute, as a position similarity, a similarity in position
between the learning movement path curve and the
observation movement path curve when the learning
movement path curve and the observation movement
path curve are placed in a same coordinate space; and

[0013] a conformity computation unit to compute a
conformity between the learning movement path curve
and the observation movement path curve, using the
shape similarity and the position similarity.

Advantageous Effects of Invention

[0014] According to the present disclosure, movement
type can be correctly recognized even when there are two or
more learned movement path curves that are similar to each
other in shape.

BRIEF DESCRIPTION OF DRAWINGS

[0015] FIG. 1 shows a configuration example of an analy-
sis system according to Embodiment 1.

[0016] FIG. 2 shows a functional configuration example of
a learning apparatus according to Embodiment 1.

[0017] FIG. 3 shows a hardware configuration example of
the learning apparatus according to Embodiment 1.

[0018] FIG. 4 shows a functional configuration example of
an inference apparatus according to Embodiment 1.

[0019] FIG. 5 shows a hardware configuration example of
the inference apparatus according to Embodiment 1.
[0020] FIG. 6 shows a comparison process of the infer-
ence apparatus according to Embodiment 1.

[0021] FIG. 7 shows a relation between a movement path
curve and movement speed according to Embodiment 1.
[0022] FIG. 8 shows a generation procedure of a learning
movement path curve according to Embodiment 1.

[0023] FIG. 9 shows an example of variations in basic
movement path curves according to Embodiment 1.

[0024] FIG. 10 shows an example of position similarity
and shape similarity according to Embodiment 1.

[0025] FIG. 11 is a flowchart illustrating an exemplary
operation of the learning apparatus according to Embodi-
ment 1.

[0026] FIG. 12 is a flowchart illustrating an exemplary
operation of the inference apparatus according to Embodi-
ment 1.

[0027] FIG. 13 shows a computation example of aggregate
significance level according to Embodiment 1.

[0028] FIG. 14 shows a computation example of confor-
mity according to Embodiment 1.

[0029] FIG. 15 shows an example of a multimodal prob-
ability distribution according to Embodiment 2.
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[0030] FIG. 16 shows a computation example of a distri-
bution coefficient value according to Embodiment 3.
[0031] FIG. 17 is a flowchart illustrating an exemplary
operation of an inference apparatus according to Embodi-
ment 4.

[0032] FIG. 18 shows an example of actions according to
Embodiment 1.
[0033] FIG. 19 shows an example of movement path

curves according to Embodiment 1.

DESCRIPTION OF EMBODIMENTS

[0034] Embodiments are now described with the draw-
ings. In the following description of embodiments and
drawings, items denoted with the same reference characters
indicate the same or corresponding portions.

Embodiment 1

[0035] ***Description of Challenge®**

[0036] This embodiment describes a configuration that
can correctly recognize movement type even when there are
two or more learned movement path curves that are similar
to each other in shape.

[0037] First, a case is discussed where the movement type
cannot be correctly recognized with the conventional image
analysis technique when there are two or more learned
movement path curves that are similar to each other in
shape.

[0038] Here, the description is made by taking an action of
an operator 800 picking up a part from parts A or parts B
placed in two neighboring boxes, as shown in FIG. 18, as an
example.

[0039] In the example of FIG. 18, the operator 800°s hand
is equivalent to a moving object.

[0040] (a) of FIG. 18 illustrates a situation from when
the operator 800 started reaching his/her hand out to
when he/she is reaching his/her hand out. (b) of FIG. 18
illustrates a situation where the operator 800 is picking
up a part A. (c) of FIG. 18 illustrates a situation where
the operator 800 is picking up a part B.

[0041] In the stage of (a) of FIG. 18, there is usually little
difference in the way the operator 800 reaches his/her hand
out whether he/she reaches for a part A or a part B.

[0042] FIG. 19 shows a movement path curve representing
a movement path of the hand of the operator 800 shown in
FIG. 18.

[0043] (a) of FIG. 19 shows two movement path curves
obtained through learning. For the two movement path
curves in (a) of FIG. 19, labels have been set as learned
movement path curves. Curve A is a movement path
curve representing the movement path of the hand of
the operator 800 when the operator 800 picked up a part
A. Accordingly, for the curve A, a label like “part A
acquiring action” has been set, for example. On the
other hand, curve B is a movement path curve repre-
senting the movement path of the hand of the operator
800 when the operator 800 picked up a part B. Accord-
ingly, for the curve B, a label like “part B acquiring
action” has been set, for example.

[0044] Note that FIG. 19 shows movement path curves in
a y-t two-dimensional coordinate space for the convenience
of explanation. In practice, however, movement path curves
will be established in an x-y-t coordinate space or an x-y-z-t
coordinate space.
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[0045] While drawings other than FIG. 19 also show
examples where movement path curves are placed in a y-t
two-dimensional coordinate space, it is assumed that move-
ment path curves are actually established in an x-y-t coor-
dinate space or an x-y-z-t coordinate space.
[0046] The x, y, and z above represent the x-, y-, and
z-axes in FIG. 18, respectively. Further, t represents time.
[0047] (b) of FIG. 19 shows a movement path curve
obtained through observation. That is, the curve C in
(b) of FIG. 19 is a movement path curve obtained by
analysis of image data acquired when the operator 800
performed an action of picking up a part A or a part B
anew.
[0048] (c) of FIG. 19 shows an example of a compari-
son process.
[0049] In the conventional image analysis technique, the
comparison process is performed only with the shapes of
movement path curves. Since the curve A and the curve B
are similar in shape, it is then difficult to correctly recognize
whether the curve C is classified as the curve A or as the
curve B.
[0050] Thus, the action of the operator 800 represented in
the curve C could be incorrectly recognized.
[0051] This embodiment describes a configuration that is
capable of correctly recognizing movement type when there
are two or more movement path curves to be compared and
the shapes of the movement path curves are similar to each
other, as in FIG. 19.
[0052] ***Description of Overview™**
[0053] FIG. 1 shows a configuration example of an analy-
sis system 1000 according to this embodiment.
[0054] The analysis system 1000 according to this
embodiment is formed of a learning apparatus 100 and an
inference apparatus 200.
[0055] The following assumes that the learning apparatus
100 and the inference apparatus 200 are implemented by
separate computers, but the learning apparatus 100 and the
inference apparatus 200 may be implemented by the same
computer.
[0056] The learning apparatus 100 performs learning
using multiple pieces of image data 400 and generates a
movement path curve for each type of movement in a
learning phase. The movement path curves generated by the
learning apparatus 100 are used in comparisons at the
inference apparatus 200. In the following, movement path
curves generated by the learning apparatus 100 will be
referred to as learning movement path curves. Learning
movement path curves are included in learning path data
300. Details of the learning path data 300 will be discussed
later.
[0057] The inference apparatus 200 analyzes image data
600 to generate a movement path curve in an inference
phase. A movement path curve generated by the inference
apparatus 200 is called an observation movement path curve
because it is a movement path curve generated by observing
an object. The inference apparatus 200 compares a learning
movement path curve with the observation movement path
curve.
[0058] Before describing the details of the learning appa-
ratus 100 and the inference apparatus 200, the operational
principles of the learning apparatus 100 and the inference
apparatus 200 will be explained.
[0059] In this embodiment, the inference apparatus 200
performs comparison of positions of movement path curves



US 2023/0410322 Al

in the inference phase in addition to comparison of the
shapes of the movement path curves.

[0060] A movement path curve is divided into multiple
curve components. A curve component is a point corre-
sponding to each time within the movement path curve, that
is, a plot point, for example.

[0061] Comparison of the shapes of the movement path
curves and comparison of the positions of the movement
path curves are performed for each curve component. In this
embodiment, it is assumed that the curve component is a plot
point.

[0062] FIG. 6 shows an example of a position comparison
process by the inference apparatus 200.

[0063] (a)of FIG. 6 is the same as (a) of FIG. 19. (b) of
FIG. 6 is the same as (b) of FIG. 19.

[0064] (c) of FIG. 6 shows an example of comparison of
the positions of curve A and curve C by the inference
apparatus 200.

[0065] In this embodiment, the inference apparatus 200
computes a similarity between the positions of the curve A
and the curve C when the curve A and the curve C are placed
in the same coordinate space and makes comparison of the
positions of the curve A and the curve C. Specifically, the
inference apparatus 200 computes the distance in y-axis
direction between a plot point on the curve A and a corre-
sponding plot point on the curve C. The inference apparatus
200 performs computation of the distance in the y-axis
direction between plot points for all the pairs of plot points
and aggregates the results of computation, thus computing
the similarity in position between the curve A and the curve
C.

[0066] Similarly, (d) of FIG. 6 is an example of compari-
son of the positions of curve B and curve C by the inference
apparatus 200. The inference apparatus 200 compares the
positions of the curve B and the curve C when the curve B
and the curve C are placed in the same coordinate space and
computes the similarity between them.

[0067] Comparison of shapes is shown in (c) of FIG. 19.
In comparison of shapes, the similarity in shape between the
movement path curves is computed.

[0068] As shown in (c¢) of FIG. 19, by comparison of
shapes, it is difficult to determine whether the curve C is
classified as the curve A or as the curve B since both the
curve A and the curve B are similar to the curve C. In this
embodiment, the inference apparatus 200 also performs
comparison of positions. As shown in (¢) and (d) of FIG. 6,
the curve C is more similar to the curve A than to the curve
B in position, so the inference apparatus 200 can classify the
curve C as the curve A.

[0069] In this embodiment, the inference apparatus 200
performs analysis utilizing attributes of each curve compo-
nent in the movement path curves in addition to comparison
of the positions and shapes of the movement path curves. In
accordance with such an analysis by the inference apparatus
200, the learning apparatus 100 in this embodiment per-
forms analysis utilizing the attributes of each curve compo-
nent in the movement path curves in the learning phase.
[0070] Specifically, the learning apparatus 100 and the
inference apparatus 200 perform analysis utilizing move-
ment speed for each curve component and distribution of
basic movement path curves for each curve component as
the attributes of each curve component. Here, a basic
movement path curve is one of movement path curves
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indicating a series of actions generated from multiple pieces
of image data 400 which are inputs to the learning phase.
[0071] In the following, analysis that utilizes the move-
ment speed for each curve component and analysis that
utilizes the distribution of basic movement path curves for
each curve component will be described.

[0072] Analysis that utilizes the movement speed for each
curve component is described first.

[0073] When an object moves, it is common that its
movement speed varies between the start of movement and
the end of movement.

[0074] This will be described taking the action of the
operator 800 picking up a part A or a part B shown in FIG.
18 as an example.

[0075] In the stage of (a) of FIG. 18, the operator 800
reaches his/her hand out approximately aiming in the direc-
tion of the box of parts A and the box of parts B. Accord-
ingly, in the stage of (a) of FIG. 18, the movement speed of
the hand of the operator 800 is generally high. In contrast,
in the stage of (b) or (c¢) of FIG. 18, the operator 800 needs
to align his/her hand at the position of the box of parts A or
the box of parts B. Accordingly, in the stage of (b) or (c) of
FIG. 18, the movement speed of the hand of the operator 800
is generally low.

[0076] FIG. 7 shows a relation between a movement path
curve and the movement speed of the hand of the operator
800 in the case of performing the action of FIG. 18.
[0077] Ina curve component (plot point) corresponding to
the stage when the operator 800 starts reaching his/her hand
out to when he/she is reaching out, the movement speed of
the hand is high because an unimportant action is being
performed. In contrast, in a curve component (plot point)
corresponding to the stage when the operator 800 picks up
a part, the movement speed of the hand becomes low
because an important action of adjusting the position of the
hand at the position of the part is being performed.

[0078] Inthis embodiment, the learning apparatus 100 and
the inference apparatus 200 assesses that a curve component
with a low movement speed is an important curve compo-
nent, on the assumption that an important action is being
performed in a curve component with a low movement
speed. Specifically, the learning apparatus 100 sets a higher
speed coefficient value cd for a curve component with a
lower movement speed. The inference apparatus 200 also
sets a higher speed significance level ce for a curve com-
ponent with a lower movement speed. The inference appa-
ratus 200 connects speed significance levels ce for the
respective curve components to generate a speed signifi-
cance curve.

[0079] Details of the speed coeflicient value cd and the
speed significance level ce will be discussed later.

[0080] Next, analysis utilizing the distribution of basic
movement path curves for each curve component is
described.

[0081] In this embodiment, the learning apparatus 100
learns multiple pieces of image data 400 in which actions of
the same type are captured a number of times, and generates
multiple basic movement path curves as shown in (a) of FIG.
8. For example, the action of the operator 800 picking up a
part A in FIG. 18 is performed multiple times. The learning
apparatus 100 learns multiple pieces of image data 400
acquired by capturing the individual executions of the action
of picking up a part A. Then, the learning apparatus 100
generates multiple basic movement path curves correspond-
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ing to the multiple pieces of image data 400. The learning
apparatus 100 further aggregates the multiple basic move-
ment path curves to generate a final learning movement path
curve, as shown in (b) and (c) of FIG. 8.

[0082] Details of the procedure shown in FIG. 8 will be
discussed later.
[0083] As mentioned above, in a curve component corre-

sponding to the stage when the operator 800 starts reaching
his/her hand out to when he/she is reaching his/her hand out,
an unimportant action is being performed. That is, the
operator 800 is reaching his/her hand out without much
attention when the operator 800 starts reaching his/her hand
out to when he/she is reaching his/her hand out, so that there
are large variations in the distribution of multiple basic
movement path curves as shown in FIG. 9. On the other
hand, in a curve component corresponding to the stage when
the operator 800 picks up a part, an important action of
adjusting the position of the hand at the position of the part
is conducted. Accordingly, in the stage where the operator
800 picks up a part, variations in the distribution of multiple
basic movement path curves are small as shown in FIG. 9.

[0084] Taking this into account, the learning apparatus
100 calculates a probability distribution p of the movement
path curves with the multiple basic movement path curves
normalized with respect to time. Then, the learning appara-
tus 100 sets a distribution coefficient value pd in accordance
with a likelihood calculated from the probability distribution
p- The learning apparatus 100 sets a higher distribution
coeflicient value pd for a curve component with a higher
likelihood. As shown in FIG. 9, for a curve component with
large variation, the learning apparatus 100 sets a low distri-
bution coefficient value pd because the likelihood is low. For
a curve component with small variation, on the other hand,
the learning apparatus 100 sets a high distribution coefficient
value pd because the likelihood is high. The learning appa-
ratus 100 connects distribution coefficient values pd for the
respective curve components to generate a distribution coef-
ficient curve.

[0085] Here, the probability distribution p can be of any
shape. That is, the shape of the probability distribution p can
be a normal distribution or non-parametric (not of a math-
ematical model). The probability distribution p may also be
a single numerical value instead of having a distribution
shape.

[0086] Details of the distribution coefficient value pd and
the distribution significance level pe will be discussed later.

[0087]

[0088] Based on the description above, details of the
configurations of the learning apparatus 100 and the infer-
ence apparatus 200 are described.

[0089] FIG. 2 shows a functional configuration example of
the learning apparatus 100 according to this embodiment.

[0090] FIG. 3 shows a hardware configuration example of
the learning apparatus 100.

[0091] First, referring to FIG. 3, a hardware configuration
example of the learning apparatus 100 is described.

[0092] The learning apparatus 100 according to this
embodiment is a computer. An operational procedure of the
learning apparatus 100 corresponds to a learning method. A
program for implementing the operations of the learning
apparatus 100 corresponds to a learning program.

***Description of Configuration™**
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[0093] The learning apparatus 100 includes a processor
911, a main storage device 912, a secondary storage device
913, and a communication device 914 as hardware compo-
nents.

[0094] The learning apparatus 100 also includes a learning
movement path curve generation unit 101 and a coefficient
value setting unit 102 as functional components, as shown in
FIG. 2.

[0095] The secondary storage device 913 stores programs
for implementing the functions of the learning movement
path curve generation unit 101 and the coeflicient value
setting unit 102.

[0096] These programs are loaded from the secondary
storage device 913 to the main storage device 912. Then, the
processor 911 executes the programs to perform the opera-
tions of the learning movement path curve generation unit
101 and the coefficient value setting unit 102, to be dis-
cussed later.

[0097] FIG. 3 schematically illustrates a situation where
the processor 911 is executing the programs for implement-
ing the functions of the learning movement path curve
generation unit 101 and the coefficient value setting unit
102.

[0098] Next, referring to FIG. 2, a functional configuration
example of the learning apparatus 100 is described.

[0099] The learning movement path curve generation unit
101 generates a learning movement path curve 150 by
learning. More specifically, the learning movement path
curve generation unit 101 retrieves multiple pieces of image
data 400, performs image analysis, and generates multiple
basic movement path curves 140 based on the results of
image analysis. Then, the learning movement path curve
generation unit 101 aggregates the generated multiple basic
movement path curves 140 to generate a learning movement
path curve 150, as described with FIG. 8.

[0100] The image data 400 is image data that captures the
action of the operator 800 picking up a part A shown in FIG.
18, for example. The image data 400 is also image data that
captures the action of the operator 800 picking up a part B
shown in FIG. 18, for example.

[0101] The learning movement path curve 150 is a move-
ment path curve in which the movement path of movement
of an object is represented. The learning movement path
curve 150 is divided into multiple curve components (plot
points).

[0102] The learning movement path curve generation unit
101 also obtains label information 500 from a user of the
learning apparatus 100, for example. The label information
500 is a label classifying the basic movement path curve 140
and the learning movement path curve 150. For example, if
the image data 400 is multiple pieces of image data captur-
ing the series of actions of the operator 800 picking up a part
A shown in FIG. 18, the label information 500 will be a label
indicating “part A acquiring action”. Likewise, if the image
data 400 is multiple pieces of image data capturing the
actions of the operator 800 picking up a part B shown in
FIG. 18, the label information 500 will be a label indicating
“part B acquiring action”.

[0103] Processing performed by the learning movement
path curve generation unit 101 corresponds to a learning
movement path curve generation process.

[0104] The coeflicient value setting unit 102 sets a coef-
ficient value for each curve component (plot point) of the
learning movement path curve 150 based on attributes.
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[0105] The coefficient value setting unit 102 consists of a
speed coefficient value setting unit 1021, a distribution
coeflicient value setting unit 1022, and a learning path data
generation unit 1023.

[0106] Processing performed by the coefficient value set-
ting unit 102 corresponds to a coefficient value setting
process.

[0107] The speed coefficient value setting unit 1021 sets a
coeflicient value for each curve component based on the
movement speed of the object for each curve component,
which is an attribute of each curve component of the
learning movement path curve 150. The coeflicient value set
by the speed coeflicient value setting unit 1021 is the speed
coefficient value cd.

[0108] The speed coefficient value setting unit 1021 sets a
higher speed coefficient value cd for a curve component with
a lower movement speed of the object.

[0109] The distribution coefficient value setting unit 1022
sets a coeflicient value for each curve component based on
the probability distribution p of multiple basic movement
path curves 140 for each curve component that would arise
when the learning movement path curve 150 and the mul-
tiple basic movement path curves 140 are superimposed in
the same coordinate space, which is an attribute of each
curve component of the learning movement path curve 150.
The coefficient value set by the distribution coefficient value
setting unit 1022 is the distribution coefficient value pd.
[0110] The distribution coefficient value setting unit 1022
sets a higher distribution coefficient value pd for a curve
component at which a likelihood that is calculated from the
probability distribution p of multiple basic movement path
curves 140 is higher. The learning path data generation unit
1023 generates learning path data 300.

[0111] Specifically, the learning path data generation unit
1023 generates learning path data 300 including the learning
movement path curve 150, a label 160 indicated in the label
information 500, a speed coefficient value 170 (speed coet-
ficient value cd), and a distribution coefficient value 180
(distribution coefficient value pd).

[0112] The learning path data generation unit 1023 gen-
erates the learning path data 300 for each movement type.
Specifically, the learning path data generation unit 1023
generates learning path data 300 for the “part A acquiring
action” and learning path data 300 for the “part B acquiring
action”, for example.

[0113] Each learning path data 300 is transmitted to the
inference apparatus 200 by the communication device 914,
for example.

[0114] FIG. 4 shows a functional configuration example of
the inference apparatus 200 according to this embodiment.
[0115] FIG. 5 shows a hardware configuration example of
the inference apparatus 200.

[0116] First, referring to FIG. 5, a hardware configuration
example of the inference apparatus 200 is described.
[0117] The inference apparatus 200 according to this
embodiment is a computer. An operational procedure of the
inference apparatus 200 corresponds to an inference method.
A program for implementing the operations of the inference
apparatus 200 corresponds to an inference program.

[0118] The inference apparatus 200 includes a processor
921, a main storage device 922, a secondary storage device
923, and a communication device 924 as hardware compo-
nents.
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[0119] The inference apparatus 200 also includes an obser-
vation movement path curve generation unit 201, a similar-
ity computation unit 202, and a conformity computation unit
203 as functional components, as shown in FIG. 4.

[0120] The secondary storage device 923 stores programs
for implementing the functions of the observation movement
path curve generation unit 201, the similarity computation
unit 202, and the conformity computation unit 203.

[0121] These programs are loaded from the secondary
storage device 923 to the main storage device 922. Then, the
processor 921 executes the programs to perform the opera-
tions of the observation movement path curve generation
unit 201, the similarity computation unit 202, and the
conformity computation unit 203, to be discussed later.
[0122] FIG. 5 schematically illustrates a situation where
the processor 921 is executing the programs for implement-
ing the functions of the observation movement path curve
generation unit 201, the similarity computation unit 202, and
the conformity computation unit 203.

[0123] Next, referring to FIG. 4, a functional configuration
example of the inference apparatus 200 is described.
[0124] The observation movement path curve generation
unit 201 retrieves multiple pieces of image data 600, per-
forms image analysis on the image data 600, and generates
observation movement path curve 250 based on the results
of image analysis.

[0125] The multiple pieces of image data 600 is a series of
image data capturing the action of the operator 800 picking
up a part A shown in FIG. 18, for example. The observation
movement path curve 250 is a movement path curve in
which the movement path of movement of an object is
represented. The observation movement path curve 250 is
divided into multiple curve components (plot points) corre-
sponding to the multiple curve components (plot points) of
the learning movement path curve 150.

[0126] The similarity computation unit 202 retrieves the
learning path data 300 and the observation movement path
curve 250.

[0127] The similarity computation unit 202 then computes
the similarity between the learning movement path curve
150 and the observation movement path curve 250.

[0128] If the learning apparatus 100 has generated learn-
ing path data 300 for the “part A acquiring action” and
learning path data 300 for the “part B acquiring action”, the
similarity computation unit 202 retrieves the learning path
data 300 for the “part A acquiring action” and the learning
path data 300 for the “part B acquiring action”.

[0129] Then, the similarity computation unit 202 com-
putes the similarity between the learning movement path
curve 150 and the observation movement path curve 250 for
the “part A acquiring action”. Likewise, the similarity com-
putation unit 202 computes the similarity between the learn-
ing movement path curve 150 and the observation move-
ment path curve 250 for the “part B acquiring action”.
[0130] The similarity computation unit 202 consists of a
shape similarity computation unit 2021 and a position simi-
larity computation unit 2022.

[0131] The shape similarity computation unit 2021 com-
putes a shape similarity between the learning movement
path curve 150 and the observation movement path curve
250.

[0132] The shape similarity computation unit 2021 com-
putes a shape similarity for each pair of corresponding curve
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components between the learning movement path curve 150
and the observation movement path curve 250.

[0133] Processing performed by the shape similarity com-
putation unit 2021 corresponds to a shape similarity com-
putation process.

[0134] The position similarity computation unit 2022
computes a position similarity between the learning move-
ment path curve 150 and the observation movement path
curve 250. Position similarity is the similarity in position
between the learning movement path curve 150 and the
observation movement path curve 250 when the learning
movement path curve 150 and the observation movement
path curve 250 are placed in the same coordinate space.
[0135] The position similarity computation unit 2022
computes the position similarity for each pair of correspond-
ing curve components between the learning movement path
curve 150 and the observation movement path curve 250.
[0136] Processing performed by the position similarity
computation unit 2022 corresponds to a position similarity
computation process.

[0137] FIG. 10 shows an example of position similarity
and shape similarity.

[0138] (a) of FIG. 10 shows an example of the learning
movement path curve 150.

[0139] (b) of FIG. 10 shows an example of the obser-
vation movement path curve 250.

[0140] (c) of FIG. 10 shows a calculation concept of
position similarity. (d) of FIG. 10 shows a concept of
position similarity determined from the calculation in
(c) of FIG. 10. In (d) of FIG. 10, “” represents the
position similarity.

[0141] (e) of FIG. 10 shows a calculation concept of
shape similarity. (f) of FIG. 10 shows a concept of
shape similarity determined from the calculation in (e)
of FIG. 10. In (f) of FIG. 10, “g” represents the shape
similarity.

[0142] The conformity computation unit 203 computes a
conformity between the learning movement path curve 150
and the observation movement path curve 250, using the
shape similarity and the position similarity computed by the
similarity computation unit 202.

[0143] If the learning apparatus 100 has generated learn-
ing path data 300 for the “part A acquiring action” and
learning path data 300 for the “part B acquiring action”, the
conformity computation unit 203 computes the conformity
between the learning movement path curve 150 and the
observation movement path curve 250 for the “part A
acquiring action”. Likewise, the conformity computation
unit 203 computes the conformity between the learning
movement path curve 150 and the observation movement
path curve 250 for the “part B acquiring action”.

[0144] The conformity computation unit 203 then outputs
the label 160 of a movement type with high conformity.
[0145] Processing performed by the conformity computa-
tion unit 203 corresponds to a conformity computation
process.

[0146] The conformity computation unit 203 consists of a
significance level setting unit 2031 and a label output unit
2032.

[0147] The significance level setting unit 2031 sets a
significance level for each curve component of the learning
movement path curve 150 based on attributes of each curve
component.
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[0148] Specifically, the significance level setting unit 2031
computes a speed significance level and a distribution sig-
nificance level from the speed coefficient value 170 and the
distribution coeflicient value 180, respectively, in the learn-
ing path data 300.

[0149] The label output unit 2032 aggregates the speed
significance level and the distribution significance level to
calculate an aggregate significance level. Then, the label
output unit 2032 computes the conformity between the
learning movement path curve 150 and the observation
movement path curve 250, using the shape similarity, posi-
tion similarity, and aggregate significance level for each
curve component.

[0150] Specifically, for each curve component, the label
output unit 2032 corrects at least either of the shape simi-
larity and the position similarity with the aggregate signifi-
cance level of the same curve component. Then, the label
output unit 2032 computes the conformity between the
learning movement path curve 150 and the observation
movement path curve 250, using the non-corrected/cor-
rected shape similarity and non-corrected/corrected position
similarity for each curve component.

[0151] The label output unit 2032 then selects the learning
movement path curve 150 with the highest conformity from
among the multiple learning movement path curves 150,
selects the learning path data 300 corresponding to the
selected learning movement path curve 150, and outputs the
label 160 of the selected learning path data 300.

[0152] ***Description of Operation™**

[0153] Next, exemplary operations of the learning appa-
ratus 100 and the inference apparatus 200 according to this
embodiment are shown.

[0154] FIG. 11 shows an exemplary operation of the
learning apparatus 100.

[0155] Referring to FIG. 11, an exemplary operation of the
learning apparatus 100 is described first.

[0156] First, in step S101, the learning movement path
curve generation unit 101 analyzes image data 400 gener-
ated by capturing multiple actions of the same type and
generates movement path curves from the image data 400
for each action. The movement path curves generated in step
S101 is equivalent to basic movement path curves 140.
[0157] For example, the learning movement path curve
generation unit 101 learns a series of multiple pieces of
image data 400 for the action of the operator 800 picking up
a part A in FIG. 18, and generates multiple basic movement
path curves 140 corresponding to the action of the operator
800 picking up a part A.

[0158] In practice, the learning movement path curve
generation unit 101 generates a movement path curve for the
coordinates of each body part of the operator 800. In the
present specification, for the simplicity of description,
movement path curves for the operator 800°s hand are
exclusively described among the movement path curves
generated by the learning movement path curve generation
unit 101. For the movement path curves that are generated
by the observation movement path curve generation unit 201
as well, movement path curves for the operator 800°s hand
are exclusively described.

[0159] Next, in step S102, the learning movement path
curve generation unit 101 sets an appropriate label for the
multiple basic movement path curves 140 generated in step
S101 based on label information 500 entered by the user of
the learning apparatus 100.
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[0160] In the foregoing example, the learning movement
path curve generation unit 101 sets the label “part A acquir-
ing action” for the multiple basic movement path curves
140, for example.

[0161] Next, in step S103, the learning movement path
curve generation unit 101 determines whether there is any
unprocessed image data 400 or not.

[0162] If there is unprocessed image data 400, processing
returns to step S101. On the other hand, if there is no
unprocessed image data 400, processing continues to step
S104.

[0163] In step S104, the learning movement path curve
generation unit 101 selects any unselected label.

[0164] Next, in step S105, the learning movement path
curve generation unit 101 aggregates the basic movement
path curves 140 for which the same label as that selected in
step S104 has been set, and generates a learning movement
path curve 150.

[0165] Referring to FIG. 8, details of step S105 are
described.
[0166] The learning movement path curve generation unit

101 places the multiple basic movement path curves 140
with the same label being set in the same coordinate space,
as shown in (a) of FIG. 8.

[0167] Next, the learning movement path curve generation
unit 101 normalizes the multiple basic movement path
curves 140 with respect to time as shown in (b) of FIG. 8.
Specifically, the learning movement path curve generation
unit 101 performs time alignment and time expansion/
contraction. That is, the learning movement path curve
generation unit 101 performs time expansion/contraction on
each basic movement path curve 140 so that the starting
point times and end point times of the multiple basic
movement path curves 140 coincide with each other. The
learning movement path curve generation unit 101 may
expand or contract the entire section of each basic move-
ment path curve 140 by a certain rate. The learning move-
ment path curve generation unit 101 may also determine an
optimal expansion/contraction rate for each time, using an
approach such as DTW (Dynamic Time Warping).

[0168] Next, the learning movement path curve generation
unit 101 aggregates the multiple basic movement path
curves 140 after normalization to generate one learning
movement path curve 150 as shown in (c¢) of FIG. 8. For
example, the learning movement path curve generation unit
101 handles an average movement path curve of the multiple
basic movement path curves 140 after normalization as the
learning movement path curve 150. The solid line in (¢) of
FIG. 8 indicates the learning movement path curve 150. In
(c) of FIG. 8, the learning movement path curve 150 is a
movement path curve which is an average of the basic
movement path curves 140 after normalization. The broken
lines in (c) of FIG. 8 indicate variations in the basic
movement path curves 140 after normalization.

[0169] The learning movement path curve generation unit
101 sets the label that has been set for the multiple basic
movement path curves 140 as the label 160 of the learning
movement path curve 150.

[0170] Next, in step S106 of FIG. 10, the speed coeflicient
value setting unit 1021 sets the speed coeflicient value cd of
each curve component for the learning movement path curve
150.

[0171] The speed coeflicient value setting unit 1021
retrieves the learning movement path curve 150 from the
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learning movement path curve generation unit 101, analyzes
the learning movement path curve 150 to compute a speed
coeflicient value cd, and sets the computed speed coeflicient
value cd for the learning movement path curve 150.

[0172] Specifically, the speed coeflicient value setting unit
1021 computes the movement speed by dividing the distance
from the immediately preceding plot point by a unit time
(the period of time between plot points), for each plot point
on the learning movement path curve 150. Then, the speed
coeflicient value setting unit 1021 turns the movement speed
for each plot point into a coefficient, thus obtaining the speed
coeflicient value cd for each plot point. Further, the speed
coefficient value setting unit 1021 associates the speed
coeflicient value cd with each plot point.

[0173] Next, in step S107, the distribution coeflicient
value setting unit 1022 sets the distribution coefficient value
pd of each curve component for the learning movement path
curve 150.

[0174] The distribution coefficient value setting unit 1022
retrieves the learning movement path curve 150 and multiple
basic movement path curves 140, and computes the prob-
ability distribution p of the basic movement path curves 140
that would arise when the learning movement path curve
150 and the multiple basic movement path curves 140 are
superimposed in the same coordinate space. Then, the dis-
tribution coefficient value setting unit 1022 computes a
likelihood from the probability distribution p of the basic
movement path curves 140 for each plot point on the
learning movement path curve 150, and turns the likelihood
into a coefficient to obtain the distribution coeficient value
pd. Further, the distribution coefficient value setting unit
1022 associates the distribution coefficient value pd with
each plot point.

[0175] Note that step S106 and step S107 may be inter-
changed in order.

[0176] Next, in step S108, the learning path data genera-
tion unit 1023 generates learning path data 300.

[0177] The learning path data generation unit 1023 aggre-
gates the learning movement path curve 150, the label 160
of the learning movement path curve 150, the speed coet-
ficient value 170 (the speed coefficient value cd for each
curve component), and the distribution coefficient value 180
(distribution coefficient value pd for each curve component)
to generate learning path data 300.

[0178] The learning path data 300 generated by the learn-
ing path data generation unit 1023 may be transmitted to the
inference apparatus 200 by the communication device 914
or may be output to the inference apparatus 200 in any other
way. Alternatively, a portable recording medium storing the
learning path data 300 may be delivered by mail or the like.
[0179] Finally, in step S109, the learning movement path
curve generation unit 101 determines whether there is an
unselected label or not. If there is an unselected label,
processing returns to step S104. On the other hand, if there
is no unselected label, processing ends.

[0180] Next, with reference to FIG. 12, an exemplary
operation of the inference apparatus 200 is described.
[0181] First, in step S201, the observation movement path
curve generation unit 201 analyzes multiple pieces of image
data 600 and generates a movement path curve from the
multiple pieces of image data 600. The movement path
curve generated in step S201 is equivalent to the observation
movement path curve 250.
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[0182] Forexample, the observation movement path curve
generation unit 201 analyzes multiple pieces of image data
600 capturing the series of actions of the operator 800
picking up a part A in FIG. 18, and generates an observation
movement path curve 250 corresponding to the action of the
operator 800 picking up a part A.

[0183] Next, in step S202, the similarity computation unit
202 selects an unselected learning movement path curve 150
from among learning movement path curves 150 that are
compared with the observation movement path curve 250.
[0184] Next, in step S203, the shape similarity computa-
tion unit 2021 computes the shape similarity between the
observation movement path curve 250 and the learning
movement path curve 150 selected in step S202.

[0185] The shape similarity computation unit 2021 places
the observation movement path curve 250 and the learning
movement path curve 150 in the same coordinate space, for
example.

[0186] Then, the shape similarity computation unit 2021
normalizes the observation movement path curve 250 and
the learning movement path curve 150 with respect to time
in a similar manner to (b) of FIG. 8. Specifically, the shape
similarity computation unit 2021 performs time alignment
and time expansion/contraction on the observation move-
ment path curve 250 and the learning movement path curve
150. That is, the shape similarity computation unit 2021
performs time expansion/contraction on the observation
movement path curve 250 and the learning movement path
curve 150 so that the starting point times and end point times
of the observation movement path curve 250 and the learn-
ing movement path curve 150 coincide with each other.
[0187] Next, the shape similarity computation unit 2021
now performs normalization with respect to position on the
observation movement path curve 250 and the learning
movement path curve 150, which have been normalized
with respect to time. The way of normalization with respect
to position is not limited. For example, only the coordinates
of the start points of the curves may be made to coincide
with each other or the start points and end points of the
curves may be made to coincide with each other and
intermediate portions may all be expanded or contracted by
the same rate. An optimal expansion/contraction rate may be
determined for each curve component and the curves may be
expanded or contracted by the rate.

[0188] The shape similarity computation unit 2021 further
determines the difference in distance in the y-axis direction
for each pair of corresponding plot points on the observation
movement path curve 250 and the learning movement path
curve 150 after normalization with respect to time and
position. The shape similarity computation unit 2021 per-
forms computation of the difference in distance in the y-axis
direction for all the pairs of plot points, and computes the
shape similarity for each curve component between the
observation movement path curve 250 and the learning
movement path curve 150.

[0189] Next, in step S204, the position similarity compu-
tation unit 2022 computes the position similarity between
the observation movement path curve 250 and the learning
movement path curve 150 selected in step S202.

[0190] The position similarity computation unit 2022
places the observation movement path curve 250 and the
learning movement path curve 150 in the same coordinate
space and normalizes the observation movement path curve
250 and the learning movement path curve 150 with respect
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to time, as in step S203, for example. Then, the position
similarity computation unit 2022 computes the distance in
the y-axis direction between a plot point on the observation
movement path curve 250 and the corresponding plot point
on the learning movement path curve 150. The inference
apparatus 200 performs computation of the distance in the
y-axis direction between plot points for all pairs of plot
points, and computes the position similarity for each curve
component between the observation movement path curve
250 and the learning movement path curve 150.

[0191] Note that step S203 and step S204 may be inter-
changed in order.

[0192] Next, in step S205, the significance level setting
unit 2031 sets the speed significance level ce for the learning
movement path curve 150.

[0193] The significance level setting unit 2031 may also
directly use the speed coefficient value 170 (speed coeffi-
cient value cd) included in the learning path data 300 as the
speed significance level ce. The significance level setting
unit 2031 may also perform an operation on the speed
coeflicient value 170 (speed coefficient value cd) and use the
value obtained by the operation as the speed significance
level ce. Here, for the simplicity of description, the signifi-
cance level setting unit 2031 is assumed to directly use the
speed coefficient value 170 (speed coefficient value cd) as
the speed significance level ce.

[0194] Next, in step S206, the significance level setting
unit 2031 sets the distribution significance level pe for the
learning movement path curve 150.

[0195] The significance level setting unit 2031 may also
directly use the distribution coefficient value 180 (distribu-
tion coefficient value pd) included in the learning path data
300 as the distribution significance level pe. The significance
level setting unit 2031 may also perform an operation on the
distribution coefficient value 180 (distribution coeflicient
value pd) and use the value obtained by the operation as the
distribution significance level pe.

[0196] Here, for the simplicity of description, the signifi-
cance level setting unit 2031 is assumed to directly use the
distribution coefficient value 180 (distribution coeflicient
value pd) as the distribution significance level pe.

[0197] Note that step S205 and step S206 may be inter-
changed in order.

[0198] Next, in step S207, the label output unit 2032
computes the conformity between the observation move-
ment path curve 250 and the learning movement path curve
150.

[0199] Details of step S207 are described with FIGS. 13
and 14.
[0200] First, as shown in FIG. 13, the label output unit

2032 computes an aggregate significance level w.

[0201] (a) of FIG. 13 shows an example of the probability
distribution p and the speed significance level ce for the
learning movement path curve 150.

[0202] An example of computing an aggregate signifi-
cance level w,, at a plot point (y,, t,), which is one of the
curve components, is described here.

[0203] Assume that the likelihood at the plot point (y,, t,)
determined from the probability distribution p is 0.6. That is,
the distribution significance level pe at the plot point (y,,. t,)
is 0.6. Assume that, on the other hand, the speed significance
level ce at the plot point (y,, t,,) is 1.

[0204] The label output unit 2032 multiples 0.6, which is
the distribution significance level pe at the plot point (y,,, t,,),
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by 1, which is the speed significance level ce at the plot point
(¥,» t,), to determine the aggregate significance level w,, at
the plot point (y,, t,) as 0.6.

[0205] The label output unit 2032 computes the aggregate
significance level w in this manner for all of the plot points.
[0206] Although herein the label output unit 2032 multi-
plies the distribution significance level pe and the speed
significance level ce, the label output unit 2032 may deter-
mine the aggregate significance level w by other kinds of
operation.

[0207] Also, the label outputunit 2032 may use only either
one of the distribution significance level pe and the speed
significance level ce without determining the aggregate
significance level w.

[0208] Next, the label output unit 2032 computes a con-
formity P according to the equation shown in FIG. 14.
[0209] That is, the label output unit 2032 multiples the
position similarity of each plot point by the aggregate
significance level w of that plot point, and multiplies the
shape similarity of the plot point by the value obtained by
subtracting the aggregate significance level w of the plot
point from 1, for each plot point. The label output unit 2032
then adds the two products. The label output unit 2032
performs these calculations on all the plot points and sums
the resulting values to compute the conformity P between
the learning movement path curve 150 and the observation
movement path curve 250.

[0210] Next, in step S208 of FIG. 12, the similarity
computation unit 202 determines whether or not there is an
unselected learning movement path curve 150 among the
multiple learning movement path curves 150 that are to be
compared with the observation movement path curve 250.
[0211] If there is an unselected learning movement path
curve 150, processing returns to step S202.

[0212] On the other hand, if all of the learning movement
path curves 150 have been selected, processing continues to
step S209.

[0213] In step S209, the label output unit 2032 selects the
label of the learning movement path curve 150 with the
highest conformity P from the multiple learning movement
path curves 150 and outputs the selected label.

[0214] ***Description of Effects of the Embodiment***

[0215] As described above, according to this embodiment,
the inference apparatus 200 can correctly recognize the type
of movement represented by multiple pieces of image data
600. Thus, according to this embodiment, the inference
apparatus 200 can correctly recognize the movement type
even when there are two or more learning movement path
curves that are similar to each other in shape.

[0216] This embodiment described that the significance
level setting unit 2031 computes the distribution signifi-
cance level pe and the speed significance level ce. Also, it
was described that the label output unit 2032 computes the
aggregate significance level w and computes the conformity
P according to the equation shown in FIG. 14; however, the
way of computing the conformity P is not limited thereto.
[0217] For example, computation of the distribution sig-
nificance level pe and the speed significance level ce may be
omitted instead. In that case, the label output unit 2032
computes the conformity P only by addition of the position
similarity and the shape similarity. That is, the label output
unit 2032 computes the conformity P omitting w(y, t) and
(1-w(y, 1)) in the equation of FIG. 14.
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[0218] Alternatively, the position similarity computation
unit 2022 may directly compare a curve component (plot
point) of the observation movement path curve 250 with the
corresponding probability distribution p and compute the
position similarity. In this case, w(y, t) and (1-w(y, t)) may
be or may not be omitted in the equation of FIG. 14.
[0219] Also, this embodiment described the example
where the significance level setting unit 2031 sets the speed
significance level ce based on the speed coefficient value 170
and sets the distribution significance level pe based on the
distribution coefficient value 180.

[0220] Alternatively, the significance level setting unit
2031 may set the speed significance level ce not on the basis
of the speed coefficient value 170 and set the distribution
significance level pe not on the basis of the distribution
coeflicient value 180.

[0221] In this case, the learning path data generation unit
1023 adds the multiple basic movement path curves 140 that
have been used in the generation of the learning movement
path curve 150 to the learning path data 300. In this case, the
speed coeflicient value setting unit 1021 and the distribution
coeflicient value setting unit 1022 would be unnecessary.
Also, the speed coefficient value 170 and the distribution
coeflicient value 180 are not included in the learning path
data 300. Then, the significance level setting unit 2031
derives the movement speed of the object from the learning
movement path curve 150, and computes the speed signifi-
cance level ce in a similar procedure to the computation
procedure of the speed coefficient value cd at the speed
coeflicient value setting unit 1021. Also, the significance
level setting unit 2031 analyzes the probability distribution
p of the multiple basic movement path curves 140 included
in the learning path data 300 and computes the distribution
significance level pe in a similar procedure to the compu-
tation procedure of the distribution coefficient value pd at the
distribution coefficient value setting unit 1022.

Embodiment 2

[0222] This embodiment primarily describes differences
from Embodiment 1.

[0223] Matters that are not discussed below are similar to
Embodiment 1.
[0224] In this embodiment, an example of using a multi-

modal probability distribution p, illustrated in (b) of FIG. 15,
as the probability distribution p of the basic movement path
curves 140 is described.

[0225] When two different movement paths can be
included in a single action as in (a) of FIG. 15, it is useful
to use the multimodal probability distribution p illustrated in
(b) of FIG. 15.

[0226] In this embodiment, the distribution coeflicient
value setting unit 1022 of the learning apparatus 100 sets the
distribution coefficient value pd for a curve component (plot
point) of the learning movement path curve 150 based on the
multimodal probability distribution of the curve component.
The probability distributions of all of the curve components
(plot points) of the learning movement path curve 150 may
be multimodal or only probability distributions of some of
the curve components (plot points) may be multimodal.
[0227] Also, in this embodiment, the label output unit
2032 of the inference apparatus 200 sets the distribution
significance level pe at any curve component (plot point) of
the learning movement path curve 150 based on the multi-
modal probability distribution of the curve component.
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[0228] In this manner, according to this embodiment, use
of multimodal probability distribution enables the inference
apparatus 200 to correctly recognize an action that may
contain a complicated movement path.

Embodiment 3

[0229] This embodiment primarily describes differences
from Embodiment 1.

[0230] Matters that are not discussed below are similar to
Embodiment 1.
[0231] This embodiment will illustrate an example of

analyzing not only the shape of a movement path curve but
heading direction.

[0232] In Embodiment 1, if the observation movement
path curve 250 instantaneously approaches the learning
movement path curve 150 at a plot point, incorrect recog-
nition tends to occur because the similarity in position at that
plot point becomes high.

[0233] For example, as shown in (a) of FIG. 16, in a
section far from the plot point (y,, t,), the observation
movement path curve 251 is largely separated from the
learning movement path curve 150 and the other basic
movement path curves 140. However, at the plot point (y,,,
t,,), the observation movement path curve 251 intersects the
learning movement path curve 150. At the plot point (y,,, t,,),
variations among all the basic movement path curves 140,
including the observation movement path curve 251, are
small. Accordingly, the similarity is higher at the plot point
(¥, t,). However, since the observation movement path
curve 251 as a whole has a significantly different curve
shape from the other basic movement path curves 140, it is
desirable to reduce the influence of the position similarity of
the observation movement path curve 251 at the plot point
(Vs bo)-

[0234] Thus, in this embodiment, the significance level
setting unit 2031 corrects the distribution significance level
pe at the plot point (y,,, t,) based on the heading direction at
the plot point (y,, t,,) of the learning movement path curve
150 and of the observation movement path curve 251.
[0235] In this manner, in this embodiment, the signifi-
cance level setting unit 2031 utilizes the heading direction of
the observation movement path curve 251 in the correction
of the distribution significance level pe. This can reduce the
influence of position similarity of an observation movement
path curve 251 that partially coincides with the learning
movement path curve 150 in position and can make incor-
rect recognitions less likely to occur.

[0236] As shown in (b) of FIG. 16, for example, the
significance level setting unit 2031 computes the distribu-
tion significance level pe at the plot point (y,, t,) in
accordance with the following.

PWut,)cos 6

[0237] Since the angle formed between the learning move-
ment path curve 150 and the observation movement path
curve 251 is 90° in the example of (b) of FIG. 16, the
distribution significance level pe becomes O as indicated
below.

Pt )cos 90°=p(y,,1,)x0=0.

[0238] The way of computing the distribution significance
level pe by the significance level setting unit 2031 is not
limited to the foregoing.
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[0239] Further, the heading direction of the observation
movement path curve 251 may be the heading direction in
a tangential direction of the observation movement path
curve 251 or an average heading direction over a certain
section.

[0240] In a case where the distribution coeflicient value
setting unit 1022 does not compute the distribution coeffi-
cient value pd, that is, when the significance level setting
unit 2031 computes the distribution significance level pe not
based on the distribution coefficient value pd but by ana-
lyzing the probability distribution p of multiple basic move-
ment path curves 140, the significance level setting unit
2031 still can compute the distribution significance level pe
at the plot point (y,, t,) in a similar procedure to the
computation procedure of the distribution coefficient value
pd described above.

[0241] According to this embodiment, by such an analysis
including the heading direction of the observation move-
ment path curve as well, the inference apparatus 200 can
correctly recognize an action even when the observation
movement path curve instantaneously approaches the learn-
ing movement path curve 150 at a plot point.

Embodiment 4

[0242] This embodiment primarily describes differences
from Embodiment 1.

[0243] Matters that are not discussed below are similar to
Embodiment 1.
[0244] In this embodiment, the inference apparatus 200

does not compute position similarity if multiple learning
movement path curves 150 are not similar to each other in
shape and it is not necessary to compute position similarity.
[0245] More specifically, in this embodiment, the infer-
ence apparatus 200 computes the shape similarity between
two or more learning movement path curves 150 that are to
be compared to the observation movement path curve 250.
Then, if the shape similarity between the two or more
learning movement path curves 150 is greater than or equal
to a threshold value, the inference apparatus 200 computes
position similarity and shape similarity. On the other hand,
if the shape similarity between the two or more learning
movement path curves 150 is less than the threshold value,
the inference apparatus 200 only computes shape similarity.
[0246] FIG. 17 shows an exemplary operation of the
inference apparatus 200 according to this embodiment.
[0247] For the simplicity of description, the following will
illustrate a case where there are two learning movement path
curves 150 that are to be compared to the observation
movement path curve 250.

[0248] After the observation movement path curve 250 is
generated in step S201, the shape similarity computation
unit 2021 computes the shape similarity between the two
learning movement path curves 150 in step S211.

[0249] The computation procedure of the shape similarity
in step S211 is similar to the computation procedure for step
S203 described in Embodiment 1. In step S203, the shape
similarity computation unit 2021 computes the shape simi-
larity between the learning movement path curve 150 and
the observation movement path curve 250, whereas in step
S211, the shape similarity computation unit 2021 computes
the shape similarity between the two learning movement
path curves 150.

[0250] When the shape similarity between the two learn-
ing movement path curves 150 is greater than or equal to a



US 2023/0410322 Al

threshold value (YES in step S212), steps S202 to S208
shown in FIG. 12 are performed. That is, when the shape
similarity between the two learning movement path curves
150 is greater than or equal to the threshold value, position
similarity is also computed in addition to the shape similar-
ity between the observation movement path curve 250 and
the learning movement path curves 150.

[0251] On the other hand, when the shape similarity
between the two learning movement path curves 150 is less
than the threshold value (NO in step S212), steps S202,
S203, and S205 to S208 are performed. That is, when the
shape similarity between the two learning movement path
curves 150 is less than the threshold value, the shape
similarity between the observation movement path curve
250 and the learning movement path curves 150 is computed
but the position similarity is not computed.

[0252] As step S209 is the same as that in shown in
Embodiment 1, description of it is omitted.

[0253] When there are three or more learning movement
path curves 150 that are to be compared to the observation
movement path curve 250, the shape similarity computation
unit 2021 computes the shape similarities of the three or
more learning movement path curves 150 to each other.
[0254] If the shape similarity is greater than or equal to a
threshold value for one or more pairs of learning movement
path curves 150, steps S202 to S208 shown in FIG. 12 are
performed.

[0255] On the other hand, if the shape similarity is less
than the threshold value for all the pairs of learning move-
ment path curves 150, steps S202, S203, and S205 to S208
are performed.

[0256] As described above, in this embodiment, the infer-
ence apparatus 200 does not compute position similarity
when multiple learning movement path curves 150 are not
similar to each other in shape and it is not necessary to
compute position similarity.

[0257] Accordingly, this embodiment can avoid reduction
in recognition accuracy that would arise from computation
of position similarity when it is not necessary to compute
position similarity.

[0258] The computation process of shape similarity in step
S211 may be carried out in the learning apparatus 100.
Specifically, processing at step S211 may be performed after
step S103 of FIG. 11, the labels of movement paths with
similar shapes may be kept, and information on the labels of
movement paths with similar shapes that have been kept
may be utilized in inference instead of step S211.

Embodiment 5

[0259] This embodiment primarily describes differences
from Embodiment 1.

[0260] Matters that are not discussed below are similar to
Embodiment 1.
[0261] In this embodiment, the conformity computation

unit 203 obtains additional data that can be used in compu-
tation of conformity, in addition to shape similarity and
position similarity. Then, the conformity computation unit
203 uses the additional data to compute the conformity.
[0262] The additional data can be any kind of data that is
added to shape similarity, position similarity, and aggregate
significance level. For example, the conformity computation
unit 203 may acquire the image data 600 and the image data
400 that has been used in generation of basic movement path
curves 140 as additional data.
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[0263] In this case, the significance level setting unit 2031
compares the image data 600 with the image data 400. If the
image data 600 and the image data 400 are similar, the
significance level setting unit 2031 adds a prescribed
numerical value to the aggregate significance level. On the
other hand, if the image data 600 and the image data 400 are
not similar, the significance level setting unit 2031 subtracts
aprescribed numerical value from the aggregate significance
level.

[0264] For instance, if the image data 600 is image data for
an action of moving an electric driver and the image data
400 is image data for an action of moving a spanner, the two
pieces of image data will not be similar. In this case, the
significance level setting unit 2031 subtracts a prescribed
numerical value from the aggregate significance level. Cri-
teria for determining the similarity between the image data
600 and the image data 400 can be arbitrarily determined by
the user of the inference apparatus 200.

[0265] The additional data is not limited to image data 600
and image data 400. The additional data may be sensor data
resulting from observing movement of an object or other
kind of data.

[0266] As has been described above, this embodiment can
improve recognition accuracy by using additional data.
[0267] While Embodiments 1 to 5 have been described
above, two or more of these embodiments may be practiced
in combination.

[0268] Alternatively, one of these embodiments may be
practiced in part.

[0269] Alternatively, two or more of these embodiments
may be practiced in partial combination.

[0270] Further, configurations and procedures described in
these embodiments may be modified as necessary.

[0271] ***Additional Description on Hardware Configu-
ration***
[0272] Finally, the hardware configurations of the learning

apparatus 100 and the inference apparatus 200 are addition-
ally described.

[0273] A processor 911 shown in FIG. 3 is an IC (Inte-
grated Circuit) that performs processing.

[0274] The processor 911 is a CPU (Central Processing
Unit), DSP (Digital Signal Processor), or the like.

[0275] The main storage device 912 shown in FIG. 3 is a
RAM (Random Access Memory).

[0276] The secondary storage device 913 shown in FIG. 3
is a ROM (Read Only Memory), a flash memory, an HDD
(Hard Disk Drive), or the like.

[0277] The communication device 914 shown in FIG. 3 is
an electronic circuit that executes communication process-
ing for data.

[0278] The communication device 914 is a communica-
tion chip or a NIC (Network Interface Card), for example.
[0279] The secondary storage device 913 also stores an
OS (Operating System).

[0280] At least a portion of the OS is then executed by the
processor 911.
[0281] The processor 911 executes the program for imple-

menting the functions of the learning movement path curve
generation unit 101 and the coeflicient value setting unit 102
while executing at least a portion of the OS.

[0282] Through the execution of the OS by the processor
911, task management, memory management, file manage-
ment, communication control, and the like are performed.
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[0283] At least any of information, data, signal values, and
variable values indicating the results of processing by the
learning movement path curve generation unit 101 and the
coeflicient value setting unit 102 are stored in at least any of
the main storage device 912, the secondary storage device
913, and a register and a cache memory in the processor 911.
[0284] The programs for implementing the functions of
the learning movement path curve generation unit 101 and
the coefficient value setting unit 102 may be stored in a
portable recording medium such as a magnetic disk, a
flexible disk, an optical disk, a compact disk, Blu-ray
(registered trademark) disk, and a DVD. Then, the portable
recording medium storing the programs for implementing
the functions of the learning movement path curve genera-
tion unit 101 and the coefficient value setting unit 102 may
be distributed.

[0285] The “units” of the learning movement path curve
generation unit 101 and the coefficient value setting unit 102
may be read as “circuits” or “steps” or “procedures” or
“processes” or “circuitry”.

[0286] The learning apparatus 100 may be implemented
by a processing circuit. The processing circuit is a logic IC
(Integrated Circuit), a GA (Gate Array), an ASIC (Applica-
tion Specific Integrated Circuit), or an FPGA (Field-Pro-
grammable Gate Array), for example.

[0287] In this case, the learning movement path curve
generation unit 101 and the coefficient value setting unit 102
are implemented as portions of the processing circuit.
[0288] The processor 921 shown in FIG. 5 is an IC that
performs processing.

[0289] The processor 921 is a CPU, DSP, or the like.
[0290] The main storage device 922 shown in FIG. 5 is
RAM.

[0291] The secondary storage device 923 shown in FIG. 5§

is a ROM, a flash memory, an HDD, or the like.

[0292] The communication device 924 shown in FIG. 5 is
an electronic circuit that executes communication process-
ing for data.

[0293] The communication device 924 is a communica-
tion chip or a NIC, for example.

[0294] The secondary storage device 923 also stores an
OS.

[0295] At least a portion of the OS is then executed by the
processor 921.

[0296] The processor 921 executes the program for imple-

menting the functions of the observation movement path
curve generation unit 201, the similarity computation unit
202, and the conformity computation unit 203 while execut-
ing at least a portion of the OS.

[0297] Through the execution of the OS by the processor
921, task management, memory management, file manage-
ment, communication control, and the like are performed.
[0298] At least any of information, data, signal values, and
variable values indicating the results of processing by the
observation movement path curve generation unit 201, the
similarity computation unit 202, and the conformity com-
putation unit 203 are stored in at least any of the main
storage device 922, the secondary storage device 923, and a
register and a cache memory in the processor 921.

[0299] The programs for implementing the functions of
the observation movement path curve generation unit 201,
the similarity computation unit 202, and the conformity
computation unit 203 may be stored in a portable recording
medium such as a magnetic disk, a flexible disk, an optical
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disk, a compact disk, Blu-ray (registered trademark) disk,
and a DVD. Then, the portable recording medium storing the
programs for implementing the functions of the observation
movement path curve generation unit 201, the similarity
computation unit 202, and the conformity computation unit
203 may be distributed.

[0300] The “units” of the observation movement path
curve generation unit 201, the similarity computation unit
202, and the conformity computation unit 203 may be read
as “circuits” or “steps” or “procedures” or “processes” or
“circuitry”.

[0301] The inference apparatus 200 may be implemented
by a processing circuit. The processing circuit is a logic IC,
a GA, an ASIC, or an FPGA, for example.

[0302] In this case, the observation movement path curve
generation unit 201, the similarity computation unit 202, and
the conformity computation unit 203 are implemented as
portions of the processing circuit.

[0303] In the present specification, a superordinate con-
cept of processor and processing circuit is referred to as
“processing circuitry”.

[0304] That is, processors and processing circuits are each
a specific example of “processing circuitry”.

REFERENCE SIGNS LIST

[0305] 100: learning apparatus; 101: learning move-
ment path curve generation unit; 102: coefficient value
setting unit; 1021: speed coeflicient value setting unit;
1022: distribution coeflicient value setting unit; 1023:
learning path data generation unit; 140: basic move-
ment path curve; 150: learning movement path curve;
160: label; 170: speed coeflicient value; 180: distribu-
tion coefficient value; 200: inference apparatus; 201:
observation movement path curve generation unit; 202:
similarity computation unit; 2021: shape similarity
computation unit; 2022: position similarity computa-
tion unit; 203: conformity computation unit; 2031:
significance level setting unit; 2032: label output unit;
250: observation movement path curve; 251: observa-
tion movement path curve; 300: learning path data;
400: image data; 500: label information; 600: image
data; 800: operator; 911: processor; 912: main storage
device; 913: secondary storage device; 914: commu-
nication device; 921: processor; 922: main storage
device; 923: secondary storage device; 924: commu-
nication device; 1000: analysis system

1. An inference apparatus comprising:

processing circuitry

to compute, as a shape similarity, a similarity in shape
between a learning movement path curve which is a
movement path curve obtained through learning and an
observation movement path curve which is a movement
path curve obtained through observation;

to compute, as a position similarity, a similarity in posi-
tion between the learning movement path curve and the
observation movement path curve when the learning
movement path curve and the observation movement
path curve are placed in a same coordinate space; and

to compute a conformity between the learning movement
path curve and the observation movement path curve,
using the shape similarity and the position similarity,
wherein
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the learning movement path curve is divided into a
plurality of curve components constituting the learning
movement path curve,

the observation movement path curve is divided into a
plurality of curve components corresponding to the
plurality of curve components of the learning move-
ment path curve, and

the processing circuitry

computes the shape similarity for each pair of correspond-
ing curve components between the learning movement
path curve and the observation movement path curve,

computes the position similarity for each pair of corre-
sponding curve components between the learning
movement path curve and the observation movement
path curve, and

sets a significance level for each curve component of the
learning movement path curve based on an attribute of
each curve component, and

computes the conformity, using the shape similarity, the
position similarity, and the significance level of each
curve component.

2. The inference apparatus according to claim 1, wherein

the learning movement path curve is a movement path
curve in which a movement path of a moving object is
represented, and

the processing circuitry sets the significance level for each
curve component based on a movement speed of the
object for each curve component, the moving speed
being the attribute of each curve component of the
learning movement path curve.

3. The inference apparatus according to claim 2, wherein

the processing circuitry sets a higher significance level for
a curve component with a lower movement speed of the
object.

4. The inference apparatus according to claim 1, wherein

the learning movement path curve is a movement path
curve generated by aggregating a plurality of basic
movement path curves, and

the processing circuitry sets the significance level for each
curve component based on a distribution of the plural-
ity of basic movement path curves for each curve
component that would arise when the learning move-
ment path curve and the plurality of basic movement
path curves are superimposed in the same coordinate
space, the distribution being the attribute of each curve
component of the learning movement path curve.

5. The inference apparatus according to claim 4, wherein

the processing circuitry sets a higher significance level for
a curve component at which a likelihood that is calcu-
lated from the distribution of the plurality of basic
movement path curves is higher.

6. The inference apparatus according to claim 1, wherein

the processing circuitry

corrects at least either of the shape similarity and the
position similarity for each curve component, using the
significance level of the same curve component, and

after making correction using the significance level for
each curve component, computes the conformity
between the learning movement path curve and the
observation movement path curve, using the shape
similarity and the position similarity for each curve
component.

7. The inference apparatus according to claim 1, wherein

the processing circuitry
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computes the shape similarity between each of a plurality
of learning movement path curves and the observation
movement path curve,

computes the position similarity between each of the
plurality of learning movement path curves and the
observation movement path curve, and

computes the conformity between each of the plurality of
learning movement path curves and the observation
movement path curve, using the shape similarity and
the position similarity computed between each of the
plurality of learning movement path curves and the
observation movement path curve, and selects a learn-
ing movement path curve from among the plurality of
learning movement path curves based on a result of
computation of the conformity.

8. The inference apparatus according to claim 4, wherein

the processing circuitry sets the significance level for a
curve component of the learning movement path curve
based on a multimodal distribution of the plurality of
basic movement path curves at the curve component.

9. The inference apparatus according to claim 4, wherein

the processing circuitry sets the significance level for a
curve component of the learning movement path curve
based on a distribution of the plurality of basic move-
ment path curves for the curve component and on a
heading direction of at least any basic movement path
curve of the plurality of basic movement path curves
for the curve component.

10. The inference apparatus according to claim 7, wherein

the processing circuitry

computes the shape similarity between the plurality of
learning movement path curves, and

computes the position similarity between each of the
plurality of learning movement path curves and the
observation movement path curve if the shape similar-
ity between the plurality of learning movement path
curves is greater than or equal to a threshold value.

11. The inference apparatus according to claim 1, wherein

the processing circuitry

obtains additional data that can be used in computation of
the conformity between the learning movement path
curve and the observation movement path curve in
addition to the shape similarity and the position simi-
larity, and

uses the additional data to compute the conformity
between the learning movement path curve and the
observation movement path curve.

12. A learning apparatus comprising:

processing circuitry

to generate a learning movement path curve through
learning, the learning movement path curve being a
movement path curve to be divided into a plurality of
curve components; and

to set a coeflicient value for each curve component of the
learning movement path curve based on an attribute of
each curve component, wherein

the processing circuitry

generates the learning movement path curve by aggregat-
ing a plurality of basic movement path curves, and

sets the coeflicient value for each curve component based
on a distribution of the plurality of basic movement
path curves for each curve component that would arise
when the learning movement path curve and the plu-
rality of basic movement path curves are superimposed



US 2023/0410322 Al Dec. 21, 2023
14

in a same coordinate space, the distribution being the
attribute of each curve component of the learning
movement path curve.

13. The learning apparatus according to claim 12, wherein

the processing circuitry

generates a movement path curve in which a movement
path of a moving object is represented as the learning
movement path curve, and

sets the coeflicient value for each curve component based
on a movement speed of the object for each curve
component, the moving speed being the attribute of
each curve component of the learning movement path
curve.

14. The learning apparatus according to claim 13, wherein

the processing circuitry sets a higher coefficient value for
a curve component with a lower movement speed of the
object.

15. The learning apparatus according to claim 14, wherein

the processing circuitry sets a higher coefficient value for
a curve component at which a likelihood that is calcu-
lated from the distribution of the plurality of basic
movement path curves is higher.

16. The learning apparatus according to claim 14, wherein

the processing circuitry sets the coefficient value for a
curve component of the learning movement path curve
based on a multimodal distribution of the plurality of
basic movement path curves at the curve component.
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