US 20160334879A1

a2y Patent Application Publication o) Pub. No.: US 2016/0334879 A1

a9y United States

HIRANO et al.

43) Pub. Date: Nov. 17, 2016

(54) GESTURE GUIDANCE DEVICE FOR
MOVING PLATFORM, GESTURE
GUIDANCE SYSTEM FOR MOVING
PLATFORM, AND GESTURE GUIDANCE
METHOD FOR MOVING PLATFORM

(71)  Applicant: MITSUBISHI ELECTRIC
CORPORATION, Tokyo (IP)

(72) Inventors: Takashi HIRANO, Tokyo (JP); Taro
KUMAGALI, Tokyo (JP); Shuhei OTA,
Tokyo (JP)

(73) Assignee: MITSUBISHI ELECTRIC
CORPORATION, Tokyo (IP)
(21) Appl. No:  15/112,980

(22) PCT Filed: Feb. 18, 2014

(86) PCT No.: PCT/JP2014/053769
§ 371 (e)(D),
(2) Date: Jul. 20, 2016

Publication Classification

(51) Int. CL
GOGF 3/01 (2006.01)
GOG6K 9/62 (2006.01)
GOG6K 9/00 (2006.01)
GOGF 3/042 (2006.01)
GOGF 3/0488 (2006.01)
(52) US.CL
CPC oo GOGF 3/017 (2013.01); GOGF 3/0426

(2013.01); GOGF 3/04886 (2013.01); GO6K
9/00355 (2013.01); GO6K 9/6215 (2013.01)

(57) ABSTRACT

An emphasis level R is calculated in accordance with a
difference between a position of a hand of an operator A
specified based on a detection signal of a 3D camera 6 and
a predetermined position of a hand for performing a gesture
operation. A notification of a presence of an operation object
intended for the gesture operation is provided with the
calculated emphasis level R to thereby guide the hand of the
operator A to a predetermined position of a hand, every time
the emphasis level R is calculated in response to the detec-
tion of the hand of the operator A by the 3D camera 6.
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GESTURE GUIDANCE DEVICE FOR
MOVING PLATFORM, GESTURE
GUIDANCE SYSTEM FOR MOVING
PLATFORM, AND GESTURE GUIDANCE
METHOD FOR MOVING PLATFORM

FIELD OF THE INVENTION

[0001] The present invention relates to a gesture guidance
device for a moving platform, a gesture guidance system for
a moving platform, and a gesture guidance method for a
moving platform, which recognize gestures of an operator
inside a moving platform.

BACKGROUND OF THE INVENTION

[0002] Systems have been proposed for recognizing a
gesture made by an operator to operate a device positioned
away from the operator inside a moving platform. In these
kind of systems, it is important to make the operator grasp
a spatial position in which a gesture is to be made, because
it is required to correctly recognize the gesture for an
operation.

[0003] For example, Patent reference 1 discloses a system
in which a virtual image of an operation system such as an
operation switch and/or a button is displayed in a space by
using hologram technology or the like, and a gesture made
against the virtual image is recognized as an operation to the
device. In this system, a gesture can be made in the situation
as if the virtual image displayed in the space appears as a real
operation system of a device to be operated. Therefore, an
operator can easily grasp that the position where the virtual
image is displayed is the spatial position in which a gesture
is to be made.

[0004] Furthermore, in an invention disclosed in Patent
reference 2, when a finger of an operator is detected in a
space on the straight line connecting between a viewpoint
position of an operator and an operation object, it is recog-
nized that the operation object is being operated. This
enables the operator to grasp a spatial position in which a
gesture is to be made, based on a three-dimensional posi-
tional relation between the viewpoint and the operation
object.

PATENT REFERENCES

[0005] Patent reference 1: Japanese Patent Application
Publication No. 2005-234676.
[0006] Patent reference 2: Japanese Patent Application
Publication No. 2005-280396.

SUMMARY OF THE INVENTION

Problems to be Solved by the Invention

[0007] In Patent reference 1, a specific device is required
to display the virtual image of the operation system such as
an operation switch and/or a button by using hologram
technology or the like. Therefore, there may be the problem
that the system configuration is complicated and its cost is
increased.

[0008] Furthermore, in Patent reference 2, since an opera-
tor grasp the spatial position in which a gesture is to be
made, based on the operator’s viewpoint, the spatial position
in which a gesture is to be made varies depending on the
movement of the operator’s head. Therefore, when the
operator’s viewpoint is erroneously detected due to the
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movement of the head, the operator cannot grasp the posi-
tion in which a gesture is to be made, thus possibly failing
to perform a correct operation.

[0009] The present invention is made to solve the above-
described problems, and an object of the present invention
is to provide a gesture guidance device for a moving
platform, a gesture guidance system for a moving platform,
and a gesture guidance method for a moving platform, which
can be implemented by a simple configuration and can
perform a guidance to an appropriate state in which a gesture
operation is to be performed.

Means for Solving the Problem

[0010] According to the invention, there is provided a
gesture guidance device for a moving platform, which
includes: an emphasis level calculator to specify a position
of'a hand of an operator based on information detected by a
sensor that detects the hand of the operator, and to calculate
an emphasis level in accordance with a difference between
the position of the hand of the operator and a predetermined
position for performing a gesture operation; and a notifica-
tion controller to, every time the emphasis level calculator
calculates the emphasis level in response to detection of the
hand of the operator by the sensor, cause a notification
device to provide a notification of a presence of an operation
object intended for the gesture operation, with the calculated
emphasis level, to thereby guide the hand of the operator to
the predetermined position.

Advantageous Effect of the Invention

[0011] According to the present invention, there is the
effect that the invention can be implemented by a simple
configuration and can perform guidance to an appropriate
state in which a gesture operation is to be performed.

BRIEF DESCRIPTION OF THE FIGURES

[0012] FIG. 1 is a block diagram illustrating a configura-
tion of a gesture guidance device for a moving platform
according to a first embodiment;

[0013] FIG. 2 is a flowchart illustrating an operation of the
gesture guidance device for a moving platform according to
the first embodiment;

[0014] FIG. 3 is a diagram illustrating positional relations
among a hand of an operator, an operation object, and a
gesture performance region;

[0015] FIGS. 4(a) to 4(c) are diagrams illustrating shapes
of the hand of the operator;

[0016] FIG. 5 is a diagram illustrating notification modes
for the operation object according to the first embodiment;
[0017] FIG. 6 is a diagram illustrating a relation between
an operation object and a gesture performance region
according to a second embodiment;

[0018] FIGS. 7(a) and 7(b) are diagrams illustrating exem-
plary notification modes corresponding to deviation direc-
tions of a hand of an operator with respect to a center
position of the gesture performance region;

[0019] FIG. 8 is a diagram illustrating an operation object
and a plurality of gesture performance regions correspond-
ing thereto according to a third embodiment;

[0020] FIG. 9 is a diagram illustrating a relation between
an operation object and each gesture performance region
according to the third embodiment;
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[0021] FIG. 10 is a diagram illustrating a relation between
the operation object and the gesture performance region in
each notification device according to the third embodiment;
[0022] FIG. 11 is a block diagram illustrating a configu-
ration of a gesture guidance device for a moving platform
according to a fourth embodiment; and

[0023] FIG. 12 is a diagram illustrating an exemplary
configuration screen of a gesture performance region.

EMBODIMENTS OF THE INVENTION

[0024] In the following, embodiments to carry out the
present invention will be described in accordance with the
attached drawings in order to describe the present invention
more in detail.

First Embodiment

[0025] FIG. 1 is a block diagram illustrating a configura-
tion of a gesture guidance device for a moving platform
according to a first embodiment. When an operator boarding
a moving platform such as a vehicle performs a gesture
operation against an operation object, a gesture guidance
device 1 for a moving platform guides a hand of the operator
to a predetermined gesture performance region and guides
the hand to a predetermined shape of a hand.

[0026] In FIG. 1, the gesture guidance device 1 for a
moving platform includes a calculator 2, an interface (I'F) 3,
and an event detector 4, and these components are connected
to one another via a bus 5.

[0027] Furthermore, the gesture guidance device 1 for a
moving platform is connected to a 3D camera 6, a speaker
7, a head-up display (HUD) 8, and a center display 9 via the
I/F 3.

[0028] The calculator 2 is equivalent to a CPU mounted on
the gesture guidance device 1 for a moving platform, and
performs calculation processing in various kinds of control.
Furthermore, as illustrated in FIG. 1, the calculator 2
includes a notification controller 20, an emphasis level
calculator 21, and a gesture recognition unit 22. For
example, the notification controller 20, emphasis level cal-
culator 21, and gesture recognition unit 22 are implemented
by a CPU and programmed by software.

[0029] Every time the emphasis level calculator 21 calcu-
lates an emphasis level in response to detection of a hand of
the operator by the 3D camera 6, the notification controller
20 causes the notification device to provide a notification of
a presence of an operation object intended for a gesture
operation, with the calculated emphasis level, to thereby
guide the hand of the operator to a predetermined position
and to a predetermined shape of a hand for the gesture
operation. Here, the operation object is, for example, a
device or an application to be an object intended for a
gesture operation.

[0030] Furthermore, the notification device is a device to
notify the operator of the operation object, and is equivalent
to the speaker 7, HUD 8, and center display 9 in FIG. 1.
More specifically, notification modes for the operation
object includes a notification using a sound output from the
speaker 7, and a notification using a display item to be
displayed by the HUD 8 or by the center display 9.

[0031] Inthis case, in the case of the notification using the
sound, the sound volume, sound type, and the like of a
notification sound are changed in accordance with the
emphasis level. In the case of the notification using the
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display item, the transparency, color, size, shape, and the like
of the display item are changed in accordance with the
emphasis level.

[0032] The emphasis level calculator 21 specifies the
position and shape of the hand of the operator based on
detected information of the hand of the operator, and cal-
culates an emphasis level in accordance with a difference
between a combination of the position and shape of the hand
of the operator and another combination of a position and a
predetermined shape of a hand for performing a gesture
operation.

[0033] For example, an emphasis level is calculated using
a quantified difference between the position of the hand of
the operator and the position of the gesture performance
region, and using a dissimilarity obtained by quantifying a
difference between the shape of the hand of the operator and
the predetermined shape of a hand for a gesture operation of
the operation object. At this point, the emphasis level
calculator 21 calculates the emphasis level such that the
closer to the gesture performance region the hand of the
operator is and the more similar to the predetermined shape
of a hand of the operator is, the larger a value of the
emphasis level becomes.

[0034] Consequently, the closer to the gesture perfor-
mance region predetermined for the operation object the
hand of the operator approaches, the more emphasized the
notification of the presence of the operation object is.
Therefore, when the operator moves the hand in a direction
in which the presence of the operation object becomes
emphasized, the hand of the operator is guided to the
predetermined position of a hand (gesture performance
region) to perform the gesture operation, and is guided to the
predetermined shape of a hand for the gesture operation.
[0035] The I/F 3 is an interface for relay to transmit/
receive information between the gesture guidance device 1
for a moving platform and the 3D camera 6, speaker 7, HUD
8, and center display 9. In this regard, a gesture guidance
system for guiding the hand of the operator to the gesture
performance region and to the predetermined shape of a
hand is formed of the gesture guidance device 1 for a
moving platform, 3D camera 6, speaker 7, HUD 8, and
center display 9.

[0036] The event detector 4 detects an event from the
outside via an antenna 4a and the bus 5. The event means
generation of information to be provided to a user by a
notification, indicating, for example, an e-mail receipt from
a source outside a vehicle, detected by using the antenna 4a,
and/or shortage information of gasoline acquired from an
on-vehicle sensor (not illustrated).

[0037] The 3D (three-dimensional) camera 6 is a sensor to
detect a hand of the operator. For example, from the detected
information of the 3D camera 6, image information is
obtained to specify a spatial position of the hand of the
operator (depth information) and a shape of the hand within
a photographing visual field. The emphasis level calculator
21 receives such information as detected information of the
3D camera 6, and specifies the position and shape of the
hand of the operator.

[0038] The 3D camera 6 can be implemented by using, for
example, a stereo camera or a time of flight (TOF) camera.
[0039] The speaker 7 is a notification device to provide an
acoustic notification of a presence of the operation object by
sound output. In addition, the HUD 8 and the center display
9 are notification devices to provide a visual notification by
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displaying a display item corresponding to the operation
object. In this regard, the HUD 8 is a display to project and
display information on a projection plate or the like provided
on a front window on a front side of a driver’s seat or
provided between a handle and the front window. The center
display 9 is a display arranged near a center portion of an
instrument panel on a front side of a vehicle interior.
[0040] Meanwhile, in the example illustrated in FIG. 1,
the gesture guidance device 1 for a moving platform
includes the gesture recognition unit 22, and the gesture
recognition unit 22 is adapted to recognize a gesture opera-
tion of the operator in the gesture performance region, but
not limited thereto.

[0041] Specifically, a component to recognize a gesture
operation may also be provided as a device separate from the
gesture guidance device 1 for a moving platform, and may
recognize the gesture operation by cooperatively operating
with the notification controller 20 and the emphasis level
calculator 21.

[0042] Furthermore, the example in which the gesture
guidance device 1 for a moving platform guides the hand of
the operator to the predetermined hand position to perform
a gesture operation (gesture performance region) and also
guides the hand to the predetermined shape of a hand for the
gesture operation has been described, but not limited thereto.
[0043] For example, the emphasis level calculator 21
specifies only the position of the hand of the operator based
on the detected information of the sensor, and calculates the
emphasis level in accordance with the difference between
the position of the hand of the operator and the gesture
performance region.

[0044] Then, every time the emphasis level calculator 21
calculates an emphasis level in response to detection of the
hand of the operator by the sensor, the notification controller
20 causes the notification device to provide a notification of
the presence of the operation object intended for the gesture
operation, with the calculated emphasis level, to thereby
guide the hand of the operator to the predetermined position.
[0045] Next, operation will be described.

[0046] FIG. 2 is a flowchart illustrating the operation of
the gesture guidance device for a moving platform according
to the first embodiment, and a description will be provided
in accordance with a procedure of the flowchart illustrated in
FIG. 2.

[0047] First, the event detector 4 detects an event (Step
ST1). When receiving the information of the event detected
from the event detector 4, the emphasis level calculator 21
outputs an initial value predetermined as an emphasis level
R to the notification controller 20. In this regard, the initial
value of the emphasis level R is the highest emphasis level
or a value equivalent thereto in order to make a user easily
recognize an operation object corresponding to this event at
the time of event generation.

[0048] The notification controller 20 controls the notifi-
cation device to provide a notification of the presence of the
operation object corresponding to the event with the initial
value of the emphasis level R. More specifically describing,
based on information related to the event detected by the
event detector 4 and the initial value of the emphasis level
R received from the emphasis level calculator 21, the
notification controller 20 specifies the operation object cor-
responding to the event, and outputs a notification command
to provide the notification of a presence of the specified
operation object with the initial value of the emphasis level
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R. The notification command is output to the notification
device (speaker 7, HUD 8, and/or center display 9) via the
I/F 3. In accordance with the notification command, the
speaker 7, HUD 8, and/or center display 9 provides the
notification of the presence of the operation object corre-
sponding to the event with the initial value of the emphasis
level R (Step ST2).

[0049] FIG. 3 is a diagram illustrating positional relations
among the hand of the operator, an operation object, and a
gesture performance region. In FIG. 3, an operator A is a
driver who drives with a handle 12. For example, in the case
where the event is e-mail receipt, an icon 10 corresponding
to this e-mail receipt is indicated on a projection member 8a
(front window or projection plate) of the HUD 8. Here, the
icon 10 is the operation object to be an object intended for
a gesture operation. Since the initial value of the emphasis
level R is set immediately after the e-mail receipt, the icon
10 is clearly indicated such that the operator A can easily
visually recognize the icon. For example, the icon 10 is
indicated with lowest transparency.

[0050] When the event related to the operation object is
generated and the notification device provides the notifica-
tion of the presence of the operation object with the initial
value of the emphasis level R as described above, if a set
period has passed from the event generation, the emphasis
level calculator 21 sequentially calculates the emphasis level
R that is gradually lowered from the initial value of the
emphasis level R. The notification controller 20 controls the
notification device to provide a notification of the presence
of the operation object with the emphasis level R that is
sequentially calculated by the emphasis level calculator 21.
With this configuration, the notification device provides the
notification of the presence of the operation object with the
emphasis level R that is gradually lowered (Step ST3).
[0051] When the hand of the operator A who performs a
gesture operation against the operation object is not
detected, even after the set period has passed after the event
is generated and the notification of the presence of the
operation object is provided as described above, the notifi-
cation of the presence of the operation object is provided
with the emphasis level R gradually being lowered. This can
prevent the notification of the presence of the operation
object from being kept provided unnecessarily with the high
empbhasis level R.

[0052] For example, in the case where the icon 10 is
displayed on the projection member 8a of the HUD 8, the
icon 10 is displayed in a manner superimposed on front
eyesight of the operator, and blocks the eyesight of the
operator.

[0053] To address this situation, when the hand of the
operator A is not detected even after the set period has
passed, the emphasis level R is gradually lowered, and the
icon 10 is displayed with increasing transparency in accor-
dance therewith. Thus, the icon 10 becomes gradually invis-
ible, and the eyesight of the driver can be prevented from
being blocked.

[0054] Meanwhile, in the case where the hand of the
operator A is not detected even after a predetermined set
period has additionally passed after the above passage of the
above set period, it can be determined that the operator A has
no intention to operate, and a notification of the presence of
the operation object may be stopped.

[0055] Before the above set period passes from the event
generation, or while the notification device provides the
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notification of the presence of the operation object with the
emphasis level R gradually lowered after passage of the
above set period, the emphasis level calculator 21 is in a
state of waiting for detection of the hand of the operator A
by the 3D camera 6. Here, when the hand of the operator A
is not detected (Step ST4: NO), this state of waiting for
detection continues.

[0056] When the hand of the operator A is detected by the
3D camera 6 (Step ST4: YES), the emphasis level calculator
21 specifies the position and shape of the hand of the
operator A based on the detected information of the 3D
camera 6. The detected information of the 3D camera 6 is a
3D image obtained by the 3D camera 6, and a two-dimen-
sional image of the hand of the operator A and depth
coordinates of each of pixels of the image can be obtained
from this 3D image. The position of the hand (spatial
position) and shape of the hand of the operator A are
specified based on the information.

[0057] Next, the emphasis level calculator 21 calculates
the emphasis level R in accordance with a difference
between the specified position of the hand of the operator A
and a position of the predetermined gesture performance
region 11, and a dissimilarity between the specified shape of
the hand of the operator A and a predetermined shape of a
hand for the gesture operation of the operation object (Step
ST5). Here, the gesture performance region 11 is arranged
between the operator A and the icon 10 that is the operation
object as illustrated in FIG. 3. This enables the operator A to
intuitively perform the gesture operation while visually
recognizing the operation object.

[0058] Furthermore, the emphasis level R is calculated in
accordance with formula (1) described below. In the follow-
ing formula (1), d represents a distance from the coordinates
of a center O of the gesture performance region 11 to the
coordinates of the position of the hand of the operator A as
illustrated in FIG. 3. Note that the distance d is a value of
zero or larger when the hand of the operator A is located at
the center O. In addition, s represents the dissimilarity
between the shape of the hand of the operator A and the
predetermined shape of a hand for the gesture operation of
the operation object. The more different the mutual shapes
are, the larger positive value the dissimilarity s is to have.
Furthermore, o and [ are positive coefficients, and the
distance d of the emphasis level R and a contribution degree
of the dissimilarity s are set by a and f.

[0059] In the case where the shape of the hand of the
operator A is not guided to the predetermined shape of a
hand for the gesture operation although the hand of the
operator A is guided to the gesture performance region 11,
more specifically, in the case of not considering the dissimi-
larity s in calculating the emphasis level R, the coefficient §
may be set to zero, for example.

R=1/(cvd+p-s) (6]

[0060] FIGS. 4(a) to 4(c) are diagrams illustrating the
shapes of the hand of the operator. For example, in the case
where the predetermined shape of a hand for the gesture
operation of the operation object is a shape a illustrated in
FIG. 4(a), and in the case where the shape of the hand of the
operator A is similar to the shape a, the dissimilarity s
becomes a small value. On the other hand, in the case where
the shape of the hand of the operator A is a shape b illustrated
in FIG. 4(b) or a shape ¢ illustrated in FIG. 4(c), the
dissimilarity s becomes a large value. Consequently, in the
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case where the hand of the operator A is located outside the
gesture performance region 11 or the shape of the hand is
different from the predetermined shape of a hand, the
emphasis level R calculated in accordance with the above
formula (1) becomes a small value. More specifically,
according to the formula (1), the closer to the inside of the
gesture performance region 11 the hand of the operator A
approaches and the more similar to the predetermined shape
of'a hand of the operator A is, the emphasis level R becomes
a large value.

[0061] The notification controller 20 controls the notifi-
cation device to provide the notification of the presence of
the operation object, with the emphasis level R calculated by
the emphasis level calculator 21 in Step ST5. Consequently,
the notification device provides the notification of the pres-
ence of the operation object with the emphasis level R (Step
ST6). The processing from Step ST4 to Step ST6 is repeated
until the hand of the operator A enters inside the gesture
performance region 11 (until the distance d becomes 0).
More specifically, when the hand of the operator A is
sequentially detected by the 3D camera 6 during a period of
repeating the above-described processing, every time the
emphasis level calculator 21 calculates an emphasis level R
in response to the sequential detection, the notification
controller 20 controls the notification device to provide a
notification of the presence of the operation object with the
calculated emphasis level R. In accordance with control of
the notification controller 20, the notification device pro-
vides the notification of a presence of the operation object
with the emphasis level R sequentially calculated by the
emphasis level calculator 21.

[0062] FIG. 5 is a diagram illustrating notification modes
for the operation object in the first embodiment, and illus-
trating a case of providing a notification of the presence of
the operation object corresponding to e-mail receipt. As
illustrated in FIG. 5, in the case where the emphasis level R
is maximal, an icon corresponding to the e-mail receipt is
displayed with minimal transparency. Also, The volume of
a notification sound to provide the notification of the e-mail
receipt is set maximal. In contrast, in the case where the
emphasis level R is minimal, the icon corresponding to the
e-mail receipt is displayed with maximal transparency, and
the volume of the notification sound to provide notification
of the e-mail receipt is set minimal. The notification device
outputs the icon display and the notification sound with the
emphasis level R sequentially calculated by the emphasis
level calculator 21 in accordance with the position and the
shape of the hand of the operator A. The hand of operator A
is guided to the gesture performance region 11 by the hand
of the operator A being moved in a direction in which the
icon is more clearly displayed and the notification sound
becomes louder.

[0063] Upon calculating the emphasis level R based on the
detected information of the 3D camera 6, the emphasis level
calculator 21 determines whether the hand of the operator A
exists inside the gesture performance region 11 based on the
distance d (Step ST7). Here, when the hand of the operator
A has not entered inside the gesture performance region 11
(Step ST7: NO), the processing proceeds to Step ST4.
[0064] Meanwhile, in the case where entrance of the hand
of the operator A inside the gesture performance region 11
is not detected even after the set period has passed from
event generation, the emphasis level calculator 21 sequen-
tially calculates the emphasis level R such that the emphasis
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level R is gradually lowered, and the notification controller
20 may control the notification device to provide a notifi-
cation of a presence of the operation object with the empha-
sis level R that is sequentially calculated by the emphasis
level calculator 21. This also can prevent consecutive noti-
fications of the presence of the unnecessary operation object.
[0065] On the other hand, in the case where the hand of the
operator A is inside the gesture performance region 11 (Step
ST7: YES), the emphasis level calculator 21 notifies the
notification controller 20 of this fact.

[0066] At the time of receiving the above notification from
the emphasis level calculator 21, the notification controller
20 controls and causes the notification device to provide the
notification of a presence of the hand of the operator A being
inside the gesture performance region 11 (Step ST8). For
example, a special sound is output from the speaker 7, or a
special display is provided at the operation object. Conse-
quently, the operator A can recognize that the gesture
operation has become recognizable in the gesture guidance
device 1 for a moving platform.

[0067] After that, the gesture recognition unit 22 recog-
nizes a gesture operation such as fingertip turning, hand
waving, and special shape of the hand, performed by the
hand of the operator A inside the gesture performance region
11 (Step ST9). Thus, processing in accordance with a
recognition result of the gesture operation is performed.
[0068] For example, in the case where the event is e-mail
receipt, the processing such as “selection” which provides a
command to read the e-mail or “cancellation” which sus-
pends opening the e-mail and finishes the notification is
performed.

[0069] Meanwhile, in the case where the gesture operation
such as “hand moving in a right direction” indicating that the
operation object is not necessary is recognized by the
gesture recognition unit 22, the notification controller 20
controls and causes the notification device to finish the
notification of the presence of the operation object. More
specifically, display of the operation object is erased or
output of the notification sound is stopped. This also can
prevent consecutive notifications of the presence of the
unnecessary operation object. For example, in the HUD 8,
an unnecessary operation object that blocks the eyesight of
the driver can be erased.

[0070] In the case where the gesture recognition unit 22
cannot recognize the gesture operation and also the hand of
the operator A moves out from the gesture performance
region 11, the notification controller 20 controls and causes
the notification device to output a special sound or special
display thereby notifying the operator A of a state that the
gesture operation has become not recognizable. This enables
the operator A to intuitively grasp the fact that the hand has
moved out of the gesture performance region 11, and the
processing immediately can proceed to the processing from
the Step ST4.

[0071] Furthermore, in the gesture guidance device 1 for
a moving platform according to the first embodiment, the
gesture recognition unit 22 recognizes the gesture operation
performed in the gesture performance region 11 with one-
to-one correspondence between the operation object and the
gesture performance region 11, as illustrated in FIG. 3. For
example, if different operation objects correspond to one
common gesture performance region, the gesture operation
for each of the operation objects is needed to be performed
in the common gesture performance region. In this case, if
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a different gesture operation corresponds to each of the
operation objects, an operation mistake is likely to occur.
Therefore, with one-to-one correspondence between the
operation object and the gesture performance region 11, the
operator A is only to perform the gesture operation corre-
sponding to the operation object in the gesture performance
region for each of the operation objects. This can reduce
occurrence of an operation mistake.

[0072] As described above, according to the first embodi-
ment, the emphasis level calculator 21 specifies the position
of the hand of the operator A based on a detection signal of
the 3D camera 6, and calculates the emphasis level R in
accordance with the difference between the position of the
hand of the operator A and the predetermined position of a
hand to perform the gesture operation. Every time the
emphasis level calculator 21 calculates the emphasis level R
in response to detection of the hand of the operator A by the
3D camera 6, the notification controller 20 causes the
notification device to provide the notification of the presence
of the operation object intended for the gesture operation
with the calculated emphasis level R to thereby guide the
hand of the operator A to the predetermined position.

[0073] Especially, the emphasis level calculator 21 calcu-
lates the emphasis level R in accordance with the distance d
between the position of the hand of the operator A and the
center position of the gesture performance region 11 prede-
termined to perform the gesture operation.

[0074] With this configuration, there is no need to display
a virtual image of the operation object by using hologram or
the like in order to recognize the gesture operation of the
operation object, and the gesture guidance device 1 for a
moving platform can be implemented by a simple configu-
ration. Furthermore, the operator A moves the hand in the
direction in which notification of the presence of the opera-
tion object becomes emphasized, thereby guiding the hand
of the operator A to the predetermined hand position to
perform the gesture operation (gesture performance region).
As a result, the hand of the operator A is guided to an
appropriate position in which the gesture operation is to be
performed, and recognition accuracy of the gesture opera-
tion can be improved.

[0075] Furthermore, according to the first embodiment,
the emphasis level calculator 21 further specifies the shape
of the hand of the operator A based on the detected infor-
mation of the 3D camera 6, and calculates the emphasis level
R in accordance with the difference between the position and
shape of the hand of the operator A and the predetermined
position to perform the gesture operation and the predeter-
mined shape of a hand for the gesture operation. The
notification controller 20 causes the notification device to
provide the notification of a presence of the operation object
intended for the gesture operation with the emphasis level R
calculated by the emphasis level calculator 21, to thereby
guide the hand of the operator A to the predetermined
position and to the predetermined shape of a hand for the
gesture operation.

[0076] Especially, the emphasis level calculator 21 calcu-
lates the emphasis level R in accordance with: the distance
d between the position of the hand of the operator A and the
center position of the gesture performance region 11; and the
dissimilarity s between the shape of the hand of the operator
A and the predetermined shape of a hand for the gesture
operation of the operation object.
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[0077] With this configuration, the hand of the operator A
can be guided to the gesture performance region 11 in which
the gesture operation is to be performed, and further guided
to the predetermined shape of a hand for the gesture opera-
tion. This can guide the hand of the operator A to an
appropriate state in which the gesture operation is to be
performed, and can improve recognition accuracy of the
gesture operation.

[0078] Furthermore, according to the first embodiment,
when an event related to the operation object is generated
causing a notification device to provide a notification of a
presence of the operation object, the emphasis level calcu-
lator 21 sequentially calculates an emphasis level R that is
gradually lowered after a set period has passed from the
generation of the event. The notification controller 20 con-
trols the notification device to provide a notification of the
presence of the operation object with the emphasis level R
that is sequentially calculated by the emphasis level calcu-
lator 21. This can prevent consecutive notifications of the
presence of the unnecessary operation object.

[0079] Moreover, according to the first embodiment, the
gesture recognition unit 22 recognizes the gesture operation
performed by the hand of the operator A inside the gesture
performance region 11, with one-to-one correspondence
between the operation object and the gesture performance
region 11. Then, the operator A is only to perform the gesture
operation corresponding to the operation object in the ges-
ture performance region of each operation object. This can
reduce occurrence of an operation mistake.

[0080] Furthermore, according to the first embodiment, in
the case where gesture operation that indicates that the
operation object is unnecessary is recognized by the gesture
recognition unit 22, the notification controller 20 controls
the notification device not to provide a notification of a
presence of the operation object. This can prevent consecu-
tive notifications of the presence of the unnecessary opera-
tion object.

[0081] Additionally, according to the first embodiment,
the notification controller 20 controls the notification device
to provide a notification of a presence of the hand of the
operator A that has entered or moved out of the gesture
performance region 11. This enables the operator A to
intuitively grasp the fact that the hand has entered or moved
out of the gesture performance region 11.

[0082] Furthermore, according to the first embodiment,
the gesture performance region 11 is arranged between the
operator A and the operation object. This enables the opera-
tor A to intuitively perform the gesture operation while
visually recognizing the operation object.

Second Embodiment

[0083] According to a first embodiment, an emphasis level
calculator 21 feeds back a difference between a position of
a hand of an operator A and a center position of a gesture
performance region 11 to the operator A by using, in
calculating an emphasis level R, a distance d from the
position of the hand of the operator A to the center position
of'the gesture performance region 11. However, according to
this method, the operator A may not be able to grasp in
which direction the hand is deviated and it may take time to
guide the hand to the gesture performance region 11.

[0084] Therefore, according to a second embodiment, a
deviation direction of the hand of the operator A from the
center position of the gesture performance region 11
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detected inside or outside the gesture performance region is
calculated. A notification of a presence of an operation
object in a notification mode corresponding to the deviation
direction is provided thereby to guide the hand of the
operator A to the center position of the gesture performance
region 11. This enables the operator A to grasp in which
direction, upward, downward, rightward, or leftward, the
hand is to be moved based on the notification of the presence
of the operation object by the notification device.

[0085] A gesture guidance device 1 for a moving platform
according to the second embodiment has a configuration
basically same as the above-described first embodiment, but
internal processing of a notification controller 20 and the
emphasis level calculator 21 is different as described above.
Therefore, in the following, the configuration of the gesture
guidance device 1 for a moving platform according to the
second embodiment will be described with reference to FIG.
1

[0086] FIG. 6 is a diagram illustrating a relation between
the operation object and the gesture performance region
according to the second embodiment. FIGS. 7(a) and 7(b)
are diagrams illustrating exemplary notification modes cor-
responding to the deviation directions of the hand of the
operator with respect to the center position of the gesture
performance region. In FIG. 6, the operator A is a driver who
drives with a handle 12, and an icon 10 to be an object
intended for a gesture operation is displayed on a projection
member 8a of a HUD 8. The gesture performance region 11
is, for example, a parallelepiped spatial area as illustrated in
FIG. 6. An xyz coordinate system having a Xy plane facing
the operator A side is defined, setting a center O of the
gesture performance region 11 as an original.

[0087] In the second embodiment, a value dx indicating
horizontal deviation of the hand of the operator A and a
value dy indicating vertical deviation of the hand from the
center O position of the xy plane inside the gesture perfor-
mance region 11 are calculated, and the deviation direction
of the hand of the operator A from the center O is specified
from the values dx and dy.

[0088] Furthermore, as illustrated in FIG. 7(a), the above
xy plane inside the gesture performance region 11 is pro-
jected on the operator A side, and the value dx indicating
horizontal deviation of the hand of the operator A and the
value dy indicating vertical deviation of the same from a
center position of the projection plane of the xy plane in the
hand’s position of the operator A (intersecting position
between the projection plane and an extension line (z axis)
extending from the center O to the operator A side) are
calculated, and the deviation direction of the hand of the
operator A from the center position of the projection plane
is specified based on dx and dy.

[0089] The emphasis level calculator 21 notifies the noti-
fication controller 20 of: the calculated emphasis level R
related to the hand of the operator A detected by the 3D
camera 6 inside or outside the gesture performance region
11; and the deviation direction of the hand of the operator A
from the center position of the gesture performance region
11 specified as described above.

[0090] The notification controller 20 controls the notifi-
cation device to provide a notification of a presence of the
operation object with the emphasis level R that is calculated
by the emphasis level calculator 21 and in a notification
mode corresponding to the deviation direction.
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[0091] Forexample, in the case where the operation object
is the icon 10 corresponding to e-mail receipt, both dx and
dy are positive values in the icon 10q as illustrated in FIG.
7(b), and the hand of the operator A is deviated in a upper
right direction from the center O or a point on the extension
line (z axis) extending from the center O to the operator A
side (center of the projection plane of the xy plane).
[0092] Therefore, in the icon 10qa, in order to visually
indicate that the hand of the operator A is deviated in the
upper right direction from the center O or the point on the
extension line (z axis) extending from the center O to the
operator A side (center of the projection plane of the xy
plane), the upper right portion is displayed with the empha-
sis level R in accordance with to a position and a shape
(distance d and dissimilarity s) of the hand of the operator A.
More specifically, the upper right portion is displayed with
transparency corresponding to the emphasis level R, and
other portions are displayed with higher transparency than
the upper right portion.

[0093] Furthermore, in an icon 105, both dx and dy are
zero, and the hand of the operator A is located at the center
O or the center position of the projection plane. In the icon
1054, the entire icon is displayed with transparency corre-
sponding to the emphasis level R in accordance with the
position and shape (distance d and dissimilarity s) of the
hand of the operator A as illustrated in FIG. 7(b).

[0094] Inthe same manner, in an icon 10¢, both dx and dy
are negative values, and the hand of the operator A is
deviated in a lower left direction from the center O or the
center of the projection plane.

[0095] Therefore, in the icon 10c¢, in order to visually
show that the hand of the operator A is deviated in the lower
left direction from the center O or the center of the projec-
tion plane, the lower left portion is displayed with transpar-
ency of the emphasis level R in accordance with the position
and the shape (distance d and dissimilarity s) of the hand of
the operator A, and other portions are displayed with higher
transparency than the lower left portion.

[0096] In anicon 10d, dx is a positive value while dy is a
negative value, and the hand of the operator A is deviated in
a lower right direction from the center O or the center of the
projection plane.

[0097] Therefore, in the icon 10d, in order to visually
indicate that the hand of the operator A is deviated in the
lower right direction from the center O or the center of the
projection plane, the lower right portion is displayed with
transparency of the emphasis level R in accordance with the
position and shape (distance d and dissimilarity s) of the
hand of the operator A and other portions are displayed with
higher transparency than the lower right portion.

[0098] As described above, since the icon 10a is displayed
such that only the upper right portion becomes dark, the
operator A can visually grasp that the hand is deviated in the
upper right direction from the center O of the gesture
performance region 11 or the center of the projection plane.
[0099] On the other hand, the icon 105 has no portion of
uneven darkness. Therefore, the operator A can visually
grasp that the hand is located at the center O of the gesture
performance region 11 or the center of the projection plane.
This enables the operator A to intuitively grasp in which
direction, upward, downward, rightward, or leftward, the
own hand is deviated from the position of the gesture
performance region 11, and can more easily perform a
correct gesture operation.
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[0100] Additionally, the case of changing a display mode
corresponding to the deviation direction of the hand of the
operator A has been described, but an acoustic mode using
a sound may be changed as well. For example, different
types of sounds are preliminarily set respectively for devia-
tion in upward, downward, leftward, and rightward direc-
tions from the center O of the gesture performance region 11
or the center of the projection plane.

[0101] In the case where the hand of the operator A is
deviated in the upper right direction from the center O or the
point on the extension line (z axis) extending from the center
O to the operator A side (center of the projection plane), a
sound type corresponding to deviation in the upper right
direction is output from a speaker 7.

[0102] On the other hand, in the case where the hand of the
operator A is located at the center O or the center of the
projection plane, a sound type corresponding to the hand
located at the center is output from the speaker 7. Mean-
while, the sound output from the speaker 7 has volume
corresponding to the emphasis level R.

[0103] As described above, according to the second
embodiment, the hand of the operator A is detected inside or
outside the gesture performance region 11 by the 3D camera
6, and the emphasis level calculator 21 calculates the devia-
tion direction of the hand of the operator A from the center
O of the gesture performance region 11 or the point on the
extension line (z axis) extending from the center O to the
operator A side (intersection between the projection plane of
the xy plane and the z axis). Then, the notification controller
20 causes the notification device to provide the notification
of a presence of the operation object with the emphasis level
R calculated by the emphasis level calculator 21 and in the
notification mode corresponding to the deviation direction,
and guides the hand of the operator A to the center position
of the gesture performance region 11.

[0104] This enables the operator A to intuitively grasp in
which direction, upward, downward, leftward, or rightward,
the hand is deviated from the position of the gesture per-
formance region 11, and can more easily perform the correct
gesture operation.

Third Embodiment

[0105] In a third embodiment, a case where a plurality of
gesture performance regions exists will be described. By
providing the plurality of gesture performance regions,
places to perform a gesture operation and variety of kinds of
gesture operations can be broadened.

[0106] A gesture guidance device 1 for a moving platform
according to the third embodiment has a configuration
basically same as an above-described first embodiment, but
internal processing is different in handing the plurality of
gesture performance regions as described above. Therefore,
in the following, the configuration of the gesture guidance
device 1 for a moving platform according to the third
embodiment will be described with reference to FIG. 1.
[0107] FIG. 8 is a diagram illustrating an operation object
and the plurality of gesture performance regions correspond-
ing thereto according to the third embodiment. In FIG. 8, an
operator A is a driver who drives with a handle 12, and an
icon 10 to be an object intended for a gesture operation is
displayed on a projection member 8a of a HUD 8. The
gesture performance regions 13, 14 are the gesture perfor-
mance regions for a left hand and a right hand of the operator
A against the icon 10.
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[0108] Ina gesture recognition unit 22, a gesture operation
performed by the hand of the operator A is recognized with
one-to-one correspondence between the icon 10 and the
gesture performance region 13, or between the icon 10 and
the gesture performance region 14. More specifically, the
operator A may perform the gesture operation against the
icon 10 in either one of the gesture performance regions. In
the case illustrated in FIG. 8, this enables the operator A to
perform the gesture operation with any hand that can be
easily released from the handle 12 regardless of a dominant
hand of the operator.

[0109] In the same manner, the gesture performance
region for a fellow passenger in a driver’s assistant seat or
a rear seat may also be provided against the icon 10. This
enables the fellow passenger to perform the gesture opera-
tion against the icon 10.

[0110] FIG. 9 is a diagram illustrating a relation between
an operation object and each of the gesture performance
regions according to the third embodiment. In FIG. 9, the
operator A is a driver who drives with the handle 12, and
icons 10, 15 to be objects intended for a gesture operation
are displayed on the projection member 8a of the HUD 8.
The icon 10 is the icon corresponding to a gesture perfor-
mance region 16, and the icon 15 is the icon corresponding
to the gesture performance region 17.

[0111] The operator A performs a gesture operation rela-
tive to the icon 10 inside the gesture performance region 16,
thereby performing reading processing for a received e-mail.
Further, the operator performs a gesture operation for the
icon 15 inside the gesture performance region 17, thereby
performing navigation processing to a gas station.

[0112] Since the gesture operation of a different operation
object is recognized in each of the gesture performance
regions, the processing corresponding to the plurality of
operation objects can be performed. Furthermore, the variety
of'kinds of the gesture operation can be broadened by setting
the gesture operation like “hand waving” as a different
meaning in each of the gesture performance regions.
[0113] FIG. 10 is a diagram illustrating a relation between
the operation object and the gesture performance region in
each notification device according to the third embodiment.
In FIG. 10, the operator A is a driver who drives with the
handle 12, and an icon 10 to be an object intended for a
gesture operation is displayed on the projection member 8a
of the HUD 8, and in the same manner, an icon 15 to be an
object of the gesture operation is displayed on a screen 9a of
a center display 9. Furthermore, a gesture performance
region 18 is the gesture performance region corresponding
to the icon 10, and a gesture performance region 19 is the
gesture performance region corresponding to the icon 15.
[0114] In the case of recognizing the gesture operation
performed by the operator A in the gesture performance
region 18, the notification controller 20 outputs, to the HUD
8 associated with the gesture performance region 18, a
notification command for a processing result of the gesture
operation. In the same manner, in the case where the
operator A performs the gesture operation in the gesture
performance region 19, the notification controller 20 out-
puts, to the center display 9 corresponding to the gesture
performance region 19, a notification command for a pro-
cessing result of the gesture operation.

[0115] More specifically, the notification controller 20
performs control such that the notification device corre-
sponding to the gesture performance region where the
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gesture recognition unit 22 has recognized the gesture
operation outputs the processing result of the gesture opera-
tion. This enables the operator A to select the notification
device from which the operator A desires to output the
processing result of the gesture operation in accordance with
the gesture performance region.

[0116] As described above, according to the third embodi-
ment, the gesture performance regions are provided at a
plurality of places. Therefore, the places to perform a gesture
operation and the variety of kinds of gesture operations can
be broadened.

[0117] For example, by providing the gesture performance
regions 13, 14 for the left hand and the right hand, the
operator A can perform the gesture operation with any hand
that can be easily released from the handle 12 regardless of
the dominant hand of the operator. Furthermore, by provid-
ing the gesture performance region for a fellow passenger
besides the driver, the fellow passenger can also perform the
gesture operation for the operation object.

[0118] Moreover, according to the third embodiment, the
gesture recognition unit 22 recognizes the gesture operation
for the different operation object in each of the gesture
performance regions. Consequently, the processing corre-
sponding to the plurality of the operation objects can be
performed. Additionally, a different meaning can be set for
the gesture operation like “hand waving” in each of the
gesture performance regions.

[0119] Furthermore, according to the third embodiment,
the notification controller 20 performs control such that the
notification device corresponding to the gesture perfor-
mance region where the gesture recognition unit 22 has
recognized the gesture operation outputs the processing
result of the gesture operation. This enables the operator A
to select the notification device from which the operator
desires to output the processing result of the gesture opera-
tion in accordance with the gesture performance region.

Fourth Embodiment

[0120] FIG. 11 is a block diagram illustrating a configu-
ration of a gesture guidance device for a moving platform
according to a fourth embodiment. In FIG. 11, a gesture
guidance device 1A for a moving platform according to the
fourth embodiment includes a calculator 2A different from a
configuration of a first embodiment, and the calculator 2A
includes a performance region setting unit 23. The perfor-
mance region setting unit 23 is a position changing unit to
change a position of a gesture performance region 11. Also,
the performance region setting unit 23 includes an adjust-
ment unit 23a to adjust the position of the gesture perfor-
mance region 11 in accordance with a command from the
outside. Note that, in FIG. 11, component same as FIG. 1
will be denoted by the same reference signs and a descrip-
tion therefor will be omitted.

[0121] For example, a user or a person in charge of
maintenance can change the position of the gesture perfor-
mance region 11 at an optional timing by using the perfor-
mance region setting unit 23.

[0122] FIG. 12 is a diagram illustrating an exemplary
configuration screen of the gesture performance region.
First, the user or the person in charge of maintenance makes
selection from a menu screen displayed on a display device
such as a center display 9, and starts the performance region
setting unit 23.
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[0123] After the performance region setting unit 23 is
started, the adjustment unit 23a displays a configuration
screen 95 as illustrated in FIG. 12 on the center display 9.
Meanwhile, the configuration screen may also be displayed
on a HUD 8.

[0124] The configuration screen 96 includes the position
coordinates of a center O of the gesture performance region
(center coordinates) and a setting field 9¢ to set a width and
a height representing a size thereof. When the user sets the
center coordinates, width, and height in the setting field 9¢
by using an input device such as a touch panel or a hardware
key, the adjustment unit 23« sets the gesture performance
region 11 in a position based on the setting value. This
enables the user to change the position of the gesture
performance region 11 to a place where the user can easily
perform the gesture operation.

[0125] In FIG. 12, for example, 10 cm is set for a normal
direction (z axis) of a display surface of the HUD 8 from an
operation object displayed on the HUD 8 that is a notifica-
tion device to an operator A side. Additionally, under the
condition that the center O is a position 10 cm distant from
the display surface and the center O is set as an origin, 20
cm is set for an x axis direction (-10 cm in a —x axis
direction and +10 cm in a +x axis direction via the center O)
and 20 cm is set for a Y axis direction (-10 cm in a -y axis
direction and +10 cm in a +y axis direction via the center O)
respectively. Furthermore, 20 cm is set for the z axis
direction (-10 cm in the -z axis direction and +10 c¢m in the
+z axis direction via the center O) by setting the width to 20
cm, and a parallelepiped spatial area is defined as the gesture
performance region by setting the height to 20 cm. The
parallelepiped spatial area is defined from a plane where a xy
surface including the center O is projected at the position of
-10 cm in the z direction to a plane where the same is
projected at the position of +10 cm.

[0126] Meanwhile, in the setting field 9¢, any spatial
position between the position of the operator A and the
operation object may also be preliminarily set as an initial
position of the gesture performance region 11. Conse-
quently, since the operator A can easily perform the gesture
operation at the initial position, there is no need to change
the position. Therefore, setting for the position of gesture
performance region 11 can be simplified.

[0127] Additionally, in FIG. 12, the case of changing the
position of the gesture performance region 11 by setting the
position of the operation object as a reference position has
been described, but in the case where the operator A is a
driver who drives with a handle 12, a position of the handle
12 may be set as the reference position (for example, left end
position of the handle 12).

[0128] Moreover, the performance region setting unit 23
may learn a position of a hand of the operator A where the
gesture operation is recognized by the gesture recognition
unit 22, and may change the position of the gesture perfor-
mance region 11 based on the learning result.

[0129] For example, the performance region setting unit
23 preliminarily sequentially stores positions of the hand
where the gesture operation is performed by the operator A,
and calculates: a position where the gesture operation is
performed in the same position the number of times of a
threshold or more out of positions where the gesture opera-
tion has been performed predetermined number of times in
the past; or an average position of the gesture operation in
which the gesture operation has been performed predeter-
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mined number of times in the past. Then, the performance
region setting unit 23 changes the position of the gesture
performance region 11 by setting the calculated position as
the center O or by setting the same as an apex position or the
like.

[0130] Consequently, the position of the gesture perfor-
mance region 11 can be changed to a position suitable for the
operator A.

[0131] In this regard, in the case where the gesture per-
formance region 11 is located too close to the handle 12,
operation of the handle 12 by the operator A may be
erroneously determined as the gesture operation.

[0132] Therefore, a limit may also be provided on a
position range of the gesture performance region 11 that can
be changed by the performance region setting unit 23. For
example, a spatial position located in a predetermined dis-
tance from the handle 12 is preliminarily set as a prohibited
position in the performance region setting unit 23, and the
position of the gesture performance region 11 is prevented
from being changed to the prohibited position. Conse-
quently, misrecognition of the gesture operation can be
reduced.

[0133] As describe above, according to the fourth embodi-
ment, since the performance region setting unit 23 to change
the position of the gesture performance region 11 is pro-
vided, the gesture performance region is not set as a fixed
position and can be moved. Additionally, since the adjust-
ment unit 23a to adjust the position of the gesture perfor-
mance region 11 in accordance with the information set by
an outside is provided, the gesture performance region 11
can be set at a desired place of the operator A.

[0134] Moreover, according to the fourth embodiment, the
performance region setting unit 23 learns the position of the
hand of the operator A where the gesture operation is
recognized, and changes the position of the gesture perfor-
mance region 11 based on the learning result. Consequently,
the gesture performance region 11 where the operator A can
easily perform the gesture operation can be set. At this point,
the limit is provided in the position range of the gesture
performance region 11 changeable by the performance
region setting unit 23. This can prevent the gesture perfor-
mance region 11 from being set at the place where misrec-
ognition is likely to occur, and misrecognition of the gesture
operation can be reduced.

[0135] Meanwhile, in the present invention, the respective
embodiments can be freely combined, any component in the
respective embodiments can be modified, or any component
in the respective embodiments can be omitted within the
scope of the present invention.

INDUSTRIAL APPLICABILITY

[0136] A gesture guidance device for a moving platform
according to the present invention is applicable to, for
example, an operation device of an on-vehicle information
apparatus because the device can be implemented by a
simple configuration and also can perform guidance to a
state in which the gesture operation is to be performed.

EXPLANATIONS OF REFERENCE NUMERALS

[0137] 1, 1A Gesture guidance device for a moving plat-
form; 2, 2A Processor; 3 I/F; 4 Event detector; 4a Antenna;
5 Bus; 6 3D Camera; 7 Speaker; 8 HUD; 8a Projection
member; 9 Center display; 9a Screen; 96 Configuration



US 2016/0334879 Al

Screen; 9¢ Setting Field; 10, 10a to 104, 15 Icon; 11, 13, 14,
16 to 19 Gesture performance region; 12 Handle; 20 Noti-
fication controller; 21 Emphasis level calculator; 22 Gesture
recognition unit; 23 Performance region setting unit; and
23a Adjustment unit.

1. A gesture guidance device for a moving platform,
comprising:

an emphasis level calculator to specify a position and a

shape of a hand of an operator based on information
detected by a sensor that detects the hand of the
operator, and to calculate an emphasis level in accor-
dance with a difference between a combination of the
position and the shape of the hand of the operator and
another combination of a predetermined position for
performing a gesture operation and a predetermined
shape of a hand for the gesture operation; and

a notification controller to, every time the emphasis level

calculator calculates the emphasis level in response to
detection of the hand of the operator by the sensor,
cause a notification device to provide a notification of
a presence of an operation object intended for the
gesture operation, with the calculated emphasis level,
to thereby guide the hand of the operator to the prede-
termined position and the predetermined shape of a
hand for the gesture operation.

2. (canceled)

3. The gesture guidance device for a moving platform
according to claim 1, wherein the emphasis level calculator
calculates the emphasis level in accordance with a distance
between the position of the hand of the operator and a center
position of a gesture performance region predetermined for
performing the gesture operation.

4. The gesture guidance device for a moving platform
according to claim 1, wherein the emphasis level calculator
calculates the emphasis level in accordance with: a distance
between the position of the hand of the operator and a center
position of a gesture performance region for performing the
gesture operation; and a dissimilarity between the shape of
the hand of the operator and the predetermined shape of a
hand for the gesture operation.

5. The gesture guidance device for a moving platform
according to claim 1, wherein:

when an event related to the operation object is generated

causing the notification device to provide a notification
of the presence of the operation object, the emphasis
level calculator sequentially calculates an emphasis
level that is gradually lowered after a set period has
passed from the generation of the event; and

the notification controller controls the notification device

to provide a notification of the presence of the opera-
tion object, with the emphasis level sequentially cal-
culated by the emphasis level calculator.

6. The gesture guidance device for a moving platform
according to claim 3, wherein:

with respect to the hand of the operator detected by the

sensor inside or outside the gesture performance
region, the emphasis level calculator further calculates
a deviation direction of the detected hand of the opera-
tor from a center of the gesture performance region or
apoint on an extension line that extends from the center
of the gesture performance region to an operator; and
the notification controller causes the notification device to
provide a notification of a presence of the operation
object, with the emphasis level calculated by the
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emphasis level calculator and in a notification mode
corresponding to the deviation direction, to thereby
guide the hand of the operator to a center position of the
gesture performance region.

7. The gesture guidance device for a moving platform
according to claim 3, further comprising a gesture recogni-
tion unit to recognize the gesture operation performed by the
hand of the operator in the gesture performance region with
one-to-one correspondence between the operation object
and the gesture performance region.

8. The gesture guidance device for a moving platform
according to claim 7, wherein, when a gesture operation
indicating unnecessity of the operation object is recognized
by the gesture recognition unit, the notification controller
causes the notification device not to provide a notification of
a presence of the operation object.

9. The gesture guidance device for a moving platform
according to claim 7, wherein the gesture performance
region includes a plurality of gesture performance regions
that are provided at a plurality of places.

10. The gesture guidance device for a moving platform
according to claim 9, wherein the gesture recognition unit
recognizes a gesture operation of a different operation object
being in each of the gesture performance regions.

11. The gesture guidance device for a moving platform
according to claim 9, wherein the notification controller
performs control to cause the notification device associated
with a gesture performance region where the gesture opera-
tion is recognized by the gesture recognition unit, to output
a processing result of the gesture operation.

12. The gesture guidance device for a moving platform
according to claim 9, wherein the plurality of gesture
performance regions includes a gesture performance region
for a right hand or a left hand of a driver in the moving
platform or a gesture performance region for a passenger
besides the driver.

13. The gesture guidance device for a moving platform
according to claim 9, wherein the gesture performance
region is arranged between the operator and the operation
object.

14. The gesture guidance device for a moving platform
according to claim 3, further comprising a position changing
unit to change a position of the gesture performance region.

15. The gesture guidance device for a moving platform
according to claim 14, wherein the position changing unit
includes an adjustment unit that adjusts a position of the
gesture performance region in accordance with information
set by an outside.

16. The gesture guidance device for a moving platform
according to claim 14, wherein the position changing unit
learns a position of the hand of the operator where a gesture
operation has been recognized, and changes a position of the
gesture performance region based on a result of the learning.

17. The gesture guidance device for a moving platform
according to claim 16, wherein a limit is provided in a
position range of the gesture performance region that is
changeable by the position changing unit.

18. The gesture guidance device for a moving platform
according to claim 3, wherein the notification controller
controls the notification device to provide a notification of a
presence of the hand of the operator that has entered or
moved out of the gesture performance region.

19. A gesture guidance system for a moving platform,
comprising:
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a sensor to detect a hand of an operator; 20. A gesture guidance method for a moving platform,
a notification device to provide a notification of a pres- comprising:
ence of an operation object; specifying, in an emphasis level calculator, a position and
an emphasis level calculator to specify a position and a a shape of a hand of an operator based on information
shape of the hand of the operator based on information detected by a sensor that detects the hand of the
detected by the sensor, and to calculate an emphasis operator, and calculating an emphasis level in accor-
level in accordance with a difference between a com- dance with a difference between a combination of the
bination of the position and the shape of the hand of the position and the shape of the hand Of the operator and
operator and another combination of a predetermined another comblnat}on of a predetermlged position of a
position of a hand for performing a gesture operation hand for performing a gesture operation and a prede-

termined shape of a hand for the gesture operation; and

every time the emphasis level calculator calculates the
emphasis level in response to detection of the hand of
the operator by the sensor, causing, in a notification
controller, a notification device to provide a notification
of a presence of an operation object intended for the
gesture operation, with the calculated emphasis level,
to thereby guide the hand of the operator to the prede-
termined position and the predetermined shape of a
hand for the gesture operation.

and a predetermined shape of a hand for the gesture
operation; and

a notification controller to, every time the emphasis level
calculator calculates the emphasis level in response to
detection of the hand of the operator by the sensor,
cause the notification device to provide a notification of
a presence of an operation object intended for the
gesture operation, with the calculated emphasis level,
to thereby guide the hand of the operator to the prede-
termined position and the predetermined shape of a
hand for the gesture operation. L



