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PERFORMANCE OF REPLICATION SYSTEM 
WITH SMALL NUMBER OF IP LINKS 

AVAILABLE 

BACKGROUND 

[ 0001 ] A distributed storage system may include a plural 
ity of storage devices ( e.g. , storage device arrays ) to provide 
data storage to a plurality of nodes . The plurality of storage 
devices and the plurality of nodes may be situated in the 
same physical location , or in one or more physically remote 
locations . The plurality of nodes may be coupled to the 
storage devices by a high - speed interconnect , such as a 
switch fabric . 

SUMMARY 

[ 0002 ] This Summary is provided to introduce a selection 
of concepts in a simplified form that are further described 
below in the Detailed Description . This Summary is not 
intended to identify key features or essential features of the 
claimed subject matter , nor is it intended to be used to limit 
the scope of the claimed subject matter . 
[ 0003 ] According to aspects of the disclosure , a method is 
provided for use in a storage system , comprising : identifying 
a first process that is arranged to execute a first type - 1 node 
and a first type - 2 node of the storage system , the first type - 1 
node being assigned a communication link for transmitting 
replication data to a target system , the first type - 2 node being 
arranged to execute I / O requests associated with a first set of 
addresses in an address space , and the first type - 2 node being 
configured to transmit data replication requests to any of one 
or more type - 1 nodes in the storage system that are assigned 
communication links for transmitting data to a replication 
system ; identifying a second process that is arranged to 
execute a second type - 1 node and a second type - 2 node of 
the storage system , the second type - 1 node being not being 
assigned any communication link for transmitting replica 
tion data to a target system , the second type - 2 node being 
arranged to execute I / O requests associated with a second set 
of addresses in the address space , and the second type - 2 
node being configured to transmit data replication requests 
to any of the one or more type - 1 nodes in the storage system 
that are assigned communication links for transmitting data 
to the replication system ; and transferring at least one of the 
addresses in the first set to the second set , wherein trans 
ferring at least one of the addresses in the first set to the 
second set at least partially corrects for an imbalance 
between a first workload on the first process and a second 
workload on the second process , the imbalance resulting 
from the first type - 1 node being the only one of the first 
type - 1 node and the second type - 1 node that is assigned a 
communication link for transmitting data to the replication 
system . 
[ 0004 ] According to aspects of the disclosure , an appara 
tus is provided , comprising : a memory ; and at least one 
processor operatively coupled to the memory , the at least 
one processor being configured to perform the operations of : 
identifying a first process that is arranged to execute a first 
type - 1 node and a first type - 2 node of the storage system , the 
first type - 1 node being assigned a communication link for 
transmitting replication data to a target system , the first 
type - 2 node being arranged to execute I / O requests associ 
ated with a first set of addresses in an address space , and the 
first type - 2 node being configured to transmit data replica 

tion requests to any of one or more type - 1 nodes in the 
storage system that are assigned communication links for 
transmitting data to a replication system ; identifying a 
second process that is arranged to execute a second type - 1 
node and a second type - 2 node of the storage system , the 
second type - 1 node being not being assigned any commu 
nication link for transmitting replication data to a target 
system , the second type - 2 node being arranged to execute 
I / O requests associated with a second set of addresses in the 
address space , and the second type - 2 node being configured 
to transmit data replication requests to any of the one or 
more type - 1 nodes in the storage system that are assigned 
communication links for transmitting data to the replication 
system ; and transferring at least one of the addresses in the 
first set to the second set , wherein transferring at least one 
of the addresses in the first set to the second set at least 
partially corrects for an imbalance between a first workload 
on the first process and a second workload on the second 
process , the imbalance resulting from the first type - 1 node 
being the only one of the first type - 1 node and the second 
type - 1 node that is assigned a communication link for 
transmitting data to the replication system . 
[ 0005 ] According to aspects of the disclosure , a non 
transitory computer - readable medium is provided that stores 
one or more processor - executable instructions , which when 
executed by at least one processor cause the at least one 
processor to perform the operations of : identifying a first 
process that is arranged to execute a first type - 1 node and a 
first type - 2 node of the storage system , the first type - 1 node 
being assigned a communication link for transmitting rep 
lication data to a target system , the first type - 2 node being 
arranged to execute I / O requests associated with a first set of 
addresses in an address space , and the first type - 2 node being 
configured to transmit data replication requests to any of one 
or more type - 1 nodes in the storage system that are assigned 
communication links for transmitting data to a replication 
system ; identifying a second process that is arranged to 
execute a second type - 1 node and a second type - 2 node of 
the storage system , the second type - 1 node being not being 
assigned any communication link for transmitting replica 
tion data to a target system , the second type - 2 node being 
arranged to execute I / O requests associated with a second set 
of addresses in the address space , and the second type - 2 
node being configured to transmit data replication requests 
to any of the one or more type - 1 nodes in the storage system 
that are assigned communication links for transmitting data 
to the replication system ; and transferring at least one of the 
addresses in the first set to the second set , wherein trans 
ferring at least one of the addresses in the first set to the 
second set at least partially corrects for an imbalance 
between a first workload on the first process and a second 
workload on the second process , the imbalance resulting 
from the first type - 1 node being the only one of the first 
type - 1 node and the second type - 1 node that is assigned a 
communication link for transmitting data to the replication 
system . 

BRIEF DESCRIPTION OF THE DRAWING 
FIGURES 

[ 0006 ] Other aspects , features , and advantages of the 
claimed invention will become more fully apparent from the 
following detailed description , the appended claims , and the 
accompanying drawings in which like reference numerals 
identify similar or identical elements . Reference numerals 
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that are introduced in the specification in association with a 
drawing figure may be repeated in one or more subsequent 
figures without additional description in the specification in 
order to provide context for other features . 
[ 0007 ] FIG . 1 is a diagram of an example of a system , 
according to aspects of the disclosure ; 
[ 0008 ] FIG . 2 is a diagram of an example of a storage 
system , according to aspects of the disclosure ; 
[ 0009 ] FIG . 3A is a diagram of an example of a storage 
server , according to aspects of the disclosure ; 
[ 0010 ] FIG . 3B is a diagram of an example of a manage 
ment system , according to aspects of the disclosure ; 
[ 0011 ] FIG . 4 is a diagram of an example of an I / O 
provider , according to aspects of the disclosure ; 
[ 0012 ] FIG . 5 is a diagram of an example of an A2C table , 
according to aspects of the disclosure ; 
[ 0013 ] FIG . 6 is a diagram of an IP link assignment table , 
according to aspects of the disclosure ; 
[ 0014 ] FIG . 7 is a flowchart of an example of a method , 
according to aspects of the disclosure ; 
[ 0015 ] FIG . 8 is a flowchart of an example of a method , 
according to aspects of the disclosure ; 
[ 0016 ] FIG . 9A is a diagram illustrating the state of the 
A2C table of FIG . 5 before a step in the method of FIG . 8 
is executed according to aspects of the disclosure ; 
[ 0017 ] FIG . 9B is a diagram illustrating the state of the 
A2C table of FIG . 5 after the step in the method of FIG . 8 
is executed according to aspects of the disclosure ; and 
[ 0018 ] FIG . 10 is a flowchart of an example of a method , 
according to aspects of the disclosure . 

DETAILED DESCRIPTION 

R - nodes are executed . The operation of the management 
system 230 is discussed further below with respect to FIGS . 
3B - 10 . 
[ 0021 ] The storage device array 240 may include a plu 
rality of storage devices that are arranged in a redundant 
configuration . Any of the storage devices in the storage 
device array 240 may include a solid - state drive ( SSD ) , a 
hard disk ( HD ) , a non - volatile random - access memory 
( nVRAM ) device , and / or any other suitable type of storage 
device . In some implementations , the storage device array 
240 may include a Redundant Array of Independent Disks 
( RAID ) array , and or any other suitable type of storage 
device array . In some implementations , the storage device 
array 240 may be configured to store the contents of a 
volume 242 and / or any other suitable type of storage object . 
In operation , the storage servers 220 may execute I / O 
requests that are received at the source system 210 from the 
host devices 130 by storing and / or retrieving data from the 
volume 242 . 
[ 0022 ] The target system 250 may include a plurality of 
storage servers 260 ( e.g. , storage servers 260A - E ) and a 
storage device array 270 , as shown . In some implementa 
tions , each of the storage servers 260 may be configured to 
execute data replication requests that are provided to the 
storage server 260 by any of the storage servers 220. The 
storage device array 270 may include a plurality of plurality 
of storage devices that are arranged in a redundant configu 
ration . Any of the storage devices in the storage device array 
270 may include a solid - state drive ( SSD ) , a hard disk ( HD ) , 
a non - volatile random - access memory ( nVRAM ) device , 
and / or any other suitable type of storage device . In some 
implementations , the storage device array 270 may include 
a Redundant Array of Independent Disks ( RAID ) array , and 
or any other suitable type of storage device array . In some 
implementations , the storage device array 270 may be 
configured to store replication data that is received , at the 
target system 250 , from the source system 210 . 
[ 0023 ] The storage system 110 may be configured to 
perform synchronous and asynchronous data replication . 
Performing asynchronous replication by the storage system 
110 ( or source system 210 ) may include transmitting repli 
cation data from any of the storage servers 220 to any of the 
storage servers 260. The asynchronous snapshot data may be 
transmitted at fixed intervals , which are specified by a 
recovery point objective ( RPO ) of the storage system 110 . 
The asynchronous replication data may be generated based 
on one or more I / O requests that are received at the storage 
system 110. The I / O requests may include a request to delete 
data stored in the storage system 110 , a request to write data 
to the storage system 110 , and / or any other suitable type of 
I / O request . In this regard , in some implementations , the 
asynchronous replication data may include a payload of the 
I / O requests ( e.g. , data that is desired to be stored in the 
storage system 110 ) and / or data that is generated based on 
the payload . 
[ 0024 ] Performing synchronous replication by the storage 
system 110 ( or source system 210 ) may include transmitting 
replication data from any of the storage servers 220 to any 
of the storage servers 260. The replication data may be 
associated with an I / O request that is received at the storage 
system 110. The I / O request may include a request to delete 
data stored in the storage system 110 , a request to write data 
to the storage system 110 and / or any other suitable type of 
I / O request . In this regard , the synchronous replication data 

[ 0019 ] FIG . 1 is a diagram of an example of a system 100 , 
according to aspects of the disclosure . The system 100 may 
include a storage system 110 that is coupled to one or more 
host devices 130 via a communications network 120. The 
storage system 110 may include a content - addressable stor 
age system that is configured to retrieve and store data on 
one or more storage devices in response to I / O requests that 
are transmitted by the host devices 130. The communica 
tions network 120 may include a local area network ( LAN ) , 
a wide area network ( WAN ) , the Internet , and / or any or 
suitable type of communications network . Each of the host 
devices 130 may include a desktop computer , a laptop 
computer , a smartphone , a digital media player , and / or any 
other suitable type of electronic device . 
[ 0020 ] FIG . 2 is a diagram illustrating the storage system 
110 in further detail , according to aspects of the disclosure . 
As illustrated , the storage system 110 may include a source 
system 210 that is coupled to a target system 250 via a 
network 280. The network 280 may include a TCP / IP 
network , and / or any other suitable type of communications 
network . The source system 210 may include a plurality of 
storage servers 220 ( e.g. , storage servers 220A - D ) and a 
management system 230. In operation , each of the storage 
servers 220 may be configured to execute I / O requests that 
are received at the storage system 110. The I / O requests may 
include read requests , write requests , and / or any other 
suitable type of I / O request . The management system 230 
may be arranged to : ( i ) assign various IP links for perform 
ing data replication to various R - nodes in the source system 
210 ( shown in FIG . 4 ) and adjust the load on operating 
system processes 412 ( shown in FIG . 4 ) inside which the 
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may be generated based on data that is associated with the 
I / O request . Moreover , in some implementations , the syn 
chronous replication data may include a payload of the / O 
requests ( e.g. , data that is desired to be stored in the storage 
system 110 ) and / or data that is generated based on the payload . 
[ 0025 ] It will be understood that the present disclosure is 
not limited to any specific method for synchronous and / or 
asynchronous replication . Examples concerning the genera 
tion of replication data are discussed in further detail in U.S. 
Pat . No. 10,310,951 , titled Storage System Asynchronous 
Data Replication Cycle Trigger with Empty Cycle Detec 
tion , and U.S. Pat . No. 10,324,640 , titled Storage System 
with Consistent Initiation of Data Replication Across Mul 
tiple Distributed Processing Modules , both of which are 
herein incorporated by reference in their entirety . 
[ 0026 ] As is discussed further below , when an I / O request 
is received at the storage system 110 , that request may be 
decomposed into sub - commands ( e.g. , C - node commands , 
D - node commands , etc. ) , which are then executed by dif 
ferent nodes of the storage system 110. The I / O request is 
completed only when all sub - commands associated with the 
I / O request are executed successfully . More specifically , as 
is further discussed below with respect to FIG . 4 , the source 
system 210 may include a plurality of R - nodes ( e.g. , routing 
nodes ) , C - nodes ( e.g. , control nodes ) , and D - nodes ( e.g. , 
data nodes ) . In operation , when an I / O request is received at 
an R - node , that request may be decomposed into one or 
more C - node commands . Next , the C - node commands may 
be transmitted to respective C - nodes . Next , each of the 
C - node commands may be decomposed into one or more 
D - node commands by the C - nodes . Next , the D - node com 
mands may be transmitted to respective D - nodes . And 
finally , each of the D - node commands may be executed by 
one of the D - nodes . Executing any of the D - node commands 
may include reading or writing data from the storage device 
array 240 and / or the volume 242 . 
[ 0027 ] FIG . 3A is a diagram of an example of a storage 
server 220 , according to aspects of the disclosure . As the 
numbering suggests , the storage server 220 may be the same 
or similar to any of the storage servers 220A - D , which are 
discussed above with respect to FIG . 2 . 
[ 0028 ] As illustrated , the storage server 220 may include 
a processor 310 , a memory 320 , a communications interface 
( s ) 330. The processor 310 may include any of one or more 
general - purpose processors ( e.g , x86 processors , RISC pro 
cessors , ARM - based processors , etc. ) , one or more Field 
Programmable Gate Arrays ( FPGAs ) , one or more applica 
tion specific circuits ( ASICs ) , and / or any other suitable type 
of processing circuitry . The memory 320 may 
suitable type of volatile and / or non - volatile memory . In 
some implementations , the memory 320 may include one or 
more of a random - access memory ( RAM ) , a dynamic ran 
dom memory ( DRAM ) , a flash memory , a hard drive ( HD ) , 
a solid - state drive ( SSD ) , a network accessible storage 
( NAS ) , and or any other suitable type of memory device . 
The communications interface ( s ) 330 may include any suit 
able type of communications interface , such as one or more 
Ethernet adapters , one or more Wi - Fi adapters ( e.g. , 802 . 
1414 adapters ) , and one or more Long - Term Evolution 
( LTE ) adapters , for example . According to the present 
example , the processor 310 may be configured to an I / O 
provider 314. The I / O provider 314 may include one or more 

processes for executing incoming I / O requests ( e.g. , write 
requests ) . The I / O provider 314 is discussed further below 
with respect to FIG . 4 . 
[ 0029 ] FIG . 3B is a diagram of an example of the man 
agement system 230 , according to aspects of the disclosure . 
As illustrated , the management system 230 may include a 
processor 350 , a memory 360 , a communications interface 
( s ) 370. The processor 350 may include any of one or more 
general - purpose processors ( e.g. , X86 processors , RISC pro 
cessors , ARM - based processors , etc. ) , one or more Field 
Programmable Gate Arrays ( FPGAs ) , one or more applica 
tion specific circuits ( ASICs ) , and / or any other suitable type 
of processing circuitry . The memory 360 may include any 
suitable type of volatile and / or non - volatile memory . In 
some implementations , the memory 360 may include one or 
more of a random - access memory ( RAM ) , a dynamic ran 
dom memory ( DRAM ) , a flash memory , a hard drive ( HD ) , 
a solid - state drive ( SSD ) , a network accessible storage 
( NAS ) , and or any other suitable type of memory device . 
The communications interface ( s ) 370 may include any suit 
able type of communications interface , such as one or more 
Ethernet adapters , one or more Wi - Fi adapters ( e.g. , 802 . 
1414 adapters ) , and one or more Long - Term Evolution 
( LTE ) adapters , for example . 
[ 0030 ] In some implementations , the memory 360 may 
store an address - to - c - node ( A2C ) table 362. The A2C table 
362 may identify a plurality of address ranges . Furthermore , 
the A2C table may map each of the plurality of address 
ranges to a different C - node in the storage system ( e.g. , see 
C - nodes 404 in FIG . 4 ) . An example of the A2C table is 
discussed further below with respect to FIG . 6 . 
[ 0031 ] In some implementations , the memory 360 may 
store an IP link assignment table 364 ( hereinafter “ assign 
ment table 364 ” ) . The assignment table 364 may identify a 
plurality of IP links for transmitting replication data from the 
source system 210 to the target system 250. Furthermore , the 
assignment table 364 may map each of the IP links to a 
different R - node of the source system 210. When an UP link 
is mapped to a given R - node , the IP link is said to be 
assigned to R - node . As is discussed further below , only 
nodes in the source system 210 that are assigned an IP link 
may transmit replication data to the target system 250 ( i.e. , 
via their assigned IP link ) and / or service data replication 
requests that are transmitted by the C - nodes in the source 
system 210. Although the present example is provided in the 
context of IP links , it will be understood that any other 
suitable type of communication link can be used instead . As 
used throughout the disclosure , the term " communication 
link ” may refer to any suitable type of virtual or non - virtual 
communication channel for transmitting data . In some 
implementations , a communication channel may be defined 
by a destination address and / or a destination port number for 
transmitting data . However , it will be understood that the 
present disclosure is not limited to any specific way of 
defining communication links , and / or IP links in particular . 
The assignment table 364 is provided as an example only . It 
will be understood that the present disclosure is not limited 
to using the assignment table 364 to track IP link assign 
ments . Those of ordinary skill in the art will readily recog 
nize , after reading this disclosure , that there can be a variety 
of ways to specify and / or identify mappings between IP 
links and respective R - nodes . 
[ 0032 ] In some implementations , the management system 
230 may provide a copy of the A2C table to each of the 

include any 
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R - nodes in the source system 210. As is discussed further 
below with respect to FIG . 4 , each of the R - nodes may use 
its respective copy of the A2C table to route respective 
C - node commands to respective C - nodes in the source 
system 210. Additionally or alternatively , in some imple 
mentations , the management system 230 may provide a 
copy of the assignment table 364 to each of the C - nodes in 
the source system 210. Each of the C - nodes may use its 
respective copy of the assignment table 364 , at least in part , 
to select an R - node that is to receive data replication requests 
from that C - node . 
[ 0033 ] It will be understood that the present disclosure is 
not limited to any specific implementations of the A2C table 
and the assignment table . For instance , the A2C table may 
include any suitable type of one or more data structures that 
are arranged to identify mappings between address ranges in 
an address space and corresponding C - nodes ( or other 
type ( s ) of nodes ) . Similarly , the assignment table 364 may 
include any suitable type of one or more data structures that 
are arranged to identifying mappings between R - nodes 
( and / or other type ( s ) of nodes ) and corresponding commu 
nication links . Furthermore , it will be understood that the 
present disclosure is not limited to any specific way of 
providing a copy of the A2C table to each of the R - nodes in 
the source system 210. For example , in some implementa 
tions , a different respective copy may be provided to each of 
the R - nodes in the storage system . Additionally or alterna 
tively , in some implementations , respective copies of the 
A2C table 362 may be provided to different groups of 
R - nodes , and the R - nodes in each group may share the same 
copy . 
[ 0034 ] FIG . 4 is a diagram illustrating an example of one 
implementation of the I / O provider 314. According to the 
present example , the I / O provider 314 includes nodes 402 , 
404 , and 406 , which are herein referred to as routing nodes 
( R - nodes ) , control nodes ( C - nodes ) , and data nodes 
( D - nodes ) respectively . The R - nodes , the C - nodes , and the 
D - nodes are connected to one another in a mesh network . 
The C - nodes , R - nodes , and D - nodes may be executed in 
( e.g. , instantiated within the memory space of ) correspond 
ing operating system processes 412. Specifically , R - node 
402A , C - node 404A , and D - node 406A may be executed as 
separate threads that are instantiated within an process 
412A ; R - node 402B , C - node 404B , and D - node 406B may 
be executed as separate threads that are instantiated within 
a process 412B ; and R - node 402C , C - node 404C , and 
D - node 406C may be executed as separate threads that are 
instantiated within an operating system process 412C . As 
used throughout the disclosure , the term process may refer 
to any set of processor - executable instructions which are 
scheduled together by a scheduler . As used throughout the 
disclosure , the term thread may refer to any set of processor 
executable instructions which are scheduled together by a 
scheduler . For the purposes of describing the ideas and 
concepts of the present disclosure , the terms “ process ” and 
" thread ” are used interchangeably . Although in the present 
example , the R - nodes 402 , the C - nodes 404 , and the 
D - nodes 406 are executed within respective operating sys 
tem processes , it will be understood that alternative imple 
mentations are possible in which the R - nodes 402 , the 
C - nodes 404 , and the D - nodes 406 are executed within 
another type of process or thread . 
[ 0035 ] FIG . 5 shows an example of the A2C table . As 
illustrated , the A2C table 362 may include a plurality of 

entries 510. Each of the entries 510 may correspond to a 
different one of the C - nodes 404. Each of the entries 510 
may include a field 512 and a field 514. The field 514 in each 
of the entries 510 may store an identifier of a different one 
of the C - nodes 404. The field 512 in each of the entries 510 
may include an address set definition that identifies one or 
more addresses in the address space of the volume 242 that 
are serviced by the entry's respective C - node 402. Accord 
ing to the example of FIG . 5 , the entry 510A indicates that 
C - node 404A is responsible for handling C - node commands 
associated with addresses O through 32 in the address space 
of the volume 342 ; the entry 510B indicates that C - node 
404B is responsible for handling C - node commands asso 
ciated with addresses 33 through 66 in the address space of 
the volume 342 ; and the entry 510C indicates that C - node 
404C is responsible for handling C - node commands asso 
ciated with addresses 67 through 100 in the address space of 
the volume 342. As can be readily appreciated , FIG . 5 is 
provided for illustrative purposes only . Although FIG . 5 
indicates that the entire address space of the volume 342 
includes only 100 addresses , those of ordinary skill in the art 
will readily recognize that in practice the address space of 
the volume 342 may have a much larger number of 
addresses . Furthermore , although FIG . 5 indicates that each 
of the C - nodes 404 is mapped to a contiguous set of 
addresses , it will be understood that in some implementa 
tions one or more of the C - nodes 404 may be mapped to a 
non - contiguous set of addresses . And still furthermore , it 
will be understood that the A2C table 362 may also provide 
address assignments for C - nodes that are executed on other 
( e.g. , all or at least some ) storage servers 220 in the source 
system 210. FIG . 5 is provided for illustrative purposes only . 
Although in the example of FIG . 5 the A2C table 362 is 
depicted as mapping only addresses in the address space of 
the volume 242 , in some implementations the A2C table 362 
may map addresses from the entire logical space of the 
storage system 110. Stated succinctly , it will be understood 
that the present disclosure is not limited to any specific type 
of address space being mapped by the A2C table 362 . 
[ 0036 ] FIG . 6 shows an example of the assignment table 
364. As illustrated , the assignment table may include a 
plurality of entries 610. Each of the entries 610 may be 
associated with a different one of the R - nodes 402. Each of 
the entries 610 may include a respective field 612 and a 
respective field 614. The respective field 612 in each of the 
entries 610 may include an R - node identifier , and the respec 
tive field 614 in each of the entries may include an identifier 
of an IP link 341 that has been assigned to the entry's 610 
respective R - node 402. The IP link identifier may include 
one or more of a port number , an IP address , and / or any other 
suitable identifier that identifies ( e.g. , uniquely identifies ) a 
channel for transmission of replication data between an 
R - node 402 and any nodes in the target system 250 . 
[ 0037 ] As noted above , the assignment table 364 identifies 
IP links for transmitting replication data to the target system 
250 that have been assigned to different R - nodes . According 
to the Example of FIG . 4 , R - node 402A is assigned an IP link 
341A for transmitting replication data to the target system 
250 and R - node 402C is assigned an IP link 341B for 
transmitting data to the target system 250. The assignment of 
IP link 341A to R - node 402A is defined by entry 610A of the 
assignment table 364. And the assignment of IP link 341B to 
the R - node 402C is defined by entry 610B . According to the 
present example , the R - node 402B is not assigned an IP link 
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for transmitting data to the target system 250. Although in 
the in the example of FIG . 6 , the assignment table 364 
identifies IP link assignments for R - nodes that are executed 
on one storage server 220 , those of ordinary skill in the art 
will recognize that the assignment table 364 may also IP link 
assignments for R - nodes that are executed on other ( e.g. , all 
or at least some ) storage servers 220 in the source system 
210 . 
[ 0038 ] Returning to FIG . 4 , the R - nodes 402 may be 
configured to terminate I / O requests received at the storage 
system 110 and route them to appropriate C - nodes 404 and 
D - nodes 406 for further execution . In doing so , the R - nodes 
402 may distribute a workload over multiple C - nodes 404 
and D - nodes 406. In some implementations , any of the 
R - nodes 402 may be configured to write I / O requests ( e.g. , 
SCSI I / O requests ) to selected ones of the C - nodes 404 for 
further processing . Furthermore , as noted above , each of the 
R - nodes 402 may be configured to store ( or at least access ) 
a copy of the A2C table 362 . 
[ 0039 ] The C - nodes 404 may be configured to control the 
execution of C - node commands supplied by the R - nodes 
402. The C - node commands may be used to implement read 
requests , write requests , and / or any other suitable type of I / O 
request . In addition , each of the C - nodes 404 may maintain 
and manage key metadata elements . Each of the C - nodes 
404 may be configured to receive C - node commands from 
the R - nodes and communicate with the D - nodes 406 to 
execute the commands . Furthermore , as noted above , each 
of the C - nodes 404 may be configured to store ( or at least 
access ) a copy of the assignment table 364 . 
[ 0040 ] The D - nodes 406 may be configured to control the 
execution of D - node commands supplied by the C - nodes 
404 by reading and / or writing data to the storage device 
array 240. Each of the D - nodes 406 may be configured to 
map hash digests received from the C - nodes ( in respective 
D - node commands ) to different physical locations in the 
storage device array 240. In some implementations , the 
mapping may be performed by using a hash - to - physical 
address ( H2P ) structure ( not shown ) that is stored in the 
memory of any of the D - nodes 406 . 
[ 0041 ] In operation , any of the R - nodes 402 may receive 
an I / O request to store data in the storage device array that 
spans a range of logical data addresses ( LDAs ) from a 
multipath agent . The request may include a block of data and 
an opcode identifying an action that is required to be 
performed . In response to the request , the R - node 402 may 
identify one or more of C - nodes 404 by using its respective 
copy of the A2C table 362. Afterwards , the R - node 402 may 
decompose the I / O request into a plurality of C - node com 
mands and forward the C - node commands to the identified 
C - nodes 404 for further processing . For instance , if the I / O 
request is associated with addresses 23-43 in the volume 
242 , the R - node 402 may : ( i ) detect based on the A2C table 
that the C - node 402a is assigned to service addresses 0-32 
in the volume 242 , ( ii ) detect based on the A2C table that the 
C - node 404b is assigned to service addresses 33-66 in the 
volume 242 , ( iii ) generate one or more C - node commands 
associated with addresses 23-32 in the volume 242 and 
forward the generated C - node commands to the C - node 
404A , ( iv ) generate one or more C - node commands associ 
ated with addresses 33-43 in the volume 242 and forward the 
generated C - node commands to the C - node 404B . 
[ 0042 ] In operation , any of the C - nodes 404 may receive 
a C - node command that is generated by one of the R - nodes 

402. The C - node command may include a data payload and 
an opcode identifying an action that is required to be 
performed . Upon receiving the C - node command , the 
C - node 404 may generate one or more D - node commands 
and supply the generated D - node commands to correspond 
ing D - nodes 406 for further processing . 
[ 0043 ] In operation , any of the D - nodes 406 may receive 
a D - node command that is generated by one of the C - nodes 
404. Next , the D - node 406 may identify a physical address 
in the storage device array 240 that corresponds to a hash 
digest that is contained in the D - node command . Afterwards , 
the D - node 406 may store the payload of the D - node 
command ( i.e. , a page of data contained in the D - node 
command ) at the identified physical address . 
[ 0044 ] In some implementations , any of the C - nodes 404 
may also be responsible for performing data replication 
( e.g. , synchronous replication and asynchronous replica 
tion ) . In such implementations , when a C - node command is 
received at a C - node 404 , the C - node 404 may generate a 
first data replication request associated with the C - node 
command . Then , the C - node may search the assignment 
table 364 and select one of the R - nodes 402 that have been 
assigned IP links for transmitting replication data to the 
target system 250. And finally , the C - node forward the first 
data replication request to the selected one of the R - nodes 
402. The R - node 402 may then forward the replication 
request to the target system 250. For example , a C - node 
command is received at the C - node 404B from the R - node 
402B , the C - node 404B may : ( i ) perform a search of the 
assignment table 364 to detect that the R - nodes 402A and 
404C have been assigned IP link 341 for transmitting 
replication data to the target system 250 , ( ii ) select one of the 
identified R - nodes ( i.e. , select one of R - nodes 402A and 
402C ) ( iii ) generate a data replication request that is asso 
ciated with the received C - node command , and ( iv ) transmit 
the data replication request to the selected R - node . Forward 
ing the first data replication request to the target system 250 
may include either : ( i ) transmitting the first data replication 
request to the target system 250 , or ( ii ) generating a second 
data replication request based on the first data replication 
request , and transmitting the data replication request to a 
node in the replication system . It will be understood that the 
present disclosure is not limited to any specific method for 
handling ( and / or executing ) data replication requests that are 
received at the R - nodes 402 from the C - nodes 404 . 
[ 0045 ] In some implementations , fewer than all R - nodes 
402 in the source system 210 may be assigned IP links 341 
for transmitting data to the target system 250. Additionally 
or alternatively , in some implementations , any of the 
C - nodes 404 may transmit data replication requests only to 
R - nodes that have been assigned IP links for transmitting 
replication data to the target system 250. Accordingly , 
R - nodes that have not been assigned IP links for transmitting 
replication data to the target system 250 may not receive 
such data replication requests , and they would experience a 
lower work load than R - nodes that have been assigned IP 
links for transmitting replication data to the target system 
250. In other words , the assignment of respective IP links 
341 to fewer than all R - nodes in the source system 210 may 
result in a load imbalance between the R - nodes in the source 
system 210 and thus , a load imbalance between the pro 
cesses 412 that host the R - nodes . 
[ 0046 ] According to aspects of the disclosure , the man 
agement system 230 is configured to correct for any load 
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imbalance between the processes 412 that results from fewer 
than all R - nodes 402 being assigned IP links 341 for 
transmitting data to the target system 250. The correction is 
performed by : ( i ) reducing the load on C - nodes 404 in 
processes 412 where the R - nodes 402 have to perform 
comparatively more work as a result being assigned IP links 
for transmitting replication data to the target system 250 , ( ii ) 
increasing the load on C - nodes 404 in processes 412 where 
the R - nodes 402 have to perform comparatively less work as 
a result of not being assigned IP links for transmitting 
replication data to the target system 250. More particularly , 
if in a given process 412 the R - node 402 is assigned an IP 
link for transmitting replication data to the target system 
250 , the load on the C - node in the same process 412 may be 
reduced . By contrast , if in a given process 412 the R - node 
402 is not assigned an IP link for transmitting replication 
data to the target system 250 , the load on the C - node in the 
same process 412 may be increased . 
[ 0047 ] In some implementations , reducing the load on a 
first C - node 404 may include shrinking a first set of 
addresses in the address space of the volume 342 ) that is 
handled by the first C - node 404. Furthermore , in some 
implementations , increasing the load on a second C - node 
404 may include enlarging a second set of address ( in the 
address space of the volume 342 ) that is handled by the 
second C - node 404. In some implementations , reducing the 
load on one C - node 404 and increasing the load on another 
C - node 404 may be performed by transferring one or more 
addresses from a first set of addresses that is handled by the 
C - node to a second set of addresses that is handled by a 
second C - node . As can be readily appreciated , the transfer of 
one or more addresses may be accomplished by modifying 
the A2C table 362 accordingly . 
[ 0048 ] FIG . 7 is a flowchart of a method 700 for balancing 
the load on processes in the source system 210 that are used 
to service I / O requests . According to the example of FIG . 7 , 
the method 700 is executed by the management system 230 . 
[ 0049 ] At step 702 , the management system 230 identifies 
a plurality of processes 412 in the source system 210. As 
discussed above , each process 412 may include at least a 
respective C - node and a respective R - node . According the 
present example , the plurality of processes 412 includes 
processes 412A - C as well as any other process 412 that is 
executed on any of the storage servers 220 of the source 
system 210 . 
[ 0050 ] At step 704 , the management system 230 identifies 
one or more process pairs . Each of the process pairs 
includes : ( i ) a first process 412 whose respective R - node is 
assigned an IP link for transmitting data to the target system 
250 , and ( ii ) a second process 412 whose respective R - node 
is not assigned any IP links for transmitting replication data 
to the target system 250. According to the present example , 
the one or more identified pairs includes a pair including the 
process 412A and the process 412B . 
[ 0051 ] At step 706 , the management system 230 selects 
one of the process pairs ( identified at step 704 ) , which has 
not been selected before during the current execution of the 
method 700 . 
[ 0052 ] At step 708 , the management system 230 balances 
the respective loads on the first process and the second 
process the selected process pair . The manner in which 
step 708 is performed is discussed further below with 
respect to FIG . 8 . 

[ 0053 ] At step 710 , the management system 230 deter 
mines whether all of the process pairs ( identified at step 704 ) 
have been selected during the current execution of the 
method 700. If there are process pairs that remain to be 
selected , the method 700 returns to step 706. Otherwise , if 
each of the pairs ( identified at step 704 ) has been selected 
during the current execution of the method 700 , the method 
700 ends . As can be readily appreciated , each of the pairs 
( identified at step 704 ) can be selected only once ( at step 
706 ) during the execution of the process 700 . 
[ 0054 ] FIG . 8 is a flowchart of an example of a method 
800 for balancing a load on the processes in a process pair 
as specified by step 708 of the method 800. The method 800 
is presented in the context of a process pair including the 
process 412A and the process 412B , both of which are 
discussed above with respect to FIG . 4. However , it will be 
understood that the method 800 can be used to balance the 
processes of any of the process pairs that are identified at 
step 704 of the method 800 . 
[ 0055 ] At step 802 , a first C - node is selected that is part of 
the first process in the process pair . According to the present 
example , the C - node 404A is selected . 
[ 0056 ] At step 804 , a second C - node is selected that is part 
of the first process in the process pair . According to the 
present example , the C - node 404B is selected . 
[ 0057 ] At step 806 , the management system 230 identifies 
a first set of addresses in an address space of the volume 242 
that is serviced by the first C - node ( i.e. , the C - node 404A ) . 
In some implementations , the management system 230 may 
identify the first set of addresses by searching one or more 
data structures , such as the A2C table 362. According to the 
present example , the first set of addresses includes addresses 
0-32 in the volume 242 . 
[ 0058 ] At step 808 , the management system 230 identifies 
a second set of addresses in an address space of the volume 
242 ( and / or the entire logical address space of the storage 
system 110 , etc. ) that is serviced by the second C - node ( i.e. , 
the C - node 404B ) . In some implementations , the manage 
ment system 230 may identify the second set of addresses by 
searching one or more data structures , such as the A2C table 
362. According to the present example , the second set of 
addresses includes addresses 33-66 in the volume 242 . 
[ 0059 ] At step 810 , the management system 230 transfers 
one or more of the addresses in the first set to the second set . 
As is discussed further below with respect to FIGS . 9A - B , 
transferring the one or more addresses from the first set to 
the second set may include changing the address assign 
ments ( e.g. , address set definitions ) in the A2C table 362 . 
[ 0060 ] FIGS . 9A - B is a diagram illustrating the perfor 
mance of step 810 , according to aspects of the disclosure . 
Shown in FIG . 9A is the A2C table before step 810 is 
performed . As illustrated , before step 810 is performed , 
C - node 404A is assigned addresses 0-32 in the volume 242 ; 
C - node 404B is assigned addresses 33-66 in the volume 242 , 
and C - node 404C is assigned addresses 67-100 . FIG . 9B 
shows the state of the A2C table 362 after step 810 is 
performed . As illustrated , performing step 810 includes : ( i ) 
modifying the entry 510A of the A2C table 362 ( e.g. , by the 
management system 230 ) to indicate that C - node 404A is 
now responsible for addresses 0-15 in the address space of 
the volume 342 , and ( ii ) modifying the entry 510B ( e.g. , by 
the management system 230 ) to indicate that the C - node 
404B is now responsible for address 16-66 in the address 
space of the volume 242. In some implementations , when 
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( Eq . 1 ) K = ( 1 - P ) * 100 
performing step 810 , the management system 230 may first 
change the copy of the A2C table 362 that is kept in the 
memory of the management system 230 , after which the 
management system 230 may transmit an instruction to any 
of the storage servers 220 instructing the storage server 220 
to make the same change to any copies of the A2C table 362 
that are stored in the memory of that storage server . 
[ 0061 ] FIG . 10 is a flowchart of an example of a method 
1000 for balancing the load on processes 412 that are 
executed in the source system 210 , according to aspects of 
the disclosure . 
[ 0062 ] At step 1002 , the management system 230 identi 
fies a set S of processes 412 that are executed on one or more 
of the storage servers 220 of the source system 210. Accord 
ing to the present example , the set includes N processes 412 , 
wherein N is a positive integer greater than or equal to 1 . 
[ 0063 ] At step 1004 , the management system 230 identi 
fies a subset S1 of the set S , wherein each process 412 in the 
subset S1 includes an R - node 402 that is assigned an link for 
transmitting replication data to the target system 250 . 
According to the present example , the subset S1 includes N , 
processes 412 , wherein NR is a positive integer less than or 
equal to N. 
[ 0064 ] At step 1006 , the management system 230 identi 
fies a subset S2 of the set S , wherein none of the processes 
412 in the subset S2 includes an R - node 402 that is assigned 
an IP link for transmitting replication data to the target 
system 250. According to the present example , the subset S2 
includes ( N - NR ) processes 412 . 
[ 0065 ] At step 1008 , the management system 230 selects 
one of the processes 412 in the subset S1 . According to the 
present example , the selected process 412 is a process that 
has not been selected before during a previous iteration of 
steps 1008-1018 . In other words , during the current execu 
tion of the method 1000 , each of the processes 412 in the 
subset S1 may be selected only once . 
[ 0066 ] At step 1010 , the management system 230 identi 
fies a first set of addresses in the address space of the volume 
342 ( and / or the entire logical address space of the storage 
system 110 , etc. ) that is handled by a respective C - node 404 , 
which is part of the selected process 412 ( i.e. , the process 
selected at step 1008 ) . In some implementations , the first set 
of addresses may be identified by performing a search of the 
A2C table 362. Additionally or alternatively , in some imple 
mentations , step 1012 may be performed in the same or 
similar manner to step 806 of the method 800. However , it 
will be understood that the present disclosure is not limited 
to any specific method for identifying the first set of 
addresses . 
[ 0067 ] At step 1012 , the management system 230 transfers 
K % of the addresses in the first set ( identified at step 1010 ) 
to one or more second sets of addresses in the address space 
of the volume 342 ( and / or the entire logical address space of 
the storage system 110 , etc. ) . Each of the second address sets 
may include one that is handled by a different one of the 
C - nodes 404 that are executed in the processes 412 from the 
second subset S2 . In some implementations , K % of the 
address in the first set may be distributed substantially 
equally among the C - nodes in the second subset S2 ( i.e. 
C - nodes that are part of processes from the subset S2 ) . In 
some implementations , the transfer may be performed by 
modifying the A2C table 342 as discussed above with 
respect to FIGS . 8-9B . In some implementations , the value 
of K can be determined according to equation 1 below . 

[ 0068 ] At step 1014 , the management system 230 deter 
mines whether there are any processes 412 in the first subset 
S1 that remain to be selected . If there are processes 412 in 
the subset S1 that remain to be selected the method 1000 
returns to step 1008. Otherwise , the method 1000 ends . In 
some implementations , steps 1008-1014 may be performed 
for each of the processes in the subset S1 . 
[ 0069 ] As used in this application , the word “ exemplary ” 
is used herein to mean serving as an example , instance , or 
illustration . Any aspect or design described herein as “ exem 
plary ” is not necessarily to be construed as preferred or 
advantageous over other aspects or designs . Rather , use of 
the word exemplary is intended to present concepts in a 
concrete fashion . 
[ 0070 ] Additionally , the term “ or ” is intended to mean an 
inclusive “ or ” rather than an exclusive “ or ” . That is , unless 
specified otherwise , or clear from context , “ X employs A or 
B ” is intended to mean any of the natural inclusive permu 
tations . That is , if X employs A ; X employs B ; or X employs 
both A and B , then “ X employs Aor B ” is satisfied under any 
of the foregoing instances . In addition , the articles “ a ” and 
“ an ” as used in this application and the appended claims 
should generally be construed to mean " one or more ” unless 
specified otherwise or clear from context to be directed to a 
singular form . 
[ 0071 ] To the extent directional terms are used in the 
specification and claims ( e.g. , upper , lower , parallel , per 
pendicular , etc. ) , these terms are merely intended to assist in 
describing and claiming the invention and are not intended 
to limit the claims in any way . Such terms do not require 
exactness ( e.g. , exact perpendicularity or exact parallelism , 
etc. ) , but instead it is intended that normal tolerances and 
ranges apply . Similarly , unless explicitly stated otherwise , 
each numerical value and range should be interpreted as 
being approximate as if the word “ about ” , “ substantially ” or 
" approximately ” preceded the value of the value or range . 
[ 0072 ] Moreover , the terms “ system , ” “ component , ” 
" module , ” “ interface , ” , “ model ” or the like are generally 
intended to refer to a computer - related entity , either hard 
ware , a combination of hardware and software , software , or 
software in execution . For example , a component may be , 
but is not limited to being , a process running on a processor , 
a processor , an object , an executable , a thread of execution , 
a program , and / or a computer . By way of illustration , both 
an application running on a controller and the controller can 
be a component . One or more components may reside within 
a process and / or thread of execution and a component may 
be localized on one computer and / or distributed between 
two or more computers . 
[ 0073 ] Although the subject matter described herein may 
be described in the context of illustrative implementations to 
process one or more computing application features / opera 
tions for a computing application having user - interactive 
components the subject matter is not limited to these par 
ticular embodiments . Rather , the techniques described 
herein can be applied to any suitable type of user - interactive 
component execution management methods , systems , plat 
forms , and / or apparatus . 
[ 0074 ] While the exemplary embodiments have been 
described with respect to processes of circuits , including 
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possible implementation as a single integrated circuit , a 
multi - chip module , a single card , or a multi - card circuit 
pack , the described embodiments are not so limited . As 
would be apparent to one skilled in the art , various functions 
of circuit elements may also be implemented as processing 
blocks in a software program . Such software may be 
employed in , for example , a digital signal processor , micro 
controller , or general - purpose computer . 
[ 0075 ] Some embodiments might be implemented in the 
form of methods and apparatuses for practicing those meth 
ods . Described embodiments might also be implemented in 
the form of program code embodied in tangible media , such 
as magnetic recording media , optical recording media , solid 
state memory , floppy diskettes , CD - ROMs , hard drives , or 
any other machine - readable storage medium , wherein , when 
the program code is loaded into and executed by a machine , 
such as a computer , the machine becomes an apparatus for 
practicing the claimed invention . Described embodiments 
might also be implemented in the form of program code , for 
example , whether stored in a storage medium , loaded into 
and / or executed by a machine , or transmitted over some 
transmission medium or carrier , such as over electrical 
wiring or cabling , through fiber optics , or via electromag 
netic radiation , wherein , when the program code is loaded 
into and executed by a machine , such as a computer , the 
machine becomes an apparatus for practicing the claimed 
invention . When implemented on a general - purpose proces 
sor , the program code segments combine with the processor 
to provide a unique device that operates analogously to 
specific logic circuits . Described embodiments might also be 
implemented in the form of a bitstream or other sequence of 
signal values electrically or optically transmitted through a 
medium , stored magnetic - field variations in a magnetic 
recording medium , etc. , generated using a method and / or an 
apparatus of the claimed invention . 
[ 0076 ] It should be understood that the steps of the exem 
plary methods set forth herein are not necessarily required to 
be performed in the order described , and the order of the 
steps of such methods should be understood to be merely 
exemplary . Likewise , additional steps may be included in 
such methods , and certain steps may be omitted or com 
bined , in methods consistent with various embodiments . 
[ 0077 ] As used throughout the disclosure , the term “ stor 
age system ” may refer to one or more of : ( i ) a distributed 
storage system including a source system and a target 
system , ( ii ) the target system , or ( iii ) the source system . 
[ 0078 ] Also , for purposes of this description , the terms 
" couple , " " coupling , " " coupled , " " connect , " " connecting , " 
or “ connected ” refer to any manner known in the art or later 
developed in which energy is allowed to be transferred 
between two or more elements , and the interposition of one 
or more additional elements is contemplated , although not 
required . Conversely , the terms “ directly coupled , ” “ directly 
connected , ” etc. , imply the absence of such additional ele 
ments . 

[ 0079 ] As used herein in reference to an element and a 
standard , the term “ compatible ” means that the element 
communicates with other elements in a manner wholly or 
partially specified by the standard , and would be recognized 
by other elements as sufficiently capable of communicating 
with the other elements in the manner specified by the 
standard . The compatible element does not need to operate 
internally in a manner specified by the standard . 

[ 0080 ] It will be further understood that various changes in 
the details , materials , and arrangements of the parts which 
have been described and illustrated in order to explain the 
nature of the claimed invention might be made by those 
skilled in the art without departing from the scope of the 
following claims . 

1. A method for use in a storage system , comprising : 
identifying a first process that is arranged to execute a first 

type - 1 node and a first type - 2 node of the storage 
system , the first type - 1 node being assigned a commu 
nication link for transmitting replication data to a target 
system , the first type - 2 node being arranged to execute 
I / O requests associated with a first set of addresses in 
an address space , and the first type - 2 node being 
configured to transmit data replication requests to any 
of one or more type - 1 nodes in the storage system that 
are assigned communication links for transmitting data 
to a replication system ; 

identifying a second process that is arranged to execute a 
second type - 1 node and a second type - 2 node of the 
storage system , the second type - 1 node being not being 
assigned any communication link for transmitting rep 
lication data to a target system , the second type - 2 node 
being arranged to execute I / O requests associated with 
a second set of addresses in the address space , and the 
second type - 2 node being configured to transmit data 
replication requests to any of the one or more type - 1 
nodes in the storage system that are assigned commu 
nication links for transmitting data to the replication 
system ; and 

transferring at least one of the addresses in the first set to 
the second set , wherein transferring at least one of the 
addresses in the first set to the second set at least 
partially corrects for an imbalance between a first 
workload on the first process and a second workload on 
the second process , the imbalance resulting from the 
first type - 1 node being the only one of the first type - 1 
node and the second type - 1 node that is assigned a 
communication link for transmitting data to the repli 
cation system . 

2. The method of claim 1 , wherein the first type - 1 node 
and the first type - 2 node include respective threads that are 
instantiated within the first processes , and the second type - 1 
node and the second type - 2 node include respective threads 
that are instantiated within the second process . 

3. The method of claim 1 , wherein : 
the first type - 1 node is configured to : ( i ) provide to the 

first type - 2 node any incoming I / O requests that are 
associated with an address from the first set ; and ( ii ) 
provide to the second type - 2 node any incoming I / O 
requests that are associated with an address from the 
second set , and 

the second type - 1 node is configured to : ( i ) provide to the 
first type - 2 node any incoming I / O requests that are 
associated with an address from the first set ; and ( ii ) 
provide to the second type - 2 node any incoming I / O 
requests that are associated with an address from the 
second set . 

4. The method of claim 1 , wherein the first type - 1 node 
includes a first R - node node , the first type - 2 node includes 
a first C - node , the second type - 1 node includes a second 
R - node , and the second type - 2 node includes a second 
C - node . 
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5. The method of claim 1 , wherein the first process 
includes a first operating system process and the second 
process includes a second operating system process . 

6. The method of claim 1 , further comprising , storing in 
a memory , a data structure that : ( i ) maps a first definition of 
the first set to the first type - 2 node and ( ii ) maps a second 
definition of the second set to the second type - 2 node , 
wherein transferring the at least one of the addresses in the 
first set to the second set includes removing the address from 
the first definition and adding the address to the second 
definition . 

7. The method of claim 6 , wherein the data structure 
includes an address - to - C - node ( A2C ) table . 

8. An apparatus , comprising : 
a memory ; and 
at least one processor operatively coupled to the memory , 

the at least one processor being configured to perform 
the operations of : 

identifying a first process that is arranged to execute a first 
type - 1 node and a first type - 2 node of the storage 
system , the first type - 1 node being assigned a commu 
nication link for transmitting replication data to a target 
system , the first type - 2 node being arranged to execute 
I / O requests associated with a first set of addresses in 
an address space , and the first type - 2 node being 
configured to transmit data replication requests to any 
of one or more type - 1 nodes in the storage system that 
are assigned communication links for transmitting data 
to a replication system ; 

identifying a second process that is arranged to execute a 
second type - 1 node and a second type - 2 node of the 
storage system , the second type - 1 node being not being 
assigned any communication link for transmitting rep 
lication data to a target system , the second type - 2 node 
being arranged to execute I / O requests associated with 
a second set of addresses in the address space , and the 
second type - 2 node being configured to transmit data 
replication requests to any of the one or more type - 1 
nodes in the storage system that are assigned commu 
nication links for transmitting data to the replication 
system ; and 

transferring at least one of the addresses in the first set to 
the second set , wherein transferring at least one of the 
addresses in the first set to the second set at least 
partially corrects for an imbalance between a first 
workload on the first process and a second workload on 
the second process , the imbalance resulting from the 
first type - 1 node being the only one of the first type - 1 
node and the second type - 1 node that is assigned a 
communication link for transmitting data to the repli 
cation system . 

9. The apparatus of claim 8 , wherein the first type - 1 node 
and the first type - 2 node include respective threads that are 
instantiated within the first processes , and the second type - 1 
node and the second type - 2 node include respective threads 
that are instantiated within the second process . 

10. The apparatus of claim 8 , wherein : 
the first type - 1 node is configured to : ( i ) provide to the 

first type - 2 node any incoming I / O requests that are 
associated with an address from the first set ; and ( ii ) 
provide to the second type - 2 node any incoming I / O 
requests that are associated with an address from the 
second set , and 

the second type - 1 node is configured to : ( i ) provide to the 
first type - 2 node any incoming I / O requests that are 
associated with an address from the first set ; and ( ii ) 
provide to the second type - 2 node any incoming I / O 
requests that are associated with an address from the 
second set . 

11. The apparatus of claim 8 , wherein the first type - 1 node 
includes a first R - node node , the first type - 2 node includes 
a first C - node , the second type - 1 node includes a second 
R - node , and the second type - 2 node includes a second 
C - node . 

12. The apparatus of claim 8 , wherein the first process 
includes a first operating system process and the second 
process includes a second operating system process . 

13. The apparatus of claim 8 , wherein : 
the memory is configured to store a data structure that : ( i ) 

maps a first definition of the first set to the first type - 2 
node and ( ii ) maps a second definition of the second set 
to the second type - 2 node , and 

transferring the at least one of the addresses in the first set 
to the second set includes removing the address from 
the first definition and adding the address to the second 
definition . 

14. The apparatus of claim 13 , wherein the data structure 
includes an address - to - type - 2 node ( A2C ) table . 

15. A non - transitory computer - readable medium storing 
one or more processor - executable instructions , which when 
executed by at least one processor cause the at least one 
processor to perform the operations of : 

identifying a first process that is arranged to execute a first 
type - 1 node and a first type - 2 node of the storage 
system , the first type - 1 node being assigned a commu 
nication link for transmitting replication data to a target 
system , the first type - 2 node being arranged to execute 
I / O requests associated with a first set of addresses in 
an address space , and the first type - 2 node being 
configured to transmit data replication requests to any 
of one or more type - 1 nodes in the storage system that 
are assigned communication links for transmitting data 
to a replication system ; 

identifying a second process that is arranged to execute a 
second type - 1 node and a second type - 2 node of the 
storage system , the second type - 1 node being not being 
assigned any communication link for transmitting rep 
lication data to a target system , the second type - 2 node 
being arranged to execute I / O requests associated with 
a second set of addresses in the address space , and the 
second type - 2 node being configured to transmit data 
replication requests to any of the one or more type - 1 
nodes in the storage system that are assigned commu 
nication links for transmitting data to the replication 
system ; and 

transferring at least one of the addresses in the first set to 
the second set , wherein transferring at least one of the 
addresses in the first set to the second set at least 
partially corrects for an imbalance between a first 
workload on the first process and a second workload on 
the second process , the imbalance resulting from the 
first type - 1 node being the only one of the first type - 1 
node and the second type - 1 node that is assigned a 
communication link for transmitting data to the repli 
cation system . 

16. The non - transitory computer - readable medium of 
claim 15 , wherein the first type - 1 node and the first type - 2 
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node include respective threads that are instantiated within 
the first processes , and the second type - 1 node and the 
second type - 2 node include respective threads that are 
instantiated within the second process . 

17. The non - transitory computer - readable medium of 
claim 15 , wherein : 

the first type - 1 node is configured to : ( i ) provide to the 
first type - 2 node any incoming I / O requests that are 
associated with an address from the first set ; and ( ii ) 
provide to the second type - 2 node any incoming I / O 
requests that are associated with an address from the 
second set , and 

the second type - 1 node is configured to : ( i ) provide to the 
first type - 2 node any incoming I / O requests that are 
associated with an address from the first set ; and ( ii ) 
provide to the second type - 2 node any incoming I / O 
requests that are associated with an address from the 
second set . 

18. The non - transitory computer - readable medium of 
claim 15 , wherein the first type - 1 node includes a first 
R - node node , the first type - 2 node includes a first C - node , 
the second type - 1 node includes a second R - node , and the 
second type - 2 node includes a second C - node . 

19. The non - transitory computer - readable medium of 
claim 15 , wherein the first process includes a first operating 
system process and the second process includes a second 
operating system process . 

20. The non - transitory computer - readable medium of 
claim 15 , further comprising , storing in a memory , a data 
structure that : ( i ) maps a first definition of the first set to the 
first type - 2 node and ( ii ) maps a second definition of the 
second set to the second type - 2 node , wherein transferring 
the at least one of the addresses in the first set to the second 
set includes removing the address from the first definition 
and adding the address to the second definition . 


