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MACHINE-LEARNING BASED DOCUMENT
RECOMMENDATION FOR ONLINE
REAL-TIME COMMUNICATION SYSTEM

BACKGROUND

[0001] This disclosure generally relates to communication
sessions for customer service, and more specifically to
retrieving relevant articles for resolving customer issues in
real-time.

[0002] An online system provides customer service soft-
ware solutions to one or more entities that correspond to one
or more tenants of the online system. Each entity may use
the service software solutions to provide customer support
and solve customer problems. One type of customer service
software is a communication tool which a customer (e.g.,
end consumer of sports product) of an entity (e.g., sports
product manufacturer) can use to communicate with an
agent (e.g., employee of the entity) to resolve a particular
issue. For example, the communication may be over phone,
web, live chat, e-mail, or text. By providing such software,
the online system can help companies streamline service
team processes and significantly improve customer satisfac-
tion and problem resolution.

[0003] Typically, the online system establishes a commu-
nication session between an agent and a user. The commu-
nication session may be over live chat, SMS, audio call, and
the like. For example, when the communication session is
over live chat, the agent may be provided with an interface
that is configured to exchange messages between the agent
and the user for a conversation on an issue. For example, the
interface may be a chat window that the user and the agent
can use to exchange messages during a conversation for
resolving an issue. Often times, during the communication
session, the agent searches through a knowledge base to
identify relevant articles and find potential answers to the
issue in the articles.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] FIG. 1 is a block diagram of a system environment
including a cloud platform and one or more client devices,
in accordance with an embodiment.

[0005] FIG. 2 illustrates an example interface including a
chat window for communication between an agent and a
user and a pane for presenting relevant articles to the agent
of the chat, in accordance with an embodiment.

[0006] FIG. 3 is a block diagram of an architecture of a
service system in the cloud platform, in accordance with an
embodiment.

[0007] FIG. 4 is a flowchart illustrating a method of
recommending relevant articles to a conversation between
the agent and the user, in accordance with an embodiment.
[0008] The figures depict various embodiments of the
present invention for purposes of illustration only. One
skilled in the art will readily recognize from the following
discussion that alternative embodiments of the structures
and methods illustrated herein may be employed without
departing from the principles of the invention described
herein.

[0009] The figures use like reference numerals to identify
like elements. A letter after a reference numeral, such as
“110A,” indicates that the text refers specifically to the
element having that particular reference numeral. A refer-
ence numeral in the text without a following letter, such as
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“110,” refers to any or all of the elements in the figures
bearing that reference numeral (e.g. “client device 110” in
the text refers to reference numerals “client device 110A”
and/or “client device 110B” in the figures).

DETAILED DESCRIPTION

Overview

[0010] A cloud platform establishes a communication ses-
sion between an agent and a user. The communication
session is over an electrical medium. The cloud platform
generates an interface on a client device associated with the
agent. A first portion of the interface is configured to
exchange messages between the agent and the user for a
conversation or otherwise transcribe a conversation between
the agent and the user. The cloud platform obtains, at a first
time, a set of utterances from a transcript of the conversa-
tion. An utterance includes a sequence of words from the
agent to the user or from the user to the agent during the
conversation. The cloud platform accesses a database
including a plurality of articles. The cloud platform gener-
ates relevance scores between the conversation and the
plurality of articles. A relevance score between a conversa-
tion and an article is generated by applying at least one
relevance model to the set of utterances and the article. The
cloud platform then selects a subset of articles having
relevance scores above a threshold value or proportion. The
identified articles are presented on a second portion of the
interface.

System Environment

[0011] FIG. 1 is a block diagram of a system environment
100 including a cloud platform 130 and one or more client
devices 116A, 116B, in accordance with an embodiment.
The system environment 100 shown in FIG. 1 comprises a
cloud platform 130, one or more client devices 116A, 1168,
and a network 120. In alternative configurations, different
and/or additional components may be included in the system
environment 100.

[0012] The cloud platform 130 provide computing
resources, such as storage, computing resources, applica-
tions, and the like to online systems 110 on an on-demand
basis via the network 120 such as internet. The cloud
platform 130 allows organizations, such as large-scale enter-
prises, to reduce upfront costs to set up computing infra-
structure and also allows the organizations to deploy appli-
cations up and running faster with less maintenance
overhead. The cloud platform 130 may also allow the
organizations to adjust computing resources to rapidly fluc-
tuating and unpredictable demands. The organizations can
create data centers using instances of the cloud platform 130
for use by users of the organization.

[0013] The cloud platform 130 may deploy a significant
number of services and/or applications for one or more
entities using, for example, different products of the cloud
platform 130. However, because of divisions such as busi-
ness units, verticals, market dynamics, geographics, and the
like, the services and applications may run across multiple
instances and across multiple tenancies of the cloud platform
130. A tenant may correspond to an entity (e.g., business,
university, non-profit organization). In one embodiment, the
cloud platform 130 provides customer service software
solutions to the one or more entities. An entity may use the
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service software solutions of the cloud platform 130 to
provide support to users associated with the entity (e.g.,
customers of a company, students at a university).

[0014] One type of customer service software is a com-
munication tool which a customer (e.g., end consumer of
sports product) of an entity (e.g., sports product manufac-
turer) can use to communicate with an agent (e.g., employee
of the entity) to resolve a particular issue. Specifically, the
entity may have one or more agents, such as customer
service agents, dedicated to resolve issues from customers or
other types of users associated with the entity. The agents
may use the communication tool to converse with a user on
particular issues. For example, the communication may be
over phone, web, live chat, e-mail, text, and the like. By
providing such software, the cloud platform 130 can help
entities, such as companies, streamline service team pro-
cesses and significantly improve customer satisfaction and
problem resolution.

[0015] Specifically, the customer service software estab-
lishes a communication session between an agent and a user.
The communication session may be over electronic media,
such as live chat, SMS, or audio call. For example, when the
communication session is over live chat, the agent is pro-
vided with an interface configured to exchange messages
between the agent and the user for a conversation on a
particular issue. For example, the interface may be a chat
window that the user and the agent can use to exchange
messages for resolving the issue. Often times, the agent
searches through a knowledge base during the communica-
tion session to identify relevant articles and find potential
answers to the issue in the articles. The articles may be
provided by the entity and may contain detailed information
that may be helpful for resolving various issues that are
brought up by the users associated with the entity. However,
this may require significant time to search through the
knowledge base and may delay the response time of the
agent.

[0016] Thus, in one embodiment, the cloud platform 130
includes a service system 140 for establishing a communi-
cation session between an agent and a user. The communi-
cation session may be over an electrical medium. The
service system 140 generates an interface on a client device
116 associated with the agent. In one instance, a first portion
of the interface is configured to exchange messages between
the agent and the user for a conversation or otherwise
transcribe a conversation between the agent and the user.
The service system 140 obtains, at a first time, a set of
utterances from a transcript of the conversation, wherein an
utterance includes a sequence of words from the agent to the
user or from the user to the agent during the conversation.
[0017] The service system 140 accesses a database includ-
ing a plurality of articles. The articles may be provided by
the entity associated with the articles. The articles may be
drafted by an administrator of the entity who is familiar with
the procedures and policies of the entity, and the like. The
service system 140 generates relevance scores between the
conversation and the plurality of articles. A relevance score
between the conversation and an article may be generated by
applying at least one relevance model to the set of utterances
and the article. The service system 140 selects a subset of
articles having relevance scores above a threshold value or
proportion, and presents the selected articles on a second
portion of the interface. In this manner, the agent can quickly
be presented with relevant articles that are helpful for
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resolving the issue in real-time while the agent is commu-
nicating with the user, reducing average call times and
significantly improving customer satisfaction and problem
resolution.

[0018] In one embodiment, the relevance scores between
a transcript of a conversation and an article is a combination
of a first relevance score, a second relevance score, and a
third relevance score. The first relevance score may be
determined by a query retrieval function (e.g., BM25 model)
that estimates the relevance of the article to the utterances of
the transcript. The second relevance score may be deter-
mined by encoding the utterances of the transcript to a
conversation embedding using a machine-learned model
(e.g., BERT transformer) and encoding the article to an
article embedding using the same machine-learned model or
another machine-learned model. The second relevance score
is determined by taking the dot product between the con-
versation embedding and the article embedding. The third
relevance score may be determined based on behavioral
signals of articles, such as article popularity. Thus, the first
relevance score, the second relevance score, and the third
relevance score may be combined to produce a final score of
an article for a conversation transcript.

[0019] FIG. 2 illustrates an example interface including a
chat window for communication between an agent and a
user and a pane for presenting relevant articles to the agent
of'the chat, in accordance with an embodiment. Specifically,
the example interface 200 generated by the service system
140 includes a first portion corresponding to a chat window
210 and a second portion corresponding to a pane for
presenting relevant articles to the agent of the chat. Specifi-
cally, at a particular time in the conversation, FIG. 2
illustrates a chat where a user of a course registration
website cannot access the files for a class the user had signed
up for and is asking for help to an agent to resolve the issue.
[0020] The service system 140 obtains a set of utterances
from the transcript of the chat. Specifically, the first utter-
ance is “Hello” (speaker: Customer), the next utterance is “I
am not seeing the class 1 signed up for on the registrar
website and can’t access the files for class.” (speaker:
Customer), the next utterance is “Can you help?” (speaker:
Customer), the next utterance is “Happy to help.” (speaker:
Agent), the next utterance is “May I please have the name
of the institution or company that you work for?” (speaker:
Agent), the next utterance is “Colorado State University
Global is the name.” (speaker: Customer).

[0021] The service system 140, based on the extracted
utterances, accesses a plurality of articles in a knowledge
database. The knowledge database may include articles on
resolving issues with the course registration website. For an
article in the database, the service system 140 generates a
relevance score indicating the relevance of the article to the
transcript of the chat. In one instance, the relevance score is
a combination of the first relevance score, the second
relevance score, and the third relevance score of the article.
The service system 140 selects a subset of the articles that
have relevance scores above a threshold value or proportion.
[0022] The service system 140 presents the selected
articles on a right pane of the interface, such that the agent
communicating with the customer can access relevant
articles in real-time. In the example shown in FIG. 2, the
selected subset of articles includes article 220A on “Course
Registration,” article 220B on “Couse Access—Require-
ments,” article 220C on “Course information,” article 220D



US 2024/0193213 Al

on “Access Codes,” and article 220E on “Post a Question.”
For example, these articles might have been selected
because they have the highest relevance scores for the
conversation. Moreover, as an example, while article 220B
may be the most relevant for resolving the customer’s issue,
the relevance score for article 220B may not be the highest
since the conversation between the agent and the customer
has just begun. The relevance score for article 220B may
become the highest as the conversation proceeds and the
relevance scores are updated for the articles to incorporate
the additional context in the transcript.

[0023] Returning to the system environment 100 of FIG.
1, The client devices 116 are computing devices that display
information to users and communicates user actions to the
cloud platform 130. While two client devices 116A, 116B
are illustrated in FIG. 1, in practice many client devices 116
may communicate with the cloud platform 130 in environ-
ment 100. In one embodiment, a client device 116 is a
conventional computer system, such as a desktop or laptop
computer. Alternatively, a client device 116 may be a device
having computer functionality, such as a personal digital
assistant (PDA), a mobile telephone, a smartphone or
another suitable device. A client device 116 is configured to
communicate via the network 120, which may comprise any
combination of local area and/or wide area networks, using
both wired and/or wireless communication systems.

[0024] Inone embodiment, a client device 116 executes an
application allowing a user of the client device 116 to
interact with the cloud platform 130. For example, a client
device 116 executes a browser application to enable inter-
action between the client device 116 and the cloud platform
130 via the network 120. In another embodiment, the client
device 116 interacts with the cloud platform 130 through an
application programming interface (API) running on a
native operating system of the client device 116, such as
I0S® or ANDROID™.

[0025] In one embodiment, a user of the client device 116
may execute an application, such as a browser application or
a local application, that allows the user to access the
communication tool provided by the service system 140. For
example, a user of client device 116A may be a user
associated with an entity (e.g., business, university) and a
user of client device 116B may be an agent of the entity that
is, for example, hired by the entity to resolve customer
issues. The user and the agent may communicate via a
communication session established by the service system
140, for example, live chat, SMS, audio calls, or video calls.
In one instance, an interface generated on the client device
116 of the agent may include a pane for displaying relevant
articles for resolving an issue, such that the agent can
quickly access relevant articles without having to manually
search and identify relevant articles for the customer.
[0026] The network 120 provides a communication infra-
structure between the cloud platform 130 (as well as the
service system 140) and the client devices 116. The network
120 is typically the Internet, but may be any network,
including but not limited to a Local Area Network (LAN),
a Metropolitan Area Network (MAN), a Wide Area Network
(WAN), a mobile wired or wireless network, a private
network, or a virtual private network.

Service System

[0027] FIG. 3 is a block diagram of an architecture of a
service system 140 in the cloud platform 130, in accordance
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with an embodiment. The service system 140 comprises
modules including an interface module 320, a data manage-
ment module 325, a training module 330, and a recom-
mender module 335. The matching system 140 includes a
training database 360 and a models database 365. Some
embodiments can have different modules than those
described here. Similarly, the functions described among the
modules can be distributed in a different manner than is
described here.

[0028] The interface module 320 receives requests to
establish communication sessions between users and agents
of the entity. Typically, the request is received from a user
associated with an entity and is prompted by an issue the
user is trying to resolve. Responsive to receiving a request,
the interface module 320 may identify agents available for
communication, and establish a communication session
between the agent and the user. In other instances, the agent
may initiate the request because, for example, the agent is
trying to reach a customer about an unresolved issue (e.g.,
follow-up call from an earlier session).

[0029] In one embodiment, the communication session is
established over an electronic medium, and may be via audio
or video call, live chat, SMS text, and the like. In one
instance, the communication session is live chat, and the
interface module 320 may generate a user interface (UI) on
the client devices 116 that includes a chat interface for
exchanging messages. In particular, the interface module
320 may generate a Ul on the client device 116 for the agent
that includes a first portion corresponding to the chat inter-
face and a second portion that corresponds to a component
for presenting relevant articles for the conversation between
the agent and the user. The chat interface and the component
for presenting articles may be part of the same window or
may be presented adjacent to each other, such that the agent
can retrieve the contents of the relevant articles (e.g., by
clicking on the link of the article) while the agent is
communicating with the user through the chat interface.

[0030] Moreover, while the example shown in FIG. 2
illustrates an interface having a pane (including articles
220A through 220F) on the right side of the chat interface
210, it is appreciated that the component for presenting
relevant articles can be in any appropriate manner. For
example, the articles may be presented on a pane at a left
side, an upper side, or a lower side of the chat interface. In
another embodiment, the component may be a separate
window that is overlaid on the chat interface responsive to
receiving an indication from the agent.

[0031] The interface module 320 may receive a request to
display a subset of relevant articles and display the subset of
articles via the component of the Ul. The agent may access
the content of the article by selecting a hyperlink that guides
the agent to the article. Depending on the configurations of
the service system 140, the interface module 320 may
receive a request to update the subset of relevant articles
every predetermined interval (e.g., every two minutes, every
minute, every 30 seconds) or only when a request is made.
For example, the subset of articles may be updated as the
conversation between the user and the agent progresses and
more context on the issue becomes available, leading to
more relevant articles. In one embodiment, the interface
module 320 may send a request to the recommender module
335 to update the subset of relevant articles at each turn of
the conversation between the user and the agent. For
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example, the subset of articles may be updated every time
the agent or the user submits a new message in the chat.
[0032] The data management module 325 generates and
manages data for training the one or more relevance models
or for characterizing the articles in the knowledge database.
In one embodiment, the data management module 325
obtains historical data from previous instances of conversa-
tions between agents and users. In particular, the data
management module 325 may obtain the transcripts of the
previous conversations between an agent and a user, and
parse the transcript into a set of utterances. The data man-
agement module 325 can also tokenize the utterances of the
transcript into one or more tokens. Each token is a math-
ematical representation of a word, a part of a word, a phrase,
an utterance, and the like.

[0033] One data source includes instances where one or
more articles are “attached” to a case that indicates the
articles were used to resolve the customer issue for the user.
In particular, a customer issue may be assigned as a case and
may be associated with a case identifier that uniquely
identifies the case. When the agent indicates the issue has
been resolved, the agent can attach one or more articles that
the agent had used to resolve the issue.

[0034] Another data source includes search logs. Search
logs capture clicks and associated search queries on the
articles of the knowledge database that the agent had made
during a conversation. In one instance, the search logs
capture historical search queries for a knowledge article that
the agents had made before clicking on the article. The data
management module 325 may obtain the most popular
search queries that led to the article for each article in the
knowledge database. In another instance, the search logs
capture “implicit attaches.” Many agents may not explicitly
attach the articles that were used to resolve a specific case
because, for example, it is cumbersome and time-consum-
ing. Often times, the agent can submit a search query and
access the articles retrieved based on the search query. An
agent may then click or hover over the retrieved articles. The
articles that the agent interacted with (e.g., hovered over or
clicked) may be considered implicit attaches, as the agent
did not explicitly attach the articles to the case themselves,
but are nevertheless deemed to be relevant to resolving the
issue as the agent had interacted with the articles during the
communication session.

[0035] The training database 360 includes a plurality of
training instances for training a machine-learned relevance
model. A training instance may include one or more series
of tokens, where a series of tokens corresponds to an
utterance in the transcript of the conversation for a case. For
example, a series of tokens may correspond to an utterance
made by the user, and each token may represent a word in
the utterance. The training instance also includes one or
more articles that were attached or were not attached to the
case. The training instance also includes an attachment label
indicating whether each of the articles are relevant or not
relevant for resolving the case. In one instance, the attach-
ment label is 1 if an article is determined to be relevant to
the case and O if not.

[0036] In one instance, the training database 360 also
includes training instances based on implicit attaches
obtained from the search log. In such an instance, the
training instance may include one or more series of tokens
obtained from the transcript of the conversation for a case.
The training instance may also include one or more articles
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that were implicitly attached (e.g., the agent hovered over or
clicked on an article) or not attached to the case, as well as
an attachment label indicating whether each of the articles
are relevant or not relevant for resolving the case. In this
manner, even if agents have not explicitly attached an article
to a case, the service system 140 can augment the training
data using implicit attaches that still provide a relatively
accurate measure of whether an article is relevant for resolv-
ing the case.

[0037] The knowledge database 365 is a database of
articles or other content items that may be useful for
resolving user issues. Specifically, the knowledge database
365 may include documents of information, and can be
stored on a per-tenant basis. For example, the knowledge
database 365 may store knowledge articles for a tenant that
is a business organization selling external memory drives.
The articles in the knowledge database 365 can include
information on various processes of interest to users, like
how to reset the product to its default settings, how much
storage the product supports, other frequently asked ques-
tions (FAQ’s), and the like. The documents may have been
written by expert customer agents that have extensive back-
ground knowledge on the issue or other experts associated
with the entity. The documents can be in the form of
webpages (e.g., HTML pages) or word processing applica-
tion documents.

[0038] In one embodiment, an article stored in the knowl-
edge database 365 is associated with metadata that describe
one or more characteristics of the article. In one instance, the
metadata for an article includes a title, a summary, and a
search query text that indicates the popular search queries
that led to clicks on the article. Specifically, the search query
text may be obtained from the historical search logs as
described above. In one instance, the data management
module 325 generates the search query text by identifying
the K-most frequent search queries that led to clicks on an
article, and repeating each identified search query by log(N)
times (N being the number of clicks), and concatenating the
search queries into a string. In this manner, the search query
text assigns higher weights to more popular search queries.
[0039] In one embodiment, an article may be assigned to
data categories that are classifications of articles. For
example, a data category may categorize articles with
respect to product types (e.g., mortgage, personal loan, auto
loan), topics (e.g., mobile, web, big data, personal finance),
geographical areas (e.g., different insurance policies for each
state), or customer types (e.g., home, small and medium
businesses, large enterprise). Moreover, articles can be
tagged with multiple data categories or even no data cat-
egories. In one instance, an administrator of the entity
responsible for managing the articles may assign different
data categories to an article.

[0040] The training module 330 trains one or more
machine-learned relevance models that are configured to
generate a conversation embedding from utterances of a
conversation transcript and an article embedding from an
article. In one embodiment, parameters of the relevance
model are trained such that the dot product of the article
embedding and the conversation embedding denotes a
degree of relevance between the article and the conversation.
In one embodiment, the machine-learned relevance model
includes a first portion configured to generate the conver-
sation embedding and a second portion configured to gen-
erate the article embedding. The first portion is coupled to
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receive a series of tokens for an utterance and generate an
utterance embedding and an attention score for the utterance.
The combination of the individual utterance embeddings
weight by the attention scores of each respective utterance is
the conversation embedding. The second portion is coupled
to receive a series of tokens for an article and generate an
article embedding for the article.

[0041] In one embodiment, an architecture of the
machine-learned relevance model is configured as a trans-
former-based architecture, and may be in one implementa-
tion, a Bidirectional Encoder Representations from Trans-
formers (BERT) model that encodes a series of tokens into
a series of embeddings. In other embodiments, an architec-
ture of the machine-learned relevance model can be config-
ured as any other architecture that maps input data (e.g., text
or images) into an embedding in latent space. For example,
a machine-learned relevance model may be configured as
recurrent neural networks (RNN), long short-term memory
networks (LSTM), or any combination thereof.

[0042] In one embodiment the training module 330
obtains a set of training instances from, for example, the
training database 360 generated by the data management
module 325. The training module 330 trains the relevance
model by iterating between a forward pass step and a
backpropagation step to reduce a loss function. During the
forward pass step, the training module 330 obtains the one
or more series of tokens that each correspond to a respective
utterance in the conversation of a given training instance.
The training module 330 generates one or more utterance
embeddings and attention scores for the utterance embed-
dings by applying parameters of the first portion of the
relevance model to the series of tokens for each utterance.
The individual utterance embeddings are weighted by their
respective attention scores to generate the conversation
embedding for the training instance.

[0043] The training module 330 also generates an article
embedding by applying parameters of the second portion of
the relevance model to the series of tokens for an article. In
one embodiment, the series of tokens for an article may
correspond to the content of the article. For example, the
series of tokens for an article may each represent a respec-
tive word, part of a word, punctuation, and the like of an
article. In another embodiment, the series of tokens for an
article may correspond to the content of the article but also
include the metadata for the article described with respect to
the knowledge database 365. The training module 330
combines the article embedding and the conversation
embedding through a dot product to determine an estimated
relevance between the conversation and the article. This
process is repeated for other training instances in a given
batch for the iteration.

[0044] The training module 330 determines a loss function
that indicates a difference between the labels and the esti-
mated relevance generated for the training instances of a
batch. In one instance, the loss function is given by a
cross-entropy loss:

u exp(pyi v,
cross—entropy loss = Z—wyilog%
=1 Zc:1 exp(py 1)

where n is the total number of training instances in a batch,
y; is the label for training instance i, py;;; is the estimated
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relevance output by the relevance model for the positive
category (i.e., article and transcript are relevant), py; ., is the
estimated relevance output by the relevance model for
category c, and w,, is the weight for sample i in the loss
function. In another instance, the loss function is given by:

cross—entropy loss = Zy,vlog(p,v) + (1 = yplog(l — py)
i=1

where n is the total number of training instances in a batch,
y; is the label for training instance i, and p; is the estimated
relevance for the training instance output by the relevance
model. However, it is appreciated that in other embodi-
ments, the loss function can assume other forms, such as
hinge loss, and the like.

[0045] During the backpropagation step, the training mod-
ule 330 updates parameters of the relevance model by
backpropagating error terms from the loss function. For
example, parameters of the first portion and the second
portion of the relevance model may be updated based on
error terms that are one or more derivatives of the loss
function. The forward pass step and the backpropagation
step may be repeated for multiple batches of training data
until a convergence criterion for the parameters is reached
(e.g., change between iterations is less than a predetermined
threshold). The trained relevance model is stored in the
model database 370. In this manner, the trained relevance
model can learn which utterances to pay attention to for a
given conversation transcript and which utterances are most
informative.

[0046] The recommender module 335 obtains the tran-
script of a conversation and generates one or more recom-
mended articles in the knowledge database that are identified
as relevant to the conversation. In one embodiment, the
recommender module 335 accesses a plurality of articles in
the knowledge database 365. For an article, the recom-
mender module 335 obtains one or more relevance scores
for a conversation transcript and the article, and combines
the relevance scores into a final score.

[0047] In one instance, the recommender module 335
obtains a first relevance score that is determined by a first
relevance model that is a query retrieval function. In one
implementation, the query retrieval function is a BM25
model. In one embodiment, the query retrieval function is
given by:

relevance score(D, Q) = ZIDF(q,v)- S@n D)-la + 1)

1D
& f(qi,D>+k1-(1—b+b-L)
avgdl!

[0048] where D corresponds to a tokenized representation
of the contents and metadata (e.g., title, summary, and search
query text) of a particular article, Q represents the tokenized
representation of a conversation transcript at a point in time,
IDF(q,) is the inverse document frequency function of a term
q; in Q, f(q;,D) is the term q,’s frequency in article D, IDI is
the length of the article in words or tokens, and avgdl is the
average article length in the collection of articles from which
D is drawn. Moreover, k; and b are free parameters that can
be chosen appropriately according to the collection of
articles. However, the BM25 retrieval function is only one
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example function from which a first relevance score can be
determined, and it is appreciated that in other embodiments,
the recommender module 335 can use any appropriate query
retrieval function for determining relevance.

[0049] The recommender module 335 may also obtain a
second relevance score by applying a second relevance
model that is a machine-learned relevance model described
with respect to the training module 330. Specifically, the
recommender module 335 may apply a first portion of the
relevance model to individual utterances of the transcript to
generate utterance embeddings and respective attention
scores. The recommender module 335 may combine the
utterance embeddings weighted by the attention scores to
generate the conversation embedding for the transcript. The
recommender module 335 applies the second portion of the
relevance model to the content or metadata of the article to
generate an article embedding. The recommender module
335 combines the article embedding and the conversation
embedding to generate the second relevance score.

[0050] The recommender module 335 may also obtain a
third relevance score that models behavioral signals of an
article that is a third relevance model. In one instance, the
behavior signals are popularity of articles indicated by, for
example, number of clicks to view the article, number of
hovering over the article, number of search queries that
resulted in retrieval of the article, and the like. The third
relevance score may indicate an absolute or relative measure
of popularity of the article.

[0051] The recommender module 335 combines the first
relevance score, the second relevance score, and the third
relevance score to produce a final score of each article in the
knowledge database for the tenant. In one embodiment, the
final score is given by:

final score=R,;(x)+R(x)+R5(x)

where R,(X) is a ranking function applied to the first
relevance score x, R,(x) is a ranking function applied to the
second relevance score x, and R5(x) is a ranking function
applied to the third relevance score x. In one instance, for
each relevance score, the ranking function is given by:

1

x_xmean
(oo =)
St

R(x) =

where x denotes the relevance score, CDF is the cumulative
distribution function, N(0, 1) is a Gaussian distribution with
mean 0 and variance of 1, X,,,.,,, is the mean of the relevance
scores of the collection of articles evaluated by the recom-
mender module 335, and x_,, is the standard deviation of the
relevance scores of the collection of articles. Thus, the final
score represents a rank of the article with respect to the
degree of relevance.

[0052] The recommender module 335 selects a subset of
relevant articles that have a final relevance score above a
threshold value or proportion and provides the selected
subset of articles to the interface module 325 for presenta-
tion to the agent. Put in a different way, the recommender
module 335 selects a subset of articles that have a final
relevance score above a threshold value or proportion. The
final relevance score may be monotonously increase with the
first, second, and/or third relevance scores. In another
embodiment, the recommender module 335 may also select
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the subset of articles by combining the relevance scores into
a final relevance score (e.g., by combining the first, second,
third relevance scores for an article) and sorting the articles
with respect to the final relevance score. However, using the
ranking function described above provides a quicker way to
rank articles, which can be an additional technological
benefit to present the relevant articles quicker when the
agent is communicating with a user in real-time.

[0053] In one embodiment, a case for a conversation is
assigned to a data category. The types of data categories
assigned to a case may be same or different as the data
categories assigned to the articles of the knowledge data-
base. For example, a user starting a communication session
with an agent may populate pre-chat fields created by the
agent before the session starts or the entity may provide a
form that the user fills out before the session can be
established with an agent. The form may have a list of data
categories and the user can check which data categories the
issue should be tagged with. As an example, a user with an
inquiry on insurance policies in California may indicate that
the issue should be tagged with data category of “California
insurance policies.”

[0054] In such an instance, the recommender module 335
may first filter out a set of articles that are associated with the
data categories assigned to the conversation, and compute
the relevance scores for only those articles in the filtered set.
For example, the filtered set of articles may be tagged with
the same data category as the conversation, or may be tagged
with data categories that are otherwise relevant to the data
category of the conversation. For example, the recommender
module 335 may filter out a set of articles tagged with
“California insurance policies” for the particular entity,
compute the relevance scores for the articles in the filtered
set, and present the articles that have a final relevance score
above a threshold value or proportion. As another example,
when a data category of the conversation is “personal
finance,” the recommender module 335 may filter out a set
of articles tagged with “mortgage,” “auto loans,” “personal
loans,” or other types of personal finance related products,
and identify the subset of relevant articles from this filtered
set.

[0055] In one embodiment, the recommender module 335
may repeat the recommendation process described above
every predetermined interval, for example, every 30 sec-
onds, every two minutes, and the like, to generate an updated
subset of articles. In another embodiment, the recommender
module 335 may repeat the recommendation process at
every turn of a conversation between the agent and the user.
For example, the recommender module 335 may update the
subset of relevant articles every time the user or the agent
submits new messages in the chat. The relevance estimates
are likely to improve over time as the conversation between
the user and the agent proceeds, and more context on the
issue is included in the transcript. Thus, the recommender
module 335 may obtain an updated transcript of the con-
versation, parse the utterances in the updated transcript, and
identify an updated subset of relevant articles based on the
updated transcript, so that the subset of relevant articles
presented to the agent are refreshed every interval. In one
instance, the recommender module 335 may use only a
recent portion of the transcript (e.g., a sliding window of
recent utterances) or may use the entire transcript up to the
most recent utterance to generate the updated subset of
relevant articles.



US 2024/0193213 Al

[0056] In another embodiment, the recommender module
335 may apply a thresholding process in which the subset of
relevant articles presented to the agent are updated only
when the final relevance scores of the articles with respect
to a transcript at a given point in time are above a threshold
value or proportion (e.g., final relevance scores of identified
articles are above a score of 9). Specifically, the recom-
mender module 335 may continuously obtain updated tran-
scripts of the conversation, compute relevance scores for the
articles with respect to the updated transcripts, and identify
a subset of articles for presentation only when there is a
subset of articles that have a final relevance score above a
certain threshold. Thus, the agent is presented with an
updated set of relevant articles only when the articles have
a relevance score that is sufficiently high or in other words,
are identified to be highly relevant to the conversation
transcript. Since the agent can easily get distracted if articles
are constantly updated during communication with a user,
the recommender module 335 can selectively determine to
present an updated subset of relevant articles only when the
relevance scores for a subset of articles are relatively high
and there is high confidence that the articles will be actually
relevant to the conversation.

Method of Recommending Relevant Articles on an Interface

[0057] FIG. 4 is a flowchart illustrating a method of
recommending relevant articles on an interface, in accor-
dance with an embodiment. In one embodiment, the process
of FIG. 4 is performed by various modules of the cloud
platform 130, specifically the service system 140. Other
entities may perform some or all of the steps of the process
in other embodiments. Likewise, embodiments may include
different and/or additional steps, or perform the steps in
different orders.

[0058] The service system 140 establishes 402 a commu-
nication session between an agent and a user. The commu-
nication session may be over electrical media. The service
system 140 generates 404 generating an interface on a client
device associated with the agent. A first portion of the
interface may be configured to exchange messages between
the agent and the user for a conversation or otherwise
transcribe a conversation between the agent and the user.
The service system 140 obtains 406, at a first time, a set of
utterances from a transcript of the conversation. An utter-
ance may include a sequence of words from the agent to the
user or from the user to the agent during the conversation.
The service system 140 accesses 408 a database including a
plurality of knowledge articles. The service system 140
generates 410 relevance scores between the conversation
and the plurality of articles. A relevance score between the
conversation and an article is generated by applying at least
one relevance model to the set of utterances and the article.
The service system 140 selects 412 a subset of articles
having relevance scores above a threshold value or propor-
tion. The service system 140 presents the selected subset of
articles on a second portion of the interface.

ADDITIONAL CONSIDERATIONS

[0059] The foregoing description of the embodiments of
the invention has been presented for the purpose of illus-
tration; it is not intended to be exhaustive or to limit the
invention to the precise forms disclosed. Persons skilled in
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the relevant art can appreciate that many modifications and
variations are possible in light of the above disclosure.
[0060] Some portions of this description describe the
embodiments of the invention in terms of algorithms and
symbolic representations of operations on information.
These algorithmic descriptions and representations are com-
monly used by those skilled in the data processing arts to
convey the substance of their work effectively to others
skilled in the art. These operations, while described func-
tionally, computationally, or logically, are understood to be
implemented by computer programs or equivalent electrical
circuits, microcode, or the like. Furthermore, it has also
proven convenient at times, to refer to these arrangements of
operations as modules, without loss of generality. The
described operations and their associated modules may be
embodied in software, firmware, hardware, or any combi-
nations thereof.
[0061] Any of the steps, operations, or processes described
herein may be performed or implemented with one or more
hardware or software modules, alone or in combination with
other devices. In one embodiment, a software module is
implemented with a computer program product comprising
a computer-readable medium containing computer program
code, which can be executed by a computer processor for
performing any or all of the steps, operations, or processes
described.
[0062] Embodiments of the invention may also relate to an
apparatus for performing the operations herein. This appa-
ratus may be specially constructed for the required purposes,
and/or it may comprise a general-purpose computing device
selectively activated or reconfigured by a computer program
stored in the computer. Such a computer program may be
stored in a non-transitory, tangible computer readable stor-
age medium, or any type of media suitable for storing
electronic instructions, which may be coupled to a computer
system bus. Furthermore, any computing systems referred to
in the specification may include a single processor or may be
architectures employing multiple processor designs for
increased computing capability.
[0063] Embodiments of the invention may also relate to a
product that is produced by a computing process described
herein. Such a product may comprise information resulting
from a computing process, where the information is stored
on a non-transitory, tangible computer readable storage
medium and may include any embodiment of a computer
program product or other data combination described herein.
[0064] Finally, the language used in the specification has
been principally selected for readability and instructional
purposes, and it may not have been selected to delineate or
circumscribe the inventive subject matter. It is therefore
intended that the scope of the invention be limited not by this
detailed description, but rather by any claims that issue on
an application based hereon. Accordingly, the disclosure of
the embodiments of the invention is intended to be illustra-
tive, but not limiting, of the scope of the invention, which is
set forth in the following claims.
What is claimed is:
1. A method, comprising:
establishing a communication session between an agent
and a user, wherein the communication session is over
an electrical medium;
causing to generate an interface on a client device asso-
ciated with the agent, wherein a first portion of the
interface is configured to display an exchange of one or
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more messages between the agent and the user for a
conversation or otherwise transcribe a conversation
between the agent and the user;
obtaining, at a first time, a set of utterances from a
transcript of the conversation, wherein an utterance
includes a sequence of words from the agent to the user
or from the user to the agent during the conversation;

accessing a database including a plurality of articles;

generating relevance scores between the conversation and
the plurality of articles, wherein a relevance score
between the conversation and an article is generated by
applying at least one relevance model to the set of
utterances and the article;

selecting a subset of articles having relevance scores

above a threshold value or proportion; and

presenting the selected subset of articles on a second

portion of the interface.

2. The method of claim 1, wherein the communication
session is at least one of a chat session, SMS text, audio call,
or video call.

3. The method of claim 2, wherein the communication
session is a chat session and the first portion of the interface
is a chat interface displaying the exchange of messages
between the agent and the user for the chat session.

4. The method of claim 1, wherein generating the rel-
evance score for the article comprises:

obtaining a first relevance score by applying a query

retrieval function that indicates relevance between a
tokenized representation of the utterances of the con-
versation and a tokenized representation of at least
contents of the article.

5. The method of claim 1, wherein generating the rel-
evance score for the article comprises:

obtaining a second relevance score by:

applying at least a first portion of a machine-learned
transformer model to the utterances of the conver-
sation to generate a conversation embedding for the
conversation,

applying a second portion of the machine-learned trans-
former model to at least contents of the article to
generate an article embedding, and

combining the conversation embedding and the article
embedding to generate the second relevance score.

6. The method of claim 1, wherein generating the rel-
evance score for the article comprises:

obtaining a third relevance score that indicates a popu-

larity of the article with respect to a number of clicks
to view the article.

7. The method of claim 1, wherein selecting the subset of
articles further comprises:

applying a ranking function to the relevance scores for the

articles, where the ranking function is proportional to:

1

X = Ximean
a+(b—b-CDFN(0,1)( P ))
st

where a, b are constants, X is a relevance score for a
respective article, Xx,,..,, is an average of the relevance
scores for a collection of articles, CDFy, ;, is the
cumulative distribution function based on a normal
Gaussian distribution, and x,,,, is a standard deviation of
the relevance scores for the collection of articles.
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8. The method of claim 1, wherein the second portion of
the interface is a pane on a left-side, right-side, lower-side,
or an upper-side of the first portion of the interface.

9. The method of claim 1, further comprising:

obtaining, at a second time, an updated set of utterances

from the transcript of the conversation;

updating relevance scores between the updated transcript

and the plurality of articles; and
responsive to determining that an updated subset of
articles have updated relevance scores above a thresh-
old value or proportion, presenting the selected subset
of articles on the second portion of the interface,

responsive to determining that no subset of articles have
updated relevance scores above the threshold value or
proportion, withholding presentation of an updated
subset of articles for display on the second portion of
the interface.

10. The method of claim 1,

wherein the conversation is assigned to a data category

and one or more articles of the plurality of articles are
assigned to a data category, and

wherein generating the relevance scores comprises gen-

erating the relevance scores for a filtered set of articles
that have data categories related to the data category of
the conversation.

11. A non-transitory computer-readable storage medium
storing computer program instructions executable to per-
form operations, the operations comprising:

establishing a communication session between an agent

and a user, wherein the communication session is over
an electrical medium;
causing to generate an interface on a client device asso-
ciated with the agent, wherein a first portion of the
interface is configured to display an exchange of one or
more messages between the agent and the user for a
conversation or otherwise transcribe a conversation
between the agent and the user;
obtaining, at a first time, a set of utterances from a
transcript of the conversation, wherein an utterance
includes a sequence of words from the agent to the user
or from the user to the agent during the conversation;

accessing a database including a plurality of articles;

generating relevance scores between the conversation and
the plurality of articles, wherein a relevance score
between the conversation and an article is generated by
applying at least one relevance model to the set of
utterances and the article;

selecting a subset of articles having relevance scores

above a threshold value or proportion; and
presenting the selected subset of articles on a second
portion of the interface.

12. The non-transitory computer-readable storage
medium of claim 11, wherein the communication session is
at least one of a chat session, SMS text, audio call, or video
call.

13. The non-transitory computer-readable storage
medium of claim 12, wherein the communication session is
a chat session and the first portion of the interface is a chat
interface displaying the exchange of messages between the
agent and the user for the chat session.

14. The non-transitory computer-readable storage
medium of claim 11, wherein generating the relevance score
for the article comprises:
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obtaining a first relevance score by applying a query
retrieval function that indicates relevance between a
tokenized representation of the utterances of the con-
versation and a tokenized representation of at least
contents of the article.

15. The non-transitory computer-readable storage
medium of claim 11, wherein generating the relevance score
for the article comprises:

obtaining a second relevance score by:

applying at least a first portion of a machine-learned
transformer model to the utterances of the conver-
sation to generate a conversation embedding for the
conversation,

applying a second portion of the machine-learned trans-
former model to at least contents of the article to
generate an article embedding, and

combining the conversation embedding and the article
embedding to generate the second relevance score.

16. The non-transitory computer-readable storage
medium of claim 11, wherein generating the relevance score
for the article comprises:

obtaining a third relevance score that indicates a popu-

larity of the article with respect to a number of clicks
to view the article.

17. The non-transitory computer-readable storage
medium of claim 11, wherein selecting the subset of articles
further comprises:

applying a ranking function to the relevance scores for the

articles, where the ranking function is proportional to:

1

X = xmean
a+(b=b-CDFyas )

Xstd
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where a, b are constants, x is a relevance score for a
respective article, X,,.,, is an average of the relevance
scores for a collection of articles, and x,,, is a standard
deviation of the relevance scores for the collection of
articles.

18. The non-transitory computer-readable storage
medium of claim 11, wherein the second portion of the
interface is a pane on a left-side, right-side, lower-side, or an
upper-side of the first portion of the interface.

19. The non-transitory computer-readable storage
medium of claim 11, wherein the instructions further com-
prise:

obtaining, at a second time, an updated set of utterances
from the transcript of the conversation;

updating relevance scores between the updated transcript
and the plurality of articles; and

responsive to determining that an updated subset of
articles have updated relevance scores above a thresh-
old value or proportion, presenting the selected subset
of articles on the second portion of the interface,

responsive to determining that no subset of articles have
updated relevance scores above the threshold value or
proportion, withholding presentation of an updated
subset of articles for display on the second portion of
the interface.

20. The non-transitory

medium of claim 11,
wherein the conversation is assigned to a data category
and one or more articles of the plurality of articles are
assigned to a data category, and

wherein generating the relevance scores comprises gen-
erating the relevance scores for a filtered set of articles
that have data categories related to the data category of
the conversation.

computer-readable storage

* * * * *



