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CREATING AND USING CELL CLUSTERS 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

[ 0001 ] This application is a continuation of and claims 
priority to U.S. patent application Ser . No. 16 / 841,816 , 
entitled “ Creating and Using Cell Clusters , ” filed Apr. 7 , 
2020 , now allowed , which is incorporated herein by refer 
ence in its entirety . 

BACKGROUND 

[ 0002 ] In some communication networks , modeling tech 
niques may be used to predict and / or to project demand or 
performance associated with the communications network . 
In a cellular network , for example , modeling techniques may 
be used to predict geographic locations of user equipment 
( “ UE ” ) , quality of service ( “ QoS ” ) , reference signal receive 
power ( “ RSRP ” ) , or other metrics that may reflect usage 
and / or performance of the cellular network . With the con 
tinuing advances in technology and the continued prolifera 
tion of network - enabled devices , the complexity of such 
modeling techniques may increase in the future . 
[ 0003 ] In some instances , modeling techniques may be 
used to generate models of each base station or cell in a 
cellular network . Models may also be generated for each UE 
in a cellular network . These models ( users and equipment ) 
may then be used to attempt to project demand and / or 
movements . Thus , a large number of models may need to be 
created to accurately model behavior of a cellular network 
and / or users of the cellular network . Creating such models 
may require a large amount of computational resources and 
time . 
[ 0004 ] As communications networks grow in capacity , 
scale , and / or use ; these and / or other models may need to be 
updated and / or modified . In particular , modern networking 
approaches and flexibility may result in the models needing 
to be updated frequently . Such modifications may consume 
a large amount of time and resources . Still further , even 
updated models of large - scale and complex networks may 
require a high number of predictions and / or estimations to 
model the environments . Such computations may be cost 
prohibitive in terms of computations and / or time . 

configured to generate one or more cell clusters that can 
represent clusters of one or more cells of the cellular 
network . The clustering engine can obtain , from the cellular 
network and / or from one or more cellular network data 
sources that can be external to and / or internal to the cellular 
network , one or more instances of cellular network data . The 
cellular network data can include configuration data such as 
configuration parameters , geolocation data , and / or other 
configuration data ; event data such as data that indicates 
requests , alerts , and / or other events ; performance data such 
as key performance indicators ( “ KPIs ” ) , quality of service , 
quality of signal , operating and / or performance statistics 
and / or other performance data ; environmental data such as 
weather information , geographic location information , 
topology information , and the like ; input data such as 
detected input and / or requested transactions , or the like ; 
and / or other data . 
[ 0007 ] The clustering engine can be configured to analyze 
the cellular network data to determine how many cell 
clusters to generate . In some embodiments , the clustering 
engine can apply an elbow method or other algorithm or 
process to determine the number of cell clusters to generate 
and / or to select the parameters , values , type and / or category 
of the cellular network data that is to be used for the 
clustering operation . The clustering engine can apply one or 
more clustering operations , methods , and / or techniques to 
the cellular network data to create the cell clusters . In some 
embodiments , the clustering engine can apply a spectral 
clustering operation , a K - means clustering operation , a 
hierarchal clustering operation , and / or other clustering algo 
rithms and / or processes to the cellular network data to create 
the cell clusters . The clustering engine also can be config 
ured to train and / or otherwise create a model associated with 
each cell cluster . The models can model behavior of the cells 
included in the respective cell cluster and can be used for 
various purposes as illustrated and described herein . 
[ 0008 ] The clustering engine also can be configured to 
analyze the input data to generate one or more input clusters . 
In particular , the clustering engine can be configured to 
identify inputs associated with the cell clusters , and to group 
the inputs into one or more input clusters . In various 
embodiments , the input clusters can represent various types 
of input that are received by the cells and / or other entities on 
the cellular network , as grouped into the input clusters . The 
clustering engine can be configured to provide a value 
selected from an input cluster to a model associated with a 
cell cluster to generate predicted output for that cell cluster 
and that input cluster . 
[ 0009 ] It can be appreciated that by providing the input 
clusters to the models associated with the cell clusters , some 
embodiments of the clustering engine can model behavior of 
a cellular network and / or one or more components thereof . 
In some embodiments , the clustering engine can model the 
cellular network and / or components thereof over many 
iterations until some or even all input clusters have been 
operated on by some or even all of the models associated 
with the cell clusters . In some embodiments , the clustering 
engine can generate predicted output for a cell cluster over 
various types of input represented by the various input 
clusters . In some other embodiments , the clustering engine 
can generate predicted output for an input cluster over 
various types of cells represented by the various cell clus 
ters . In yet other embodiments , the clustering engine can 
generate predicted output for the cellular network in general 

SUMMARY 

[ 0005 ] The present disclosure is directed to creating and 
using cell clusters . The concepts and technologies disclosed 
herein can be used to enable implementing scalable models 
in large and complex networks such as , for example , LTE 
networks , 5G networks , and / or other evolving and / or future 
networks . In particular , according to embodiments of the 
concepts and technologies disclosed herein , models can be 
trained , built , used , and maintained for clusters of network 
ing equipment ( e.g. , base stations and / or cells in cellular 
networks , other equipment , or the like ) instead of the models 
being trained to a specific instance of equipment or other 
entities . Furthermore , inputs to the clusters of network 
equipment may also be clustered and used for modeling . 
Thus , the number of computations and / or estimations 
required to model the network can be reduced by clustering 
the equipment and / or cells , as well as clustering the inputs 
to the equipment and / or cells . 
[ 0006 ] In one example embodiment , a computing device 
can host and / or can execute a clustering engine that can be 



US 2021/0314789 Al Oct. 7 , 2021 
2 

over the various types of inputs represented by the input 
clusters over the various types of cells represented by the 
cell clusters . 

[ 0010 ] In some embodiments , the predicted output can be 
requested by a user or other entity ( e.g. , a user of the user 
device or other device ) via a request such as the predicted 
output request . The clustering engine can be configured to 
generate the predicted output and to provide ( or to trigger 
other devices and / or entities to provide ) the predicted output 
to the requestor ( e.g. , the user device ) . The computing 
device therefore can operate in some embodiments as a 
callable or requestable service or application , though this is 
not necessarily the case . In some other embodiments , the 
functionality of the clustering engine can be requested by 
other entities and / or devices ( e.g. , an operator , device , or 
other entity associated with the cellular network , an opera 
tions entity , a maintenance entity , or the like ) . In some 
embodiments , the clustering engine can be configured to 
generate one or more commands ( e.g. , via a portal or 
application programming interface ( “ API ” ) ) to effect a 
modification to the cellular network ( e.g. , to modify an 
operation of one or more components of the cellular net 
work ) . The cellular network can be configured to modify its 
operation based on the received command . 
[ 0011 ] According to one aspect of the concepts and tech 
nologies disclosed herein , a system is disclosed . The system 
can include a processor and a memory . The memory can 
store computer - executable instructions that , when executed 
by the processor , cause the processor to perform operations . 
The operations can include obtaining cellular network data 
that can be associated with a cellular network , the cellular 
network data including configuration data that can be asso 
ciated with a cell of the cellular network and a performance 
indicator that can be associated with the cellular network . 
The operations further can include determining , based on the 
cellular network data , a number of cell clusters to be 
generated , generating , based on the cellular network data , 
the number of cell clusters , the number of cell clusters 
including a cell cluster that represents two or more cells 
including the cell , training a model that represents the cell 
cluster , and generating , based on the cellular network data , 
an input cluster that represents two or more inputs . The two 
or more inputs can be associated with the two or more cells , 
and the two or more inputs can include a value . The 
operations further can include providing the value as input 
to the model to obtain a predicted output associated with the 
cell cluster . 

[ 0012 ] In some embodiments , the computer - executable 
instructions , when executed by the processor , can cause the 
processor to perform operations that further can include 
determining , based on the predicted output , that an operation 
of the cell is to be modified ; generating a command that , 
when received by a device associated with the cell , can 
cause the device to modify the operation of the cell ; and 
triggering delivery of the command to the device . In some 
embodiments , generating the cell cluster can include clus 
tering the two or more cells based on the configuration data . 
In some embodiments , generating the input cluster can 
include clustering the two or more inputs associated with the 
two or more cells . In some embodiments , the value can 
include an average input value associated with the two or 
more inputs . In some embodiments , the model can include 

a neural network . The neural network can be adaptively 
trained on cellular network data that can be associated with 
cells in the cell cluster . 
[ 0013 ] According to another aspect of the concepts and 
technologies disclosed herein , a method is disclosed . The 
method can include obtaining , at a computing device that 
can include a processor , cellular network data associated 
with a cellular network . The cellular network data can 
include configuration data that can be associated with a cell 
of the cellular network and a performance indicator that can 
be associated with the cellular network . The method further 
can include determining , by the processor and based on the 
cellular network data , a number of cell clusters to be 
generated ; generating , by the processor and based on the 
cellular network data , the number of cell clusters , the 
number of cell clusters including a cell cluster that repre 
sents two or more cells including the cell ; training , by the 
processor , a model that represents the cell cluster ; and 
generating , by the processor and based on the cellular 
network data , an input cluster that represents two or more 
inputs . The two or more inputs can be associated with the 
two or more cells , and the two or more inputs can include a 
value . The method also can include providing , by the 
processor , the value as input to the model to obtain a 
predicted output associated with the cell cluster . 
[ 0014 ] In some embodiments , the method further can 
include determining , based on the predicted output , that an 
operation of the cell is to be modified ; generating a com 
mand that , when received by a device associated with the 
cell , can cause the device to modify the operation of the cell ; 
and triggering delivery of the command to the device . In 
some embodiments , generating the cell cluster can include 
clustering the two or more cells based on the configuration 
data . In some embodiments , generating the input cluster can 
include clustering the two or more inputs associated with the 
two or more cells . In some embodiments , the value can 
include an average input value associated with the two or 
more inputs . In some embodiments , the model can include 
a neural network . In some embodiments , the neural network 
can be adaptively trained on cellular network data that is 
associated with cells in the cell cluster . 
[ 0015 ] According to yet another aspect of the concepts and 
technologies disclosed herein , a computer storage medium is 
disclosed . The computer storage medium can store com 
puter - executable instructions that , when executed by a pro 
cessor , cause the processor to perform operations . The 
operations can include obtaining cellular network data asso 
ciated with a cellular network . The cellular network data can 
include configuration data that can be associated with a cell 
of the cellular network and a performance indicator that can 
be associated with the cellular network . The operations 
further can include determining , based on the cellular net 
work data , a number of cell clusters to be generated ; and 
generating , based on the cellular network data , the number 
of cell clusters . The number of cell clusters can include a cell 
cluster that can represent two or more cells including the 
cell . The operations further can include training a model that 
represents the cell cluster , and generating , based on the 
cellular network data , an input cluster that can represent two 
or more inputs . The two or more inputs can be associated 
with the two or more cells , and the two or more inputs can 
include a value . The operations further can include provid 
ing the value as input to the model to obtain a predicted 
output associated with the cell cluster . 
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and technologies disclosed herein , according to some illus 
trative embodiments of the concepts and technologies 
described herein . 

DETAILED DESCRIPTION 

[ 0016 ] In some embodiments , the computer - executable 
instructions , when executed by the processor , can cause the 
processor to perform operations that further can include 
determining , based on the predicted output , that an operation 
of the cell is to be modified ; generating a command that , 
when received by a device associated with the cell , causes 
the device to modify the operation of the cell ; and triggering 
delivery of the command to the device . In some embodi 
ments , generating the cell cluster can include clustering the 
two or more cells based on the configuration data . In some 
embodiments , generating the input cluster can include clus 
tering the two or more inputs associated with the two or 
more cells . In some embodiments , the value can include an 
average input value associated with the two or more inputs . 
In some embodiments , the model can include a neural 
network . In some embodiments , the neural network can be 
adaptively trained on cellular network data that is associated 
with cells in the cell cluster . 
[ 0017 ] Other systems , methods , and / or computer program 
products according to embodiments will be or become 
apparent to one with skill in the art upon review of the 
following drawings and detailed description . It is intended 
that all such additional systems , methods , and / or computer 
program products be included within this description , and be 
within the scope of this disclosure . 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0018 ] FIG . 1 is a system diagram illustrating an illustra 
tive operating environment for various embodiments of the 
concepts and technologies described herein . 
[ 0019 ] FIG . 2A is a line drawing that illustrates an 
example instance of cellular network data , according to an 
illustrative embodiment of the concepts and technologies 
disclosed herein . 
[ 0020 ] FIG . 2B is a line drawing that illustrates an 
example graph constructed for spectral clustering using 
cellular network data , according to an illustrative embodi 
ment of the concepts and technologies disclosed herein . 
[ 0021 ] FIG . 2C is a drawing that illustrates an example 
cell clustering generated using spectral clustering using 
cellular network data , according to an illustrative embodi 
ment of the concepts and technologies disclosed herein . 
[ 0022 ] FIG . 3 is a flow diagram showing aspects of a 
method for creating cell clusters and input clusters , accord 
ing to an illustrative embodiment of the concepts and 
technologies described herein . 
[ 0023 ] FIG . 4 is a flow diagram showing aspects of a 
method for providing predicted output to a requestor , 
according to an illustrative embodiment of the concepts and 
technologies described herein . 
[ 0024 ] FIG . 5 is a flow diagram showing aspects of a 
method for managing a cellular network using cell clusters , 
according to an illustrative embodiment of the concepts and 
technologies described herein . 
[ 0025 ] FIG . 6 schematically illustrates a network , accord 
ing to an illustrative embodiment of the concepts and 
technologies described herein . 
[ 0026 ] FIG . 7 is a block diagram illustrating an example 
computer system configured to create and use cell clusters , 
according to some illustrative embodiments of the concepts 
and technologies described herein . 
[ 0027 ] FIG . 8 is a diagram illustrating a computing envi 
ronment capable of implementing aspects of the concepts 

[ 0028 ] The following detailed description is directed to 
creating and using cell clusters . Instead of generating or 
using a model of each cell of a cellular network , some 
embodiments of the concepts and technologies disclosed 
herein can include generating a model for one or more 
clusters of cells associated with the cellular network . A 
computing device can host and / or can execute a clustering 
engine that can be configured to generate one or more cell 
clusters that can represent clusters of one or more cells of the 
cellular network . The clustering engine can obtain , from the 
cellular network and / or from one or more cellular network 
data sources that can be external to and / or internal to the 
cellular network , one or more instances of cellular network 
data . The cellular network data can include configuration 
data such as configuration parameters , geolocation data , 
and / or other configuration data ; event data such as data that 
indicates requests , alerts , and / or other events ; performance 
data such as key performance indicators ( “ KPIs ” ) , quality of 
service , quality of signal , operating and / or performance 
statistics and / or other performance data ; environmental data 
such as weather information , geographic location informa 
tion , topology information , and the like ; input data such as 
detected input and / or requested transactions , or the like ; 
and / or other data . 
[ 0029 ] The clustering engine can be configured to analyze 
the cellular network data to determine how many cell 
clusters to generate . In some embodiments , the clustering 
engine can apply an elbow method or other algorithm or 
process to determine the number of cell clusters to generate 
and / or to select the parameters , values , and / or data type ( of 
the cellular network data ) to use for the clustering operation . 
The clustering engine can apply one or more clustering 
operations , methods , and / or techniques to the cellular net 
work data to create the cell clusters . In some embodiments , 
the clustering engine can apply a spectral clustering opera 
tion , a K - means clustering operation , a hierarchal clustering 
operation , and / or other clustering algorithms and / or pro 
cesses to the cellular network data to create the cell clusters . 
The clustering engine also can be configured to train and / or 
otherwise create a model associated with each cell cluster . 
The models can model behavior of the cells included in the 
respective cell cluster and can be used for various purposes 
as illustrated and described herein . 
[ 0030 ] The clustering engine also can be configured to 
analyze the input data to generate one or more input clusters . 
In particular , the clustering engine can be configured to 
identify inputs associated with the cell clusters , and to group 
the inputs into one or more input clusters . In various 
embodiments , the input clusters can represent various types 
of input that are received by the cells and / or other entities on 
the cellular network , as grouped into the input clusters . The 
clustering engine can be configured to provide a value 
selected from an input cluster to a model associated with a 
cell cluster to generate predicted output for that cell cluster 
and that input cluster . 
[ 0031 ] It can be appreciated that by providing the input 
clusters to the models associated with the cell clusters , some 
embodiments of the clustering engine can model behavior of 
a cellular network and / or one or more components thereof . 
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In some embodiments , the clustering engine can model the 
cellular network and / or components thereof over many 
iterations until some or even all input clusters have been 
operated on by some or even all of the models associated 
with the cell clusters . In some embodiments , the clustering 
engine can generate predicted output for a cell cluster over 
various types of input represented by the various input 
clusters . In some other embodiments , the clustering engine 
can generate predicted output for an input cluster over 
various types of cells represented by the various cell clus 
ters . In yet other embodiments , the clustering engine can 
generate predicted output for the cellular network in general 
over the various types of inputs represented by the input 
clusters over the various types of cells represented by the 
cell clusters . 
[ 0032 ] In some embodiments , the predicted output can be 
requested by a user or other entity ( e.g. , a user of the user 
device or other device ) via a request such as the predicted 
output request . The clustering engine can be configured to 
generate the predicted output and to provide ( or to trigger 
other devices and / or entities to provide ) the predicted output 
to the requestor ( e.g. , the user device ) . The computing 
device therefore can operate in some embodiments as a 
callable or requestable service or application , though this is 
not necessarily the case . In some other embodiments , the 
functionality of the clustering engine can be requested by 
other entities and / or devices ( e.g. , an operator , device , or 
other entity associated with the cellular network , an opera 
tions entity , a maintenance entity , or the like ) . In some 
embodiments , the clustering engine can be configured to 
generate one or more commands ( e.g. , via a portal or 
application programming interface ( “ API ” ) ) to effect a 
modification to the cellular network ( e.g. , to modify an 
operation of one or more component of the cellular net 
work ) . The cellular network can be configured to modify its 
operation based on the received command . 
[ 0033 ] While the subject matter described herein is pre 
sented in the general context of program modules that 
execute in conjunction with the execution of an operating 
system and application programs on a computer system , 
those skilled in the art will recognize that other implemen 
tations may be performed in combination with other types of 
program modules . Generally , program modules include rou 
tines , programs , components , data structures , and other 
types of structures that perform particular tasks or imple 
ment particular abstract data types . Moreover , those skilled 
in the art will appreciate that the subject matter described 
herein may be practiced with other computer system con 
figurations , including hand - held devices , multiprocessor 
systems , microprocessor - based or programmable consumer 
electronics , minicomputers , mainframe computers , and the 
like . 
[ 0034 ] Referring now to FIG . 1 , aspects of an operating 
environment 100 for various embodiments of the concepts 
and technologies disclosed herein for creating and using cell 
clusters will be described , according to an illustrative 
embodiment . The operating environment 100 shown in FIG . 
1 includes a computing device 102. The computing device 
102 can operate in communication with and / or as a part of 
a communications network ( “ network ” ) 104 , though this is 
not necessarily the case . 
[ 0035 ] According to various embodiments , the function 
ality of the computing device 102 may be provided by one 
or more server computers , desktop computers , laptop com 

puters or other portable computing devices , other computing 
systems , and the like . It should be understood that the 
functionality of the computing device 102 can be provided 
by a single device , by two or more similar devices , and / or by 
two or more dissimilar devices . For purposes of describing 
the concepts and technologies disclosed herein , the comput 
ing device 102 is described herein as a server computer . It 
should be understood that this embodiment is illustrative , 
and should not be construed as being limiting in any way . 
[ 0036 ] The computing device 102 can execute an operat 
ing system 106 and one or more application programs such 
as , for example , a clustering engine 108. The operating 
system 106 can include a computer program for controlling 
the operation of the computing device 102. The clustering 
engine 108 can include an executable program that can be 
configured to execute on top of the operating system 106 to 
provide various functions as illustrated and described herein . 
Although the clustering engine 108 is illustrated as being 
hosted and / or executed by the computing device 102 , it 
should be understood that the clustering engine 108 may be 
embodied as or in one or more stand - alone device ( s ) or 
component ( s ) thereof operating as part of or in communi 
cation with the network 104 and / or the computing device 
102. As such , the illustrated embodiment should be under 
stood as being illustrative of only some contemplated 
embodiments and should not be construed as being limiting 
in any way . 
[ 0037 ] The clustering engine 108 can be configured to 
obtain information from one or more cellular network data 
sources 110A - N ( hereinafter collectively and / or generically 
referred to as " cellular network data sources 110 ” ) . In 
various embodiments of the concepts and technologies dis 
closed herein , the information obtained from the cellular 
network data sources 110 can include and / or can correspond 
to cellular network data 112. According to various embodi 
ments of the concepts and technologies disclosed herein , the 
cellular network data sources 110 can include various data 
sources such as , for example , databases and / or data struc 
tures ( e.g. , a database associated with one or more cells 
114A - N ( hereinafter collectively and / or generically referred 
to as " cells 114 " ) of a cellular network 116 ) ; monitoring , 
control , and / or reporting devices and / or mechanisms asso 
ciated with the cellular network 116 ; location servers and / or 
other sources of geolocation information ; weather data 
sources , internal and / or external data sources associated 
with the cellular network 116 and / or components thereof ; 
network usage and / or performance data sources ; and / or 
other data sources . 
[ 0038 ] The cellular network data sources 110 also can 
include reporting and / or event sources that can report events 
and / or event data . One or more of the cellular network data 
sources 110 also can be configured to track input for the 
cellular network 116 and / or one or more components 
thereof . Because the cellular network data 112 can be 
obtained from additional and / or alternative cellular network 
data sources 110 , it should be understood that the above 
examples are illustrative and therefore should not be con 
strued as being limiting in any way . 
[ 0039 ] As illustrated in FIG . 1 , and as can be appreciated 
with reference to the various contemplated cellular network 
data sources 110 , the cellular network data 112 can include , 
for example , configuration data , environmental data , event 
data , performance data , input data , and / or other data . 
According to various embodiments of the concepts and 
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technologies disclosed herein , the cellular network data 112 
can include configuration parameters . The configuration 
parameters can include static configuration parameters and / 
or dynamic configuration parameters . 
[ 0040 ] In some embodiments , the configuration param 
eters can include , for example , numerical and categorical 
parameters including , but not limited to , frequency and / or 
frequencies used by a particular cell 114 , height of an 
antenna and / or other hardware associated with a particular 
cell 114 , azimuth associated with a particular cell 114 and / or 
one or more components thereof , gain associated with a 
particular cell 114 and / or one or more components thereof , 
beam - width associated with a particular cell 114 and / or one 
or more components thereof , mechanical and / or electrical 
tilts associated with a particular cell 114 and / or one or more 
components thereof , cell - radius associated with a particular 
cell 114 , a number of antennas associated with a particular 
cell 114 , a propagation model associated with a particular 
cell 114 and / or one or more components thereof , combina 
tions thereof , or the like . 
[ 0041 ] The cellular network data 112 also can include data 
from other sources such as databases , data structures , and / or 
other data sources . According to various contemplated 
embodiments , the databases and / or other data sources can 
store data that can indicate the geographic location and / or 
position of one or more cells 114 and / or one or more 
components thereof , computation and / or storage capacities 
of servers associated with a particular cell 114 and / or one or 
more components thereof , cell - loads associated with a par 
ticular cell 114 and / or one or more components thereof , 
and / or information from external sources such as ZIP codes 
associated with a particular cell 114 , weather associated with 
a particular cell 114 , and / or other information associated 
with a particular cell 114 and / or one or more components 
thereof . 
[ 0042 ] The cellular network data 112 also can include , but 
is not limited to , event data . Event data can include data that 
can reflect one or more events associated with one or more 
of the cells 114 and / or one or more components thereof . The 
events can include , for example , failures , repairs , requests , 
responses , combinations thereof , or the like . The cellular 
network data 112 also can include , but is not limited to , 
environmental data associated with one or more of the cells 
114. For example , the environmental data can represent 
weather at or near one or more of the cells 114 and / or one 
or more components thereof , operating conditions at or near 
one or more of the cells 114 and / or one or more components 
thereof , noise floor and / or noise thresholds at or near one or 
more of the cells 114 and / or one or more components 
thereof , other ambient operating conditions at or near one or 
more of the cells 114 and / or one or more components 
thereof , combinations thereof , or the like . 
[ 0043 ] The cellular network data 112 also can include 
performance data associated with one or more of the cells 
114 and / or one or more component thereof . The perfor 
mance data can represent , for example , one or more perfor 
mance characteristics associated with one or more of the 
cells 114 such as , for example , transmission power , per 
ceived or measured received signal power , perceived or 
measured received signal quality ( “ RSQ ” ) , or other KPIs 
such as bandwidth associated with the cell 114 and / or one or 
more components thereof , capacity associated with the cell 
114 and / or one or more components thereof , uplink and / or 
downlink speed associated with the cell 114 and / or one or 

more components thereof , jitter associated with the cell 114 
and / or one or more components thereof , delay associated 
with the cell 114 and / or one or more components thereof , 
combinations thereof , or the like . According to various 
embodiments of the concepts and technologies disclosed 
herein , the event data can include stored values and / or 
streamed data ( e.g. , realtime and / or near - realtime events that 
can stream from network elements to the computing device 
102 ) . It should be understood that these examples are 
illustrative , and therefore should not be construed as being 
limiting in any way . 
[ 0044 ] According to various embodiments of the concepts 
and technologies disclosed herein , the cellular network data 
112 also can include input data . In some embodiments , the 
input data can be provided separate from the cellular net 
work data 112 , so the illustrated embodiment should be 
understood as being illustrative and should not be construed 
as being limiting in any way . The input data can represent 
inputs associated with one or more of the cells 114 and / or 
one or more components thereof . The input data can repre 
sent input that is provided to one or more of the cells 114 
and / or one or more components thereof . Thus , the input data 
can be used to understand a type of interaction that occurs 
with respect to a particular cell 114 , a type of information 
provided to , requested , and / or obtained from a particular cell 
114 , a frequency of particular types of input and / or requests , 
other input , combinations thereof , or the like . Because the 
input data can reflect any data that is provided to the cells 
114 and / or components thereof , it should be understood that 
the above examples are illustrative and therefore should not 
be construed as being limiting in any way . The cellular 
network data 112 also can include other data , which can 
include various types of data associated with the cellular 
network 116 . 

[ 0045 ] An example embodiment of cellular network data 
112 is illustrated in FIG . 2A . It should be understood that 
this example is illustrative and is provided only for purposes 
of explaining some aspects of the cellular network data 112 
in one example embodiment . In FIG . 2A , an instance of 
cellular network data 112 is illustrated as a table 200. The 
table 200 can include n rows 202A - N ( hereinafter collec 
tively and / or generically referred to as “ rows 202 ” ) and m 
columns 204A - M ( hereinafter collectively and / or generi 
cally referred to as “ columns 204 ” ) . As shown in FIG . 2A , 
the example table 200 includes n rows , each having m 
columns . Therefore , the number of data points reflected in 
the table 200 can correspond to nxm data points . 
[ 0046 ] In the example embodiment shown in FIG . 2A , the 
table can include a first row 202A , which can correspond to 
a set of data points for a first cell CELL . As can be 
appreciated with reference to FIG . 2A , data points for the 
first cell CELL , can include data points for configuration 
data , environmental data , event data , performance data , 
input data , other data types and / or data points , and other 
data . It should be understood that a particular row and / or 
other instance of cellular network data 112 can include 
multiple data points for any particular category of informa 
tion ( e.g. , in some instances multiple data points for con 
figuration data , environmental data , event data , performance 
data , input data , other data , and / or other data points can be 
included ) . Similarly , it should be understood that multiple 
rows 202 may exist in a particular instance of the cellular 
network data 112 for a particular cell 114 , in some embodi 
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ments . As such , the illustrated embodiment is illustrative and 
should not be construed as being limiting in any way . 
[ 0047 ] As will be explained in more detail below , the cells 
114 represented by the cellular network data 112 can be 
grouped into the cell clusters 118. Any type of data included 
in the cellular network data 112 may be used to group the 
cells 114 into the cell clusters 118. For example , in some 
embodiments the environmental data may be used to group 
the cells 114 into the cell clusters 118 , while in some other 
embodiments the geographic location , event data , perfor 
mance data , or other data may be used to group the cells 114 
into the cell clusters 118. Because the cell clusters 118 can 
be created based on any information included in the cellular 
network data 112 , it should be understood that the above 
examples are illustrative , and therefore should not be con 
strued as being limiting in any way . 
[ 0048 ] According to various embodiments of the concepts 
and technologies disclosed herein , the clustering engine 108 
can be configured to obtain one or more instances of the 
cellular network data 112 for one or more cells 114 of the 
cellular network 116. The clustering engine 108 can be used 
to create one or more clusters of the cells 114 , referred to 
hereinafter as cell clusters 118. Thus , it can be appreciated 
that the cell clusters 118 can correspond in some embodi 
ments to logical groupings of one or more cells 114 and / or 
data associated with the one or more cells 114. It should be 
understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0049 ] According to various embodiments of the concepts 
and technologies disclosed herein , the clustering engine 108 
can be configured to process the cellular network data 112 . 
In some embodiments , for example , the clustering engine 
108 can be configured to convert categorical variables to 
numerical objects . In some embodiments , the clustering 
engine 108 can be configured to address missing and / or “ not 
a number ” ( “ NaN ” ) values . Thus , the clustering engine 108 
can be configured to standardize the data points included in 
the cellular network data 112 , in some embodiments . In 
some embodiments , the clustering engine 108 can be con 
figured to weight one or more data points included in an 
instance of cellular network data 112 ( e.g. , based on relative 
importance of the data points included in the cellular net 
work data 112 ) . 
[ 0050 ] The weighting can be based on settings , prefer 
ences , and / or determined relative importance , in various 
embodiments of the concepts and technologies disclosed 
herein . The clustering engine 108 also can be configured to 
transport inputs represented by the cellular network data 112 
( e.g. , by applying principle components analysis on one or 
more sub - sets of data points ) . This processing can be 
referred to herein as “ pre - processing ” as this processing can 
occur before the clustering of the cells 114 as illustrated and 
described hereinbelow . Because additional , alternative , and / 
or no processing operations may be performed on the 
cellular network data 112 , it should be understood that the 
above examples are illustrative , and therefore should not be 
construed as being limiting in any way . 
[ 0051 ] In some embodiments , the clustering engine 108 
can be configured to determine a number of cell clusters 118 
are to be generated based on an analysis and / or other 
operations . This determination can also explicitly and / or 
implicitly identify what parameters , values , type of data , 
category of data , and / or other portions of the cellular net 
work data 112 may be used to generate the cell clusters 118 . 

In some embodiments , the clustering engine 108 can be 
configured to apply an elbow method or other method to the 
cellular network data 112 to determine how many cell 
clusters 118 to generate based on the cellular network data 
112 and / or to determine what parameters and / or values of 
the cellular network data 112 are to be used for the clustering 
operation . 
[ 0052 ] In some embodiments , the determination of the 
number of cell clusters 118 that are to be generated can be 
based on identifying variances in data associated with two or 
more clusters of the cells 114. In particular , the clustering 
engine 108 can be configured , in some embodiments , to 
analyze the cellular network data 112 and the number of cell 
clusters 118 can be based on identifying a number of cell 
clusters 118 at which the variances between the data in the 
cell clusters 118 does not justify adding another cell cluster 
118. Thus , the number of cell clusters 118 can be determined 
as an optimal number of cell clusters 118 in some embodi 
ments . For example , the elbow method mentioned above can 
enable identification of an optimal number of cell clusters 
118 in some embodiments . Of course , other methods and / or 
techniques can be used to determine a number of cell 
clusters 118 to generate , so this example should not be 
construed as being limiting in any way . 
[ 0053 ] The clustering engine 108 also can be configured to 
create the cell clusters 118 in accordance with the deter 
mined number of cell clusters 118 and in accordance with 
the identified parameters , values , and / or other portions of the 
cellular network data 112. According to various embodi 
ments of the concepts and technologies disclosed herein , the 
cell clusters 118 can correspond to clusters of data included 
in the cellular network data 112. Thus , for example , the 
clustering engine 108 can be configured to group the cellular 
network data 112 into the cell clusters 118 based on an 
associated grouping of the cells 114. For example , if four 
cells are clustered into two cell clusters 118 ( e.g. , cell , and 
cell , in cell_cluster , and cellz and cell4 in cell_clusterz ) , the 
clustering engine 108 can be configured to group cellular 
network data 112 associated with cell , and cell , in cell_ 
cluster , and to group cellular network data 112 associated 
with cellz and cell , in cell_cluster z . It should be understood 
that this example is illustrative , and therefore should not be 
construed as being limiting in any way . 
[ 0054 ] According to various embodiments of the concepts 
and technologies disclosed herein , the clustering engine 108 
can be configured to train and / or otherwise create one or 
more models 120 for each of the cell clusters 118 and not for 
each cell 114 included in the cell clusters 118. The models 
120 can include one or more artificial intelligence models 
and / or machine learning models , and therefore the models 
120 illustrated and described herein can include one or more 
artificial intelligence models , one or more machine learning 
models ( e.g. , neural networks , deep neural networks , rein 
forcement learning models , combinations thereof , or the 
like ) , combinations thereof , or the like . In some embodi 
ments , the models 120 can be trained to depict or represent 
behavior of a cell cluster 118 ( e.g. , the models 120 can be 
used to project or predict an average or expected behavior of 
the cells 114 included in the cell cluster 118 ) . For example , 
the models 120 can be configured to depict or represent 
behavior of one or more of the cells 114 associated with the 
cellular network data 112 in each of the cell clusters 118. It 



US 2021/0314789 Al Oct. 7. 2021 
7 

should be understood that this example is illustrative , and 
therefore should not be construed as being limiting in any 
way . 
[ 0055 ] According to various implementations of the con 
cepts and technologies disclosed herein , the clustering 
engine 108 can be configured to create the cell clusters 118 
using a clustering process , algorithm , and / or technique . 
According to various embodiments of the concepts and 
technologies disclosed herein , the clustering engine 108 can 
apply machine learning such as , for example , a spectral 
clustering operation , a K - means clustering operation , a 
hierarchal clustering operation , and / or other clustering algo 
rithms and / or processes to the cellular network data 112 to 
determine what parameters to use for the clustering and / or to 
generate the cell clusters 118. In particular , an artificial 
intelligence or machine learning model can be trained and / or 
built for the cell clusters 118. In one example embodiment , 
a graph can be constructed by connecting each cell 114 to its 
neighboring cell ( s ) 114. An example graph that can be 
constructed in accordance with the concepts and technolo 
gies disclosed herein is illustrated in FIG . 2B . It should be 
understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0056 ] According to various embodiments , edge weights 
can be computed based on one or more of a ) a distance ( dy ; ) 
between the neighboring cells 114 , b ) similarity of numeri 
cal values of the two cells 114 ( V " and V ; " , where each 
vector can have multiple numerical components for each cell 
114 such as frequency , height , azimuth , etc. ) , and c ) iden 
ticality of propagation models for two cells ( PM , and PM ; ) . 
For example , if a distance of ten km is used , an edge weight 
between cells i and j can be computed as : 

[ 0058 ] Additionally , as noted above , embodiments of the 
concepts and technologies disclosed herein can be used to 
construct a graph and / or to determine edge weights ( as noted 
above ) to identify the most relevant parameters for use in the 
clustering operation ( e.g. , a spectral clustering operation ) . 
Thus , embodiments of the concepts and technologies dis 
closed herein can use two levels of clustering , e.g. , one level 
for determining the number of cell clusters and / or the 
parameters to use for the clustering of the cells 114 , and a 
second level to actually generate the cell clusters 118 . 
Embodiments of the concepts and technologies disclosed 
herein therefore can be used to reduce the number of 
artificial intelligence and / or machine learning models that 
will be generated , and to reduce a number of required 
predictions and / or estimations for using those models . It 
should be understood that this example is illustrative , and 
therefore should not be construed as being limiting in any 
way . 

[ 0059 ] The clustering engine 108 therefore can be config 
ured to analyze the cellular network data 112 to identify 
and / or determine a number of cell clusters 118 , assign the 
cellular network data 112 to an identified and / or determined 
number of cell clusters 118 , and create the model 120 
associated with each of the cell clusters 118. In some 
embodiments , the model 120 can include and / or can corre 
spond to a neural network , for example a neural network that 
has been trained on the data associated with the cell cluster 
118. An example clustering of nodes in one example 
embodiment is shown in FIG . 2C . It should be understood 
that this example is illustrative , and therefore should not be 
construed as being limiting in any way . 
[ 0060 ] In some embodiments of the concepts and tech 
nologies disclosed herein , the clustering engine 108 can be 
configured to process the data associated with the cell 
clusters 118 after clustering . In particular , the clustering 
engine 108 can be configured to split one cell cluster 118 
into two or more sub - clusters based on various consider 
ations ( e.g. , based on computation and / or storage resources 
needed to build a model 120 associated with the cell cluster 
118 , data storage considerations , combinations thereof , or 
the like ) . In some embodiments , this processing can be 
referred to as “ post - processing ” as the processing can occur 
after clustering . It should be understood that this example is 
illustrative , and therefore should not be construed as being 
limiting in any way . 
[ 0061 ] After training and / or generating the models 120 
associated with the cell clusters 118 ( e.g. , one or more 
graphs associated with the cell clusters 118 ) , the clustering 
engine 108 can use the models 120 for various operations as 
illustrated and described herein . In particular , some embodi 
ments of the concepts and technologies disclosed herein 
entail providing actual , expected , and / or simulated input to 
the cell clusters 118 to predict or model output associated 
with the cell clusters 118. In some embodiments , the clus 
tering engine 108 can create one or more input clusters 122 
and provide one or more of the input clusters 122 to one or 
more of the cell clusters 118 to project or predict output . 
[ 0062 ] In some embodiments of the concepts and tech 
nologies disclosed herein , the inputs can be clustered into 
input clusters 122 based on the corresponding cell clusters 
118. In particular , input data from data associated with a 
particular cell cluster 118 can be clustered into an input 
cluster 122 , in some embodiments . It should be understood 
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Because the clustering engine can use additional and / or 
alternative types of clustering approaches to determine what 
parameters to use to generate the cell clusters 118 and / or to 
generate the cell clusters 118 , it should be understood that 
the above - illustrated and described example is illustrative 
and should not be construed as being limiting in any way . 
[ 0057 ] According to various embodiments of the concepts 
and technologies disclosed herein , the parameters ( e.g. , the 
type or category of values and / or indicators chosen from the 
cellular network data 112 ) that are chosen to be used for the 
clustering of the cells 114 into the cell clusters 118 can be 
chosen according to various preferences and / or settings . In 
some embodiments , the parameters are chosen based on 
their having a greatest direct effect on signal strength and / or 
signal quality for a cell 114. For example , some embodi 
ments of the concepts and technologies disclosed herein use 
parameters relating to a frequency and / or frequencies used 
by a particular cell 114 , a height of an antenna and / or cell 
site associated with a particular cell 114 , an azimuth asso 
ciated with a particular cell 114 , a gain associated with a 
particular cell 114 , a beam - width associated with a particular 
cell 114 , mechanical and / or electrical tilts associated with a 
particular cell 114 , a cell - radius associated with a particular 
cell 114 , a number of antennas associated with a particular 
cell 114 , and / or a propagation model associated with a 
particular cell 114 for the clustering operation . 
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that this example is illustrative , and therefore should not be 
construed as being limiting in any way . 
[ 0063 ] In some embodiments , inputs and / or measurements 
reflected by the input data may correspond to a small 
geographic area and / or otherwise may be similar and may 
have undistinguishable structure and / or signatures . In par 
ticular , input data for a particular area may result in a 
prediction and / or estimation made by the model 120 that can 
be approximately the same for all inputs associated with an 
input cluster 122. Thus , embodiments of the concepts and 
technologies disclosed herein can group the inputs into the 
input clusters 122 to reduce the number of required predic 
tions and / or estimations , thereby reducing a burden on 
computation and / or storage resources . 
[ 0064 ] It should be understood that this example is illus 
trative , and therefore should not be construed as being 
limiting in any way . By way of example , position estimation 
and throughput and / or quality of service prediction in a 
cellular network may be similar for a serving cell and a 
neighbor cell . Specifically , an RSRP , a reference signal 
received quality ( “ RSRQ ” ) , and / or TA of devices in a small 
area may be similar for a cell and a neighboring cell . Thus , 
using one data point selected from the input cluster 122 ( e.g. , 
a mean , average , centroid , or other selected data point ) may 
result in similar predictions and / or estimations . In some 
other embodiments , a function of values ( e.g. , a function of 
a mean , average , centroid , or other selected data point or 
value , a function of two or more data points or values , or a 
function of other data points or values included in the input 
cluster ) and / or data from an input cluster 122 can be used to 
represent the data in the input cluster 122. Thus , it should be 
understood that one data point or a function of values can be 
used as data from the input cluster 122 to model input for a 
cell cluster 118. It should be understood that this example is 
illustrative , and therefore should not be construed as being 
limiting in any way . 
[ 0065 ] In particular , the clustering engine 108 can be 
configured to analyze input associated with the cellular 
network 116 ( e.g. , input data as illustrated and described 
herein ) and to generate one or more input clusters 122 based 
on the input data . In some embodiments , the generation of 
the input clusters 122 by the clustering engine 108 can be 
similar to a manner used by the clustering engine 108 to 
generate the cell clusters 118 , though this is not necessarily 
the case . In some other embodiments , the clustering engine 
108 can be configured to group the inputs associated with a 
cell cluster 118 into an input cluster 122. It should be 
understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0066 ] According to various embodiments of the concepts 
and technologies disclosed herein , the use of input clusters 
122 can be used to reduce the number of requested predic 
tions and / or estimations to be generated by the models 120 . 
Namely , instead of modeling output ( e.g. , generating the 
predicted output 124 ) for each input , embodiments of the 
concepts and technologies disclosed herein can generate 
predicted output 124 for a value ( e.g. , a mean value , an 
average value , a centroid value , etc. ) that can be selected 
from an input cluster 122 that can represent two or more 
inputs , thereby reducing computations and / or predictions by 
the models 120. It should be understood that this example is 
illustrative , and therefore should not be construed as being 
limiting in any way . 

[ 0067 ] According to various embodiments of the concepts 
and technologies disclosed herein , the clustering engine 108 
can be configured to provide one or more input clusters 122 
as input to one or more models 120 associated with one or 
more cell cluster 118. A particular model 120 can be 
configured to operate on the value selected from the input 
cluster 122 , and output from the model 120 can correspond 
to predicted output 124 for the associated cell cluster 118 . 
By operating on the input clusters 122 using the cell clusters 
118 , predicted output 124 for one or more cells 114 in a cell 
cluster 118 can be generated and can be used for various 
purposes . By iterating this process ( e.g. , by providing all 
input clusters 122 to each of the models 120 ) , the operation 
of the cellular network 116 can be predicted . Alternatively , 
specific cells 114 and / or cell clusters 118 can be analyzed by 
providing input clusters 122 to one or more models 120 . 
Thus , it can be appreciated that the models 120 can be used 
to generate predicted output 124 for one or more cell clusters 
118 and / or one or more input clusters 122 in various 
embodiments . It should be understood that this example is 
illustrative , and therefore should not be construed as being 
limiting in any way . 
[ 0068 ] In some embodiments , a user device 126 and / or 
other computing device can be used to create a request for 
the predicted output 124. This request , labeled in FIG . 1 as 
the predicted output request 128 , can request that the clus 
tering engine 108 predict behavior of the cellular network 
116 and / or one or more cells 114 of the cellular network 116 . 
The predicted output 124 can be used for various reasons 
and / or purposes . For example , the user device 126 can 
request the predicted output 124 for analysis and / or viewing , 
and therefore the user device 126 may obtain the predicted 
output 124 in a user interface or other display . It should be 
understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0069 ] In some other embodiments , the user device 126 
may request that the operation of the cellular network 116 be 
modified based on the predicted output 124. Of course , the 
request to modify the operation of the cellular network 116 
may come from any requestor and therefore the user device 
126 may or may not be included in all embodiments . The 
clustering engine 108 and / or other applications , services , 
and / or entities can be configured to generate one or more 
commands 130 for modifying an operation of the cellular 
network 116. In the illustrated embodiment shown in FIG . 1 , 
the clustering engine 108 can be configured to generate the 
one or more commands 130 and to provide the one or more 
commands 130 to the cellular network 116 ( or a component 
thereof such as a cellular network management entity 132 
and / or a cell 11 for application at the cellular network 116 . 
The cellular network 116 and / or one or more components 
thereof can apply the commands 130 to change one or more 
operations of the cellular network 116. It should be under 
stood that this example is illustrative , and therefore should 
not be construed as being limiting in any way . 
[ 0070 ] In practice , it may be desirable in some cases to 
create one or more models 120 for one or more clusters of 
cells 114 of a cellular network 116 instead of generating a 
model 120 for each cell 114 of the cellular network 116. In 
one contemplated implementation of the concepts and tech 
nologies disclosed herein , a 5G network can include mil 
lions of cells 114. As such , the generating of and / or use of 
a model 120 for each cell 114 may not be scalable . Thus , 
some embodiments of the concepts and technologies dis 
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closed herein can include generating a model 120 for each 
of one or more clusters of cells 114 , referred to herein as cell 
clusters 118 . 
[ 0071 ] A computing device 102 can host and / or can 
execute a clustering engine 108 that can be configured to 
generate one or more cell clusters 118 that can represent 
clusters of one or more cells 114 of the cellular network 116 . 
The clustering engine 108 can obtain , from the cellular 
network 116 and / or from one or more cellular network data 
sources 110 that can be external to and / or internal to the 
cellular network 116 , one or more instances of cellular 
network data 112. The cellular network data 112 can include 
configuration data such as configuration parameters , geolo 
cation data , and / or other configuration data ; event data such 
as data that indicates requests , alerts , and / or other events ; 
performance data such as KPIs , quality of service , quality of 
signal , operating and / or performance statistics and / or other 
performance data ; environmental data such as weather infor 
mation , geographic location information , topology informa 
tion , and the like ; input data such as detected input and / or 
requested transactions , or the like ; and / or other data . 
[ 0072 ] The clustering engine 108 can be configured to 
analyze the cellular network data 112 to determine how 
many cell clusters 118 to generate . In some embodiments , 
the clustering engine 108 can apply an elbow method or 
other algorithm or process to determine the number of cell 
clusters 118 to generate and / or to select the parameters to use 
for the clustering operation . The clustering engine 108 can 
apply one or more clustering operations , methods , and / or 
techniques to the cellular network data 112 to create the cell 
clusters 118. In some embodiments , the clustering engine 
108 can apply a spectral clustering operation , a K - means 
clustering operation , a hierarchal clustering operation , and / 
or other clustering algorithms and / or processes to the cel 
lular network data 112 to create the cell clusters 118. The 
clustering engine 108 also can be configured to train and / or 
otherwise create a model 120 associated with each cell 
cluster 118. The models 120 can model behavior of the cells 
114 included in the respective cell cluster 118 and can be 
used for various purposes as illustrated and described herein . 
It should be understood that this example is illustrative , and 
therefore should not be construed as being limiting in any 
way . 
[ 0073 ] The clustering engine 108 also can be configured to 
analyze the input data to generate one or more input clusters 
122. In particular , the clustering engine 108 can apply one 
or more algorithms and / or processes to the cellular network 
data 112 to determine how many input clusters 122 to 
generate . The clustering engine 108 can apply one or more 
clustering algorithms , processes , and / or methods to the 
cellular network data 112 to generate the input clusters 122 . 
The input clusters 122 can represent various types of input 
that are received by the cells 114 and / or other entities on the 
cellular network 116 , as grouped into the input clusters 122 . 
The clustering engine 108 can be configured to provide a 
value ( e.g. , a mean value , an average value , a centroid value , 
etc. ) that can be selected from an input cluster 122 to a 
model 120 associated with a cell cluster 118 to generate 
predicted output 124 for that cell cluster 118 and that input 
cluster 122 . 
[ 0074 ] It can be appreciated that by providing the input 
clusters 122 to the models 120 associated with the cell 
clusters 118 , some embodiments of the clustering engine 
108 can model behavior of a cellular network 116 and / or one 

or more components thereof . In some embodiments , the 
clustering engine 108 can model the cellular network 116 
and / or components thereof over many iterations until some 
or even all input clusters 122 have been operated on by some 
or even all of the models 120 associated with the cell clusters 
118. In some embodiments , the clustering engine 108 can 
generate predicted output 124 for a cell cluster 118 over 
various types of input represented by the various input 
clusters 122 . 
[ 0075 ] In some other embodiments , the clustering engine 
108 can generate predicted output 124 for a value ( e.g. , a 
mean value , an average value , a centroid value , etc. ) that can 
be selected from an input cluster 122 over various types of 
cells 114 represented by the various cell clusters 118. In yet 
other embodiments , the clustering engine 108 can generate 
predicted output 124 for the cellular network 116 in general 
over the various types of inputs represented by the input 
clusters 122 over the various types of cells 114 represented 
by the cell clusters 118. It should be understood that this 
example is illustrative , and therefore should not be con 
strued as being limiting in any way . 
[ 0076 ] In some embodiments , the predicted output 124 
can be requested by a user or other entity ( e.g. , a user of the 
user device 126 or other device ) via a request such as the 
predicted output request 128. The clustering engine 108 can 
be configured to generate the predicted output 124 and to 
provide ( or to trigger other devices and / or entities to pro 
vide ) the predicted output 124 to the requestor ( e.g. , the user 
device 126 ) . The computing device 102 therefore can oper 
ate in some embodiments as a callable or requestable service 
or application , though this is not necessarily the case . In 
some other embodiments , the functionality of the clustering 
engine 108 can be requested by other entities and / or devices 
( e.g. , an operator , device , or other entity associated with the 
cellular network 116 , an operations entity , a maintenance 
entity , or the like ) . In some embodiments , the clustering 
engine 108 can be configured to generate one or more 
commands 130 to effect a modification to the cellular 
network 116 ( e.g. , to modify an operation of one or more 
component of the cellular network 116 ) . The cellular net 
work 116 can be configured to modify its operation based on 
the received command 130. It should be understood that this 
example is illustrative , and therefore should not be con 
strued as being limiting in any way . 
[ 0077 ] FIG . 1 illustrates one computing device 102 , one 
network 104 , three cellular network data sources 110 , one 
cellular network 116 , one user device 126 , and one cellular 
network management entity 132. It should be understood , 
however , that various implementations of the operating 
environment 100 can include one or more than one com 
puting device 102 ; one or more than one network 104 ; one 
or more than one cellular network data source 110 ; one or 
more than one cellular network 116 ; zero , one , or more than 
one user device 126 ; and / or zero , one , or more than one 
cellular network management entity 132. As such , the illus 
trated embodiment should be understood as being illustra 
tive , and should not be construed as being limiting in any 
way . 
[ 0078 ] Turning now to FIG . 3 , aspects of a method 300 for 
creating cell clusters 118 and input clusters 122 will be 
described in detail , according to an illustrative embodiment . 
It should be understood that the operations of the methods 
disclosed herein are not necessarily presented in any par 
ticular order and that performance of some or all of the 
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operations in an alternative order ( s ) is possible and is 
contemplated . The operations have been presented in the 
demonstrated order for ease of description and illustration . 
Operations may be added , omitted , and / or performed simul 
taneously , without departing from the scope of the concepts 
and technologies disclosed herein . 
[ 0079 ] It also should be understood that the methods 
disclosed herein can be ended at any time and need not be 
performed in its entirety . Some or all operations of the 
methods , and / or substantially equivalent operations , can be 
performed by execution of computer - readable instructions 
included on a computer storage media , as defined herein . 
The term " computer - readable instructions , ” and variants 
thereof , as used herein , is used expansively to include 
routines , applications , application modules , program mod 
ules , programs , components , data structures , algorithms , and 
the like . Computer - readable instructions can be imple 
mented on various system configurations including single 
processor or multiprocessor systems , minicomputers , main 
frame computers , personal computers , hand - held computing 
devices , microprocessor - based , programmable consumer 
electronics , combinations thereof , and the like . 
[ 0080 ] Thus , it should be appreciated that the logical 
operations described herein are implemented ( 1 ) as a 
sequence of computer implemented acts or program mod 
ules running on a computing system and / or ( 2 ) as intercon 
nected machine logic circuits or circuit modules within the 
computing system . The implementation is a matter of choice 
dependent on the performance and other requirements of the 
computing system . Accordingly , the logical operations 
described herein are referred to variously as states , opera 
tions , structural devices , acts , or modules . These states , 
operations , structural devices , acts , and modules may be 
implemented in software , in firmware , in special purpose 
digital logic , and any combination thereof . As used herein , 
the phrase " cause a processor to perform operations " and 
variants thereof is used to refer to causing a processor of a 
computing system or device , such as the computing device 
102 , to perform one or more operations and / or causing the 
processor to direct other components of the computing 
system or device to perform one or more of the operations . 
[ 0081 ] For purposes of illustrating and describing the 
concepts of the present disclosure , the method 300 is 
described herein as being performed by the computing 
device 102 via execution of one or more software modules 
such as , for example , the clustering engine 108. It should be 
understood that additional and / or alternative devices and / or 
network nodes can provide the functionality described 
herein via execution of one or more modules , applications , 
and / or other software including , but not limited to , the 
clustering engine 108. Thus , the illustrated embodiments are 
illustrative , and should not be viewed as being limiting in 
any way . 
[ 0082 ] The method 300 can begin at operation 302. At 
operation 302 , the computing device 102 can obtain data 
associated with a cellular network 116 such as , for example , 
the cellular network data 112 illustrated and described above 
with reference to FIG . 1. The cellular network data 112 can 
include , but is not limited to , configuration parameters such 

for example , numerical and categorical parameters that 
can represent a frequency and / or frequencies used by a 
particular cell 114 , a height of an antenna and / or cell site 
associated with a particular cell 114 , an azimuth associated 
with a particular cell 114 , a gain associated with a particular 

cell 114 , a beam - width associated with a particular cell 114 , 
mechanical and / or electrical tilts associated with a particular 
cell 114 , a cell - radius associated with a particular cell 114 , 
a number of antennas associated with a particular cell 114 , 
a propagation model associated with a particular cell 114 , 
combinations thereof , or the like . 
[ 0083 ] The cellular network data 112 also can include data 
from other sources such as databases and / or other data 
structures that can include , for example , geographic location 
and / or position associated with one or more of the cells 114 , 
computation and / or storage capacities of servers associated 
with one or more of the cells 114 , cell - loads associated with 
one or more of the cells 114 , and / or information from 
external sources such as ZIP codes associated with one or 
more of the cells 114 , weather associated with one or more 
of the cells 114 , geographical information associated with 
one or more of the cells 114 , and / or other information 
associated with one or more of the cells 114 . 
[ 0084 ] The cellular network data 112 also can include , but 
is not limited to , event data that can reflect one or more 
events associated with one or more of the cells 114 such as 
failures , repairs , requests , responses , combinations thereof , 
or the like . The cellular network data 112 also can include , 
but is not limited to , environmental data associated with one 
or more of the cells 114. For example , the environmental 
data can represent weather at or near one or more of the cells 
114 , operating conditions at or near one or more of the cells 
114 , noise floor and / or noise thresholds at or near one or 
more of the cells 114 , other ambient operating conditions at 
or near one or more of the cells 114 , combinations thereof , 
or the like . 
[ 0085 ] The cellular network data 112 also can include 
performance data associated with one or more of the cells 
114. The performance data can represent , for example , one 
or more performance characteristics associated with one or 
more of the cells 114 such as , for example , transmission 
power , perceived or measured RSRP , perceived or measured 
RSRQ , or other KPIs such as bandwidth , capacity , uplink 
and / or downlink speed , jitter , delay , combinations thereof , 
or the like . The cellular network data 112 also can include 
input data that can represent inputs associated with one or 
more of the cells 114. The input data can represent input that 
is provided to one or more of the cells 114. In some 
embodiments , the input data can represent input provided to 
the cells 114 of the cellular network 116. It should be 
understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . The 
cellular network data 112 also can include other data , which 
can include various types of data associated with the cellular 
network 116 . 
[ 0086 ] According to various embodiments of the concepts 
and technologies disclosed herein , the cellular network data 
112 can be obtained from one or more of the cellular 
network data sources 110 illustrated and described herein . 
One or more of the cellular network data sources 110 can be 
internal to one or more devices of the cellular network 116 , 
external to the one or more device of the cellular network 
116 , and / or components of one or more devices of the 
cellular network 116. In some embodiments , one or more 
portions of the cellular network data 112 can be requested by 
the computing device 102. In some other embodiments , one 
or more portions of the cellular network data 112 can be 
reported to the computing device 102 by the cellular net 
work 116. Regardless of whether the cellular network data 

as , 
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112 is requested by the computing device 102 and / or pro 
vided to the computing device 102 without request , the 
computing device 102 can obtain the cellular network data 
112 in operation 302 . 
[ 0087 ] Obtaining the cellular network data 112 also can 
include data processing operations performed by the com 
puting device 102 and / or other devices , applications , and / or 
other entities . As noted above , the processing operations can 
include , but are not limited to , converting categorical vari 
ables to numerical objects , addressing missing and / or NaN 
values , weighting one or more data points included in an 
instance of cellular network data 112 , transporting inputs 
represented by the cellular network data 112 , and / or other 
operations . Because additional and / or alternative processing 
operations can be performed on the cellular network data 
112 , it should be understood that these examples are illus 
trative , and therefore should not be construed as being 
limiting in any way . 
[ 0088 ] From operation 302 , the method 300 can proceed 
to operation 304. At operation 304 , the computing device 
102 can determine a number of cell clusters 118 to be 
generated based on the cellular network data 112 obtained in 
operation 302. Operation 304 also can include , as part of the 
determination of the number of cell clusters 118 to generate , 
the parameters that are to be used to cluster the cells 114 . 
According to various embodiments of the concepts and 
technologies disclosed herein , the computing device 102 can 
be configured to apply one or more algorithms , models , 
processes , or the like to the cellular network data 112 
obtained in operation 302 to determine how many cell 
clusters 118 are to be generated . This determination can be 
based on parameters and / or values in the cellular network 
data 112 , and therefore can also be a factor in selecting 
which parameter and / or values are going to be used for the 
clustering ( e.g. , whether the clustering will be based on a 
frequency used by the cell 114 , a geographic location of the 
cell 114 , etc. ) . According to various embodiments of the 
concepts and technologies disclosed herein , the computing 
device 102 can apply an elbow technique or other technique 
to the cellular network data 112 to determine how many cell 
clusters 118 to generate and / or to select the parameters to use 
for the clustering operation . 
[ 0089 ] According to various embodiments of the concepts 
and technologies disclosed herein , the computing device 102 
can identify an optimal number of cell clusters 118 in 
operation 304. Thus , it can be appreciated that identifying 
the optimal number of cell clusters 118 can correspond to the 
computing device 102 adding an additional cell cluster 118 
until a “ return ” on adding the additional cell cluster 118 
( e.g. , in terms of a percentage of variance ( among data 
points ) that is represented by the cell clusters 118 ) no longer 
justifies adding another cell cluster 118. Of course , the 
number of cell clusters 118 that is “ optimal ” may differ 
based on what parameters and / or values are used . At any 
rate , because the optimal number of cell clusters 118 can be 
identified in additional and / or alternative manners , it should 
be understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0090 ] From operation 304 , the method 300 can proceed 
to operation 306. At operation 306 , the computing device 
102 can generate the number of cell clusters 118 determined 
in operation 304 based on the parameters and / or values 
determined in operation 304. According to various embodi 
ments of the concepts and technologies disclosed herein , the 

computing device 102 can generate the cell clusters 118 by 
grouping the associated cells 114 ( the cells 114 associated 
with the determined number of cell clusters 118 ) into the 
determined number of cell clusters 118. According to vari 
ous embodiments of the concepts and technologies disclosed 
herein , the cells 114 can be grouped into the cell clusters 118 
based on various types of information included in the 
cellular network data 112 . 
[ 0091 ] According to various embodiments of the concepts 
and technologies disclosed herein , the computing device 102 
can be configured to apply machine learning to the cellular 
network data 112 to generate the cell clusters 118. In some 
embodiments , for example , the computing device 102 can 
apply , for example , a spectral clustering operation to the 
cellular network data 112 to generate the cell clusters 118. In 
some other embodiments , the computing device 102 can 
apply , for example , a K - means clustering operation to the 
cellular network data 112 to generate the cell clusters 118. In 
some other embodiments , the computing device 102 can 
apply , for example , a hierarchal clustering operation to the 
cellular network data 112 to generate the cell clusters 118. In 
yet other embodiments , the computing device 102 can apply , 
for example , other clustering algorithms and / or processes to 
the cellular network data 112 to create the cell clusters 118 . 
Because the clustering of data can be accomplished using 
additional and / or alternative operations , it should be under 
stood that the above examples are illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0092 ] Although not separately illustrated in FIG . 3 , the 
clustering engine 108 also can be configured to process the 
data associated with the cell clusters 118 after clustering . In 
particular , the clustering engine 108 can be configured to 
split one cell cluster 118 into two or more sub - clusters based 
on various considerations ( e.g. , based on computation and / or 
storage resources needed to build a model 120 associated 
with the cell cluster 118 , data storage considerations , com 
binations thereof , or the like ) . In some embodiments , this 
processing can be referred to as “ post - processing ” as the 
processing can occur after clustering . It should be under 
stood that this example is illustrative , and therefore should 
not be construed as being limiting in any way . 
[ 0093 ] From operation 306 , the method 300 can proceed 
to operation 308. At operation 308 , the computing device 
102 can train or otherwise create one or more artificial 
intelligence and / or machine learning models , such as the 
models 120. According to various embodiments of the 
concepts and technologies disclosed herein , one or more 
models 120 can be created for the cell clusters 118. In 
various embodiments , one model 120 can be trained and 
built for each of the cell clusters 118. Thus , it can be 
appreciated that in some embodiments the number of cell 
clusters 118 determined in operation 304 can correspond to 
a number of models 120 created in operation 308. It should 
be understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0094 ] According to various embodiments of the concepts 
and technologies disclosed herein , instead of training and / or 
building a machine learning model and / or an artificial intel 
ligence model for each base station or cell 114 , embodiments 
of the concepts and technologies disclosed herein can 
include training and / or building a machine learning and / or 
artificial intelligence model for each cell cluster 118. Thus , 
some embodiments of the concepts and technologies dis 
closed herein can help reduce a burden of computations and 
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required resources associated with training , building , and / or 
using a machine learning and / or artificial intelligence model 
for each base station and / or cell 114. It should be understood 
that this example is illustrative , and therefore should not be 
construed as being limiting in any way . 
[ 0095 ] From operation 308 , the method 300 can proceed 
to operation 310. At operation 310 , the computing device 
102 can generate one or more input clusters 122. In various 
embodiments , the number of input clusters 122 can corre 
spond to the number of cell clusters 118. For example , the 
input data associated with cells 114 included in a particular 
cell cluster 118 can be combined into an input cluster 122 . 
Thus , the functionality of operation 310 can correspond to 
grouping input data into an input cluster 122. It should be 
understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0096 ] In some embodiments of the concepts and tech 
nologies disclosed herein , generating input clusters 122 can 
include reducing a number of predictions and / or estimations 
that may be generated using a particular model 120 ( or 
multiple models 120 ) by grouping ( or clustering ) inputs with 
similar structure and / or signatures into an input cluster 122 . 
The input cluster 122 can include multiple data points ( e.g. , 
corresponding to multiple inputs ) . When predicting output 
from the model 120 using the input clusters 122 , embodi 
ments of the concepts and technologies disclosed herein can 
include applying a prediction and / or estimation on one 
single data point of each input cluster 122 ( e.g. , a mean data 
point , an average data point , a centroid data point , or the 
otherwise selected data point ) . 
[ 0097 ] From operation 310 , the method 300 can proceed 
to operation 312. At operation 312 , the computing device 
102 can provide a value ( e.g. , a mean value , an average 
value , a centroid value , etc. ) that can be selected from an 
input cluster 122 to a model 120 to predict output for a cell 
cluster 118 associated with the model 120. According to 
various embodiments of the concepts and technologies dis 
closed herein , the model 120 can be configured to receive a 
value ( e.g. , a mean value , an average value , a centroid value , 
etc. ) that can be selected from an input cluster 122 as input , 
to perform operations on the value , and to generate output 
from the model 120. The output from the model 120 can 
correspond , in various embodiments , to predicted output 124 
for the associated cell cluster 118 . 
[ 0098 ] In some embodiments , the predicted output 124 
can be generated in operation 312. As explained above with 
reference to FIG . 1 , the functionality of the computing 
device 102 illustrated in operation 312 can be iterated and / or 
otherwise repeated any number of times . For example , the 
computing device 102 can generate predicted output 124 for 
a particular cell cluster 118 over various types of input 
represented by one or more ( or all of ) the various input 
clusters 122. In some other embodiments , the computing 
device 102 can generate predicted output 124 for a particular 
value associated with an input cluster 122 over various types 
of cells 114 represented by one or more ( or all of ) the models 
120 associated with the cell clusters 118. In yet other 
embodiments , the computing device 102 can generate pre 
dicted output 124 for the cellular network 116 in general 
over the various types of inputs represented by the input 
clusters 122 over the various types of cells 114 represented 
by the models 120 associated with the cell clusters 118. It 

should be understood that this example is illustrative , and 
therefore should not be construed as being limiting in any 
way . 
[ 0099 ] From operation 312 , the method 300 can proceed 
to operation 314. The method 300 can end at operation 314 . 
[ 0100 ] Turning now to FIG . 4 , aspects of a method 400 for 
providing predicted output 124 to a requestor will be 
described in detail , according to an illustrative embodiment . 
The method 400 can begin at operation 402. At operation 
402 , the computing device 102 can receive a request for 
predicted output 124. In some embodiments , operation 402 
can correspond to the computing device 102 receiving a 
predicted output request 128 . 
[ 0101 ] In some other embodiments , the functionality of 
the computing device 102 illustrated in operation 402 can 
correspond to a device such as , for example , the user device 
126 , interacting with the computing device 102 via an API , 
a portal , a web page , or the like . In yet other embodiments 
of the concepts and technologies disclosed herein , the func 
tionality of the computing device 102 illustrated in operation 
402 can correspond to a device ( e.g. , the user device 126 ) 
generating and / or sending a service request or call to or with 
the computing device 102. Because the request received in 
operation 402 can be created and / or sent to the computing 
device 102 in additional and / or alternative manners , it 
should be understood that these examples are illustrative , 
and therefore should not be construed as being limiting in 
any way . 

( 0102 ] From operation 402 , the method 400 can proceed 
to operation 404. At operation 404 , the computing device 
102 can generate the predicted output 124. According to 
various embodiments , the computing device 102 can pro 
vide a value ( e.g. , a mean value , an average value , a centroid 
value , etc. ) that can be selected from an input cluster 122 to 
a model 120 associated with a cell cluster 118 to generate the 
predicted output 124. In some embodiments , as explained 
above with reference to FIG . 1 , the functionality of the 
computing device 102 illustrated in operation 404 can be 
iterated and / or otherwise repeated any number of times . 
( 0103 ] For example , the computing device 102 can gen 
erate predicted output 124 for a particular cell cluster 118 
over various types of input represented by one or more ( or 
all of ) the various input clusters 122. In some other embodi 
ments , the computing device 102 can generate predicted 
output 124 for a particular a value ( e.g. , a mean value , an 
average value , a centroid value , etc. ) that can be selected 
from an input cluster 122 over various types of cells 114 
represented by one or more ( or all of ) the models 120 
associated with one or more ( or all of ) the various cell 
clusters 118. In yet other embodiments , the computing 
device 102 can generate predicted output 124 for the cellular 
network 116 in general over the various types of inputs 
represented by the input clusters 122 over the various types 
of cells 114 represented by the cell clusters 118. It should be 
understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0104 ] From operation 404 , the method 400 can proceed 
to operation 406. At operation 406 , the computing device 
102 can provide the predicted output 124 to a requestor ( e.g. , 
the requestor that generated the request received in operation 
402 ) . In some embodiments of the concepts and technolo 
gies disclosed herein , the computing device 102 can send the 
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predicted output 124 to the user device 126 ( or other device 
or entity that requested the predicted output 124 in operation 
402 ) as a file or the like . 
[ 0105 ] In some other embodiments , the computing device 
102 can trigger the delivery of the predicted output 124 to 
the user device 126 ( or other device or entity that requested 
the predicted output 124 in operation 402 ) . In some other 
embodiments , the computing device 102 can make the 
predicted output 124 available via a web page , a download 
or other data session , or the like . Because the predicted 
output 124 can be delivered to the user device 126 ( or other 
device or entity that requested the predicted output 124 in 
operation 402 ) in additional and / or alternative manners , it 
should be understood that these examples are illustrative , 
and therefore should not be construed as being limiting in 
any way . 
[ 0106 ] From operation 406 , the method 400 can proceed 
to operation 408. The method 400 can end at operation 408 . 
[ 0107 ] Turning now to FIG . 5 , aspects of a method 500 for 
managing a cellular network 116 using cell clusters 118 will 
be described in detail , according to an illustrative embodi 
ment . The method 500 can begin at operation 502. At 
operation 502 , the computing device 102 can determine that 
a cell 114 is to be modified . For example , the computing 
device 102 can determine , based on the predicted output 124 
that can be generated as illustrated and described herein , that 
a cell 114 is to be modified . In one contemplated embodi 
ment , the predicted output 124 may indicate that a received 
signal may be inadequate based on a transmission power 
associated with the cell 114 ( as modeled in the model 120 ) . 
Thus , computing device 102 can determine that the trans 
mission power or other operating characteristic of a com 
ponent of the cell 114 should be increased or otherwise 
modified to improve RSP . 
[ 0108 ] In another contemplated example , the predicted 
output 124 may indicate that no signal will be received by 
a user equipment or other device operating at a particular 
location due to a tilt of an antenna associated with a 
particular cell 114. Thus , the computing device 102 can 
determine , for example , that a tilt of an antenna should be 
modified based on this determination . Because many other 
modifications to the cells 114 and / or components thereof 
may be made , it should be understood that the above 
examples are illustrative , and therefore should not be con 
strued as being limiting in any way . 
[ 0109 ] From operation 502 , the method 500 can proceed 
to operation 504. At operation 504 , the computing device 
102 can generate one or more commands ( e.g. , the com 
mands 130 illustrated and described herein ) . The commands 
130 can , when received by the cellular network 116 and / or 
one or more components thereof , cause the cellular network 
116 and / or the component thereof to implement a modifi 
cation to one or more of the cells 114. It can be appreciated 
with reference to the two examples described above with 
respect to operation 502 that the commands 130 can instruct 
a cell 114 or component associated therewith to adjust a tilt 
or a transmission power , for example . Because other modi 
fications may be made to the cells 114 and / or components 
thereof , it should be understood that these examples of the 
commands 130 are illustrative and therefore should not be 
construed as being limiting in any way . 
[ 0110 ] From operation 504 , the method 500 can proceed to 
operation 506. At operation 506 , the computing device 102 
can provide ( or trigger delivery of ) the one or more com 

mands 130 to a cellular network 116 , a component thereof , 
and / or a component associated therewith . For example , the 
commands 130 generated in operation 504 can be provided 
by the computing device 102 ( or another device ) to a cellular 
network management entity 132. At operation 506 , the 
computing device 102 can provide the command 130 to the 
cellular network 116 and / or one or more components thereof 
( e.g. , one or more of the cells 114 , the cellular network 
management entity 132 , or the like ) . In some other embodi 
ments , the computing device 102 can trigger the delivery of 
the command 130 to the cellular network 116 and / or one or 
more components thereof ( e.g. , one or more of the cells 114 , 
the cellular network management entity 132 , or the like ) . 
Because the command 130 can be delivered to the cellular 
network 116 and / or one or more components thereof in 
additional and / or alternative manners , it should be under 
stood that these examples are illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0111 ] From operation 506 , the method 500 can proceed to 
operation 508. The method 500 can end at operation 508 . 
[ 0112 ] Turning now to FIG . 6 , additional details of the 
network 104 are illustrated , according to an illustrative 
embodiment . The network 104 includes a cellular network 
602 , a packet data network 604 , for example , the Internet , 
and a circuit switched network 606 , for example , a publicly 
switched telephone network ( “ PSTN " ) . The cellular network 
602 includes various components such as , but not limited to , 
base transceiver stations ( “ BTSs ” ) , NodeB's , eNodeB's , 
gNodeB's , base station controllers ( “ BSCs ” ) , radio network 
controllers ( “ RNCs ” ) , mobile switching centers ( “ MSCs ” ) , 
mobile management entities ( “ MMEs ” ) , short message ser 
vice centers ( “ SMSCs ” ) , multimedia messaging service cen 
ters ( “ MMSCs ” ) , home location registers ( “ HLRs ” ) , home 
subscriber servers ( “ HSSs ” ) , visitor location registers 
( “ VLRs ” ) , charging platforms , billing platforms , voicemail 
platforms , GPRS core network components , location service 
nodes , an IP Multimedia Subsystem ( “ IMS ” ) , and the like . 
The cellular network 602 also includes radios and nodes for 
receiving and transmitting voice , data , and combinations 
thereof to and from radio transceivers , networks , the packet 
data network 604 , and the circuit switched network 606 . 
[ 0113 ] mobile communications device 608 , such as , for 
example , a cellular telephone , a user equipment , a mobile 
terminal , a PDA , a laptop computer , a handheld computer , 
and combinations thereof , can be operatively connected to 
the cellular network 602. The cellular network 602 can be 
configured as a 2G GSM network and can provide data 
communications via GPRS and / or EDGE . Additionally , or 
alternatively , the cellular network 602 can be configured as 
a 3G UMTS network and can provide data communications 
via the HSPA protocol family , for example , HSDPA , EUL 
( also referred to as HSDPA ) , and HSPA + . 
[ 0114 ] The cellular network 602 also is compatible with 
4G mobile communications standards , 4.5G mobile com 
munications standards , 5G mobile communications stan 
dards , as well as evolved and future mobile standards . 
According to some embodiments of the concepts and tech 
nologies disclosed herein , the cellular network 602 and / or 
the cellular network 116 can be the same network . Accord 
ing to some embodiments of the concepts and technologies 
disclosed herein , the cellular network 602 and the cellular 
network 116 can include and / or can be configured as 5G 
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mobility networks . It should be understood that this example 
is illustrative , and therefore should not be construed as being 
limiting in any way . 
[ 0115 ] The packet data network 604 includes various 
devices , for example , servers , computers , databases , and 
other devices in communication with one another , as is 
generally known . The packet data network 604 devices are 
accessible via one or more network links . The servers often 
store various files that are provided to a requesting device 
such as , for example , a computer , a terminal , a smartphone , 
or the like . Typically , the requesting device includes soft 
ware ( a “ browser ” ) for executing a web page in a format 
readable by the browser or other software . Other files and / or 
data may be accessible via “ links ” in the retrieved files , as 
is generally known . In some embodiments , the packet data 
network 604 includes or is in communication with the 
Internet . The circuit switched network 606 includes various 
hardware and software for providing circuit switched com 
munications . The circuit switched network 606 may include , 
or may be , what is often referred to as a plain old telephone 
system ( POTS ) . The functionality of a circuit switched 
network 606 or other circuit - switched network are generally 
known and will not be described herein in detail . 
[ 0116 ] The illustrated cellular network 602 is shown in 
communication with the packet data network 604 and a 
circuit switched network 606 , though it should be appreci 
ated that this is not necessarily the case . One or more 
Internet - capable devices 610 , for example , a PC , a laptop , a 
portable device , or another suitable device , can communi 
cate with one or more cellular networks 602 , and devices 
connected thereto , through the packet data network 604. It 
also should be appreciated that the Internet - capable device 
610 can communicate with the packet data network 604 
through the circuit switched network 606 , the cellular net 
work 602 , and / or via other networks ( not illustrated ) . 
[ 0117 ] As illustrated , a communications device 612 , for 
example , a telephone , facsimile machine , modem , computer , 
or the like , can be in communication with the circuit 
switched network 606 , and therethrough to the packet data 
network 604 and / or the cellular network 602. It should be 
appreciated that the communications device 612 can be an 
Internet - capable device , and can be substantially similar to 
the Internet - capable device 610. In the specification , the 
network 104 is used to refer broadly to any combination of 
the networks 602 , 604 , 606. It should be appreciated that 
substantially all of the functionality described with reference 
to the network 104 can be performed by the cellular network 
602 , the packet data network 604 , and / or the circuit switched 
network 606 , alone or in combination with other networks , 
network elements , and the like . 
[ 0118 ] FIG . 7 is a block diagram illustrating a computer 
system 700 configured to provide the functionality described 
herein for creating and using cell clusters , in accordance 
with various embodiments of the concepts and technologies 
disclosed herein . The computer system 700 includes a 
processing unit 702 , a memory 704 , one or more user 
interface devices 706 , one or more input / output ( “ I / O ” ) 
devices 708 , and one or more network devices 710 , each of 
which is operatively connected to a system bus 712. The bus 
712 enables bi - directional communication between the pro 
cessing unit 702 , the memory 704 , the user interface devices 
706 , the I / O devices 708 , and the network devices 710 . 
[ 0119 ] The processing unit 702 may be a standard central 
processor that performs arithmetic and logical operations , a 

more specific purpose programmable logic controller 
( “ PLC ” ) , a programmable gate array , or other type of 
processor known to those skilled in the art and suitable for 
controlling the operation of the computer system 700. As 
used herein , the word “ processor ” and / or the phrase " pro 
cessing unit ” when used with regard to any architecture or 
system can include multiple processors or processing units 
distributed across and / or operating in parallel in a single 
machine or in multiple machines . Furthermore , processors 
and / or processing units can be used to support virtual 
processing environments . Processors and processing units 
also can include state machines , application - specific inte 
grated circuits ( “ ASICs ” ) , combinations thereof , or the like . 
Because processors and / or processing units are generally 
known , the processors and processing units disclosed herein 
will not be described in further detail herein . 
[ 0120 ] The memory 704 communicates with the process 
ing unit 702 via the system bus 712. In some embodiments , 
the memory 704 is operatively connected to a memory 
controller ( not shown ) that enables communication with the 
processing unit 702 via the system bus 712. The memory 
704 includes an operating system 714 and one or more 
program modules 716. The operating system 714 can 
include , but is not limited to , members of the WINDOWS , 
WINDOWS CE , and / or WINDOWS MOBILE families of 
operating systems from MICROSOFT CORPORATION , 
the LINUX family of operating systems , the SYMBIAN 
family of operating systems from SYMBIAN LIMITED , the 
BREW family of operating systems from QUALCOMM 
CORPORATION , the MAC OS , iOS , and / or LEOPARD 
families of operating systems from APPLE CORPORA 
TION , the FREEBSD family of operating systems , the 
SOLARIS family of operating systems from ORACLE 
CORPORATION , other operating systems , and the like . 
[ 0121 ] The program modules 716 may include various 
software and / or program modules described herein . In some 
embodiments , for example , the program modules 716 
include the clustering engine 108. This and / or other pro 
grams can be embodied in computer - readable media con 
taining instructions that , when executed by the processing 
unit 702 , perform one or more of the methods 300 , 400 , 
and / or 500 described in detail above with respect to FIGS . 
3-5 and / or other functionality as illustrated and described 
herein . It can be appreciated that , at least by virtue of the 
instructions embodying the methods 300 , 400 , 500 , and / or 
other functionality illustrated and described herein being 
stored in the memory 704 and / or accessed and / or executed 
by the processing unit 702 , the computer system 700 is a 
special - purpose computing system that can facilitate pro 
iding the functionality illustrated and described herein . 

According to embodiments , the program modules 716 may 
be embodied in hardware , software , firmware , or any com 
bination thereof . Although not shown in FIG . 7 , it should be 
understood that the memory 704 also can be configured to 
store the cellular network data 112 , the cell clusters 118 , the 
input clusters 122 , the models 120 , the predicted output 124 , 
the predicted output request 128 , the command 130 , and / or 
other data , if desired . 
[ 0122 ] By way of example , and not limitation , computer 
readable media may include any available computer storage 
media or communication media that can be accessed by the 
computer system 700. Communication media includes com 
puter - readable instructions , data structures , program mod 
ules , or other data in a modulated data signal such as a 
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carrier wave or other transport mechanism and includes any 
delivery media . The term “ modulated data signal ” means a 
signal that has one or more of its characteristics changed or 
set in a manner as to encode information in the signal . By 
way of example , and not limitation , communication media 
includes wired media such as a wired network or direct 
wired connection , and wireless media such as acoustic , RF , 
infrared and other wireless media . Combinations of the any 
of the above should also be included within the scope of 
computer - readable media . 
[ 0123 ] Computer storage media includes volatile and non 
volatile , removable and non - removable media implemented 
in any method or technology for storage of information such 
as computer - readable instructions , data structures , program 
modules , or other data . Computer storage media includes , 
but is not limited to , RAM , ROM , Erasable Programmable 
ROM ( “ EPROM " ) , Electrically Erasable Programmable 
ROM ( “ EEPROM ” ) , flash memory or other solid state 
memory technology , CD - ROM , digital versatile disks 
( “ DVD ” ) , or other optical storage , magnetic cassettes , mag 
netic tape , magnetic disk storage or other magnetic storage 
devices , or any other medium which can be used to store the 
desired information and which can be accessed by the 
computer system 700. In the claims , the phrase " computer 
storage medium ” and variations thereof does not include 
waves or signals per se and / or communication media . 
[ 0124 ] The user interface devices 706 may include one or 
more devices with which a user accesses the computer 
system 700. The user interface devices 706 may include , but 
are not limited to , computers , servers , personal digital assis 
tants , cellular phones , or any suitable computing devices . 
The I / O devices 708 enable a user to interface with the 
program modules 716. In one embodiment , the I / O devices 
708 are operatively connected to an 1/0 controller ( not 
shown ) that enables communication with the processing unit 
702 via the system bus 712. The I / O devices 708 may 
include one or more input devices , such as , but not limited 
to , a keyboard , a mouse , or an electronic stylus . Further , the 
I / O devices 708 may include one or more output devices , 
such as , but not limited to , a display screen or a printer . 
[ 0125 ] The network devices 710 enable the computer 
system 700 to communicate with other networks or remote 
systems via a network , such as the network 104. Examples 
of the network devices 710 include , but are not limited to , a 
modem , a radio frequency ( “ RF ” ) or infrared ( “ IR ” ) trans 
ceiver , a telephonic interface , a bridge , a router , or a network 
card . The network 104 may include a wireless network such 
as , but not limited to , a Wireless Local Area Network 
( “ WLAN ” ) such as a WI - FI network , a Wireless Wide Area 
Network ( “ WWAN ” ) , a Wireless Personal Area Network 
( “ WPAN ” ) such as BLUETOOTH , a Wireless Metropolitan 
Area Network ( “ WMAN ” ) such a WiMAX network , or a 
cellular network . Alternatively , the network 104 may be a 
wired network such as , but not limited to , a Wide Area 
Network ( “ WAN ” ) such as the Internet , a Local Area Net 
work ( “ LAN ” ) such as the Ethernet , a wired Personal Area 
Network ( “ PAN ” ) , or a wired Metropolitan Area Network 
( “ MAN ” ) . 
[ 0126 ] FIG . 8 illustrates an illustrative architecture for a 
cloud computing platform 800 that can be capable of execut 
ing the software components described herein for creating 
and using cell clusters 118 and / or for interacting with the 
clustering engine 108. Thus , it can be appreciated that in 
some embodiments of the concepts and technologies dis 

closed herein , the cloud computing platform 800 illustrated 
in FIG . 8 can be used to provide the functionality described 
herein with respect to the computing device 102 , the user 
device 126 , or other devices illustrated and described herein . 
[ 0127 ] The cloud computing platform 800 thus may be 
utilized to execute any aspects of the software components 
presented herein . Thus , according to various embodiments 
of the concepts and technologies disclosed herein , the clus 
tering engine 108 can be implemented , at least in part , on or 
by one or more elements included in the cloud computing 
platform 800 illustrated and described herein . Those skilled 
in the art will appreciate that the illustrated cloud computing 
platform 800 is a simplification of but only one possible 
implementation of an illustrative cloud computing platform , 
and as such , the cloud computing platform 800 should not be 
construed as being limiting in any way . 
[ 0128 ] In the illustrated embodiment , the cloud computing 
platform 800 can include a hardware resource layer 802 , a 
virtualization / control layer 804 , and a virtual resource layer 
806. These layers and / or other layers can be configured to 
cooperate with each other and / or other elements of a cloud 
computing platform architecture to perform operations as 
will be described in detail herein . While connections are 
shown between some of the components illustrated in FIG . 
8 , it should be understood that some , none , or all of the 
components illustrated in FIG . 8 can be configured to 
interact with one another to carry out various functions 
described herein . In some embodiments , the components are 
arranged so as to communicate via one or more networks 
such as , for example , the network 104 illustrated and 
described hereinabove ( not shown in FIG . 8 ) . Thus , it should 
be understood that FIG . 8 and the following description are 
intended to provide a general understanding of a suitable 
environment in which various aspects of embodiments can 
be implemented , and should not be construed as being 
limiting in any way . 
[ 0129 ] The hardware resource layer 802 can provide hard 
ware resources . In the illustrated embodiment , the hardware 
resources can include one or more compute resources 808 , 

more memory resources 810 , and one or more other 
resources 812. The compute resource ( s ) 806 can include one 
or more hardware components that can perform computa 
tions to process data , and / or to execute computer - executable 
instructions of one or more application programs , operating 
systems , services , and / or other software including , but not 
limited to , the clustering engine 108 illustrated and 
described herein . 
[ 0130 ] According to various embodiments , the compute 
resources 808 can include one or more central processing 
units ( “ CPUs ” ) . The CPUs can be configured with one or 
more processing cores . In some embodiments , the compute 
resources 808 can include one or more graphics processing 
units ( “ GPUs ” ) . The GPUs can be configured to accelerate 
operations performed by one or more CPUs , and / or to 
perform computations to process data , and / or to execute 
computer - executable instructions of one or more application 
programs , operating systems , and / or other software that may 
or may not include instructions that are specifically graphics 
computations and / or related to graphics computations . In 
some embodiments , the compute resources 808 can include 
one or more discrete GPUs . In some other embodiments , the 
compute resources 808 can include one or more CPU and / or 
GPU components that can be configured in accordance with 
a co - processing CPU / GPU computing model . Thus , it can be 

one 
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appreciated that in some embodiments of the compute 
resources 808 , a sequential part of an application can 
execute on a CPU and a computationally - intensive part of 
the application can be accelerated by the GPU . It should be 
understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0131 ] In some embodiments , the compute resources 808 
also can include one or more system on a chip ( “ SOC ” ) 
components . It should be understood that the SoC compo 
nent can operate in association with one or more other 
components as illustrated and described herein , for example , 
one or more of the memory resources 810 and / or one or 
more of the other resources 812. In some embodiments in 
which an SoC component is included , the compute resources 
808 can be or can include one or more embodiments of the 
SNAPDRAGON brand family of SoCs , available from 
QUALCOMM of San Diego , Calif .; one or more embodi 
ment of the TEGRA brand family of SoCs , available from 
NVIDIA of Santa Clara , Calif .; one or more embodiment of 
the HUMMINGBIRD brand family of SoCs , available from 
SAMSUNG of Seoul , South Korea ; one or more embodi 
ment of the Open Multimedia Application Platform 
( " OMAP ” ) family of SoCs , available from TEXAS 
INSTRUMENTS of Dallas , Tex .; one or more customized 
versions of any of the above SoCs ; and / or one or more other 
brand and / or one or more proprietary SoCs . 
[ 0132 ] The compute resources 808 can be or can include 
one or more hardware components arranged in accordance 
with an ARM architecture , available for license from ARM 
HOLDINGS of Cambridge , United Kingdom . Alternatively , 
the compute resources 808 can be or can include one or more 
hardware components arranged in accordance with an x86 
architecture , such as an architecture available from INTEL 
CORPORATION of Mountain View , Calif . , and others . 
Those skilled in the art will appreciate the implementation of 
the compute resources 808 can utilize various computation 
architectures and / or processing architectures . As such , the 
various example embodiments of the compute resources 808 
as mentioned hereinabove should not be construed as being 
limiting in any way . Rather , implementations of embodi 
ments of the concepts and technologies disclosed herein can 
be implemented using compute resources 808 having any of 
the particular computation architecture and / or combination 
of computation architectures mentioned herein as well as 
other architectures . 
[ 0133 ] Although not separately illustrated in FIG . 8 , it 
should be understood that the compute resources 808 illus 
trated and described herein can host and / or execute various 
services , applications , portals , and / or other functionality 
illustrated and described herein . Thus , the compute 
resources 808 can host and / or can execute the clustering 
engine 108 or other applications or services illustrated and 
described herein . 
[ 0134 ] The memory resource ( s ) 810 can include one or 
more hardware components that can perform or provide 
storage operations , including temporary and / or permanent 
storage operations . In some embodiments , the memory 
resource ( s ) 810 can include volatile and / or non - volatile 
memory implemented in any method or technology for 
storage of information such as computer - readable instruc 
tions , data structures , program modules , or other data dis 
closed herein . Computer storage media is defined herein 
above and therefore should be understood as including , in 
various embodiments , random access memory ( “ RAM ” ) , 

read - only memory ( “ ROM ” ) , Erasable Programmable ROM 
( “ EPROM " ) , Electrically Erasable Programmable ROM 
( “ EEPROM ” ) , flash memory or other solid state memory 
technology , CD - ROM , digital versatile disks ( “ DVD ” ) , or 
other optical storage , magnetic cassettes , magnetic tape , 
magnetic disk storage or other magnetic storage devices , or 
any other medium that can be used to store data and that can 
be accessed by the compute resources 808 , subject to the 
definition of “ computer storage media ” provided above 
( e.g. , as excluding waves and signals per se and / or commu 
nication media as defined in this application ) . 
[ 0135 ] Although not illustrated in FIG . 8 , it should be 
understood that the memory resources 810 can host or store 
the various data illustrated and described herein including , 
but not limited to , the cellular network data 112 , the cell 
clusters 118 , the input clusters 122 , the models 120 , the 
predicted output 124 , the predicted output request 128 , the 
commands 130 , and / or other data , if desired . It should be 
understood that this example is illustrative , and therefore 
should not be construed as being limiting in any way . 
[ 0136 ] The other resource ( s ) 812 can include any other 
hardware resources that can be utilized by the compute 
resources ( s ) 808 and / or the memory resource ( s ) 810 to 
perform operations . The other resource ( s ) 812 can include 
one or more input and / or output processors ( e.g. , a network 
interface controller and / or a wireless radio ) , one or more 
modems , one or more codec chipsets , one or more pipeline 
processors , one or more fast Fourier transform ( “ FFT ” ) 
processors , one or more digital signal processors ( “ DSPs ” ) , 
one or more speech synthesizers , combinations thereof , or 
the like . 
[ 0137 ] The hardware resources operating within the hard 
ware resource layer 802 can be virtualized by one or more 
virtual machine monitors ( “ VMMs ” ) 814A - 814N ( also 
known as “ hypervisors ; " hereinafter “ VMMs 814 ” ) . The 
VMMs 814 can operate within the virtualization / control 
layer 804 to manage one or more virtual resources that can 
reside in the virtual resource layer 806. The VMMs 814 can 
be or can include software , firmware , and / or hardware that 
alone or in combination with other software , firmware , 
and / or hardware , can manage one or more virtual resources 
operating within the virtual resource layer 806 . 
[ 0138 ] The virtual resources operating within the virtual 
resource layer 806 can include abstractions of at least a 
portion of the compute resources 808 , the memory resources 
810 , the other resources 812 , or any combination thereof . 
These abstractions are referred to herein as virtual machines 
( “ VMs ” ) . In the illustrated embodiment , the virtual resource 
layer 806 includes VMs 816A - 816N ( hereinafter “ VMs 
816 ” ) . 
[ 0139 ] Based on the foregoing , it should be appreciated 
that systems and methods for creating and using cell clusters 
have been disclosed herein . Although the subject matter 
presented herein has been described in language specific to 
computer structural features , methodological and transfor 
mative acts , specific computing machinery , and computer 
readable media , it is to be understood that the concepts and 
technologies disclosed herein are not necessarily limited to 
the specific features , acts , or media described herein . Rather , 
the specific features , acts and mediums are disclosed as 
example forms of implementing the concepts and technolo 
gies disclosed herein . 
[ 0140 ] The subject matter described above is provided by 
way of illustration only and should not be construed as 
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limiting . Various modifications and changes may be made to 
the subject matter described herein without following the 
example embodiments and applications illustrated and 
described , and without departing from the true spirit and 
scope of the embodiments of the concepts and technologies 
disclosed herein . 

1. A system comprising : 
a processor ; and 
a memory that stores computer - executable instructions 

that , when executed by the processor , cause the pro 
cessor to perform operations comprising 
generating , based on cellular network data comprising 

configuration data associated with a cell of a cellular 
network , an input associated with the cell of the 
cellular network , and a performance indicator asso 
ciated with the cell of the cellular network , a plural 
ity of cell clusters comprising a cell cluster that 
represents a plurality of cells comprising the cell , 

training a model that represents the cell cluster , 
generating , based on the cellular network data , an input 

cluster that represents a plurality of inputs compris 
ing the input , wherein the plurality of inputs are 
associated with the plurality of cells , and wherein a 
value represents the plurality of inputs , and 

providing the value as input to the model to obtain a 
predicted output associated with the cell cluster . 

2. The system of claim 1 , wherein the computer - execut 
able instructions , when executed by the processor , cause the 
processor to perform operations further comprising : 

determining , based on the predicted output , that an opera 
tion of the cell is to be modified ; 

generating a command that , when received by a device 
associated with the cell , causes the device to modify the 
operation of the cell ; and 

triggering delivery of the command to the device . 
3. The system of claim 2 , wherein generating the cell 

cluster comprises clustering the plurality of cells based on 
the configuration data and data acquired from an internal 
source and an external source . 

4. The system of claim 3 , wherein generating the input 
cluster comprises clustering the plurality of inputs associ 
ated with the plurality of cells . 

5. The system of claim 1 , wherein the value comprises a 
function of an input value associated with the plurality of 
inputs . 

6. The system of claim 1 , wherein the model comprises 
machine learning and artificial intelligence models including 
a neural network , a deep neural network , and a reinforce 
ment learning model . 

7. A method comprising : 
generating , at a computing device comprising a processor 

and based on cellular network data comprising con 
figuration data associated with a cell of a cellular 
network , an input associated with the cell of the cellular 
network , and a performance indicator associated with 
the cell of the cellular network , a plurality of cell 
clusters comprising a cell cluster that represents a 
plurality of cells comprising the cell ; 

training , by the processor , a model that represents the cell 
cluster ; 

generating , by the processor and based on the cellular 
network data , an input cluster that represents a plurality 
of inputs comprising the input , wherein the plurality of 

inputs are associated with the plurality of cells , and 
wherein a value represents the plurality of inputs ; and 

providing , by the processor , the value as input to the 
model to obtain a predicted output associated with the 
cell cluster . 

8. The method of claim 7 , further comprising : 
determining , based on the predicted output , that an opera 

tion of the cell is to be modified ; 
generating a command that , when received by a device 

associated with the cell , causes the device to modify the 
operation of the cell ; and 

triggering delivery of the command to the device . 
9. The method of claim 8 , wherein generating the cell 

cluster comprises clustering the plurality of cells based on 
the configuration data and data acquired from an internal 
source and an external source . 

10. The method of claim 9 , wherein generating the input 
cluster comprises clustering the plurality of inputs associ 
ated with the plurality of cells . 

11. The method of claim 7 , wherein the value comprises 
a function of an input value associated with the plurality of 
inputs . 

12. The method of claim 7 , wherein the model comprises 
machine learning and artificial intelligence models including 
a neural network , a deep neural network , and a reinforce 
ment learning model . 

13. The method of claim 12 , wherein the model is trained 
on the cellular network data . 

14. A computer storage medium having computer - execut 
able instructions stored thereon that , when executed by a 
processor , cause the processor to perform operations com 
prising : 

generating , based on cellular network data comprising 
configuration data associated with a cell of a cellular 
network , an input associated with the cell of the cellular 
network , and a performance indicator associated with 
the cell of the cellular network , a plurality of cell 
clusters comprising a cell cluster that represents a 
plurality of cells comprising the cell ; 

training a model that represents the cell cluster ; 
generating , based on the cellular network data , an input 

cluster that represents a plurality of inputs comprising 
the input , wherein the plurality of inputs are associated 
with the plurality of cells , and wherein a value repre 
sents the plurality of inputs ; and 

providing the value as input to the model to obtain a 
predicted output associated with the cell cluster . 

15. The computer storage medium of claim 14 , wherein 
the computer - executable instructions , when executed by the 
processor , cause the processor to perform operations further 
comprising : 

determining , based on the predicted output , that an opera 
tion of the cell is to be modified ; 

generating a command that , when received by a device 
associated with the cell , causes the device to modify the 
operation of the cell ; and 

triggering delivery of the command to the device . 
16. The computer storage medium of claim 15 , wherein 

generating the cell cluster comprises clustering the plurality 
of cells based on the configuration data and data acquired 
from an internal source and an external source . 

17. The computer storage medium of claim 16 , wherein 
generating the input cluster comprises clustering the plural 
ity of inputs associated with the plurality of cells . 
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18. The computer storage medium of claim 14 , wherein 
the value comprises a function of an input value associated 
with the plurality of inputs . 

19. The computer storage medium of claim 14 , wherein 
the model comprises machine learning and artificial intelli 
gence models including a neural network , a deep neural 
network , and a reinforcement learning model . 

20. The computer storage medium of claim 19 , wherein 
the model is trained on the cellular network data . 

* * 


