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METHOD OF PROCESSING LANGUAGE , 
RECORDING MEDIUM , SYSTEM FOR 

PROCESSING LANGUAGE , AND 
LANGUAGE PROCESSING APPARATUS 

TECHNICAL FIELD 

[ 0001 ] The present invention relates to a method of pro 
cessing language , a recording medium , a system for pro 
cessing language , and a language processing apparatus . 

BACKGROUND ART 

[ 0002 ] According to the background art , in order to deter 
mine as to whether two sets of text data have matching 
content , a person performs a task to determine the associa 
tive relation between words included in the two sets of text 
data so as to make the determination . For example , in a case 
where the two sets of text data are text data indicating a 
model answer and text data indicating an examination paper , 
a teacher determines whether the content of the examination 

paper matches the content of the model answer after deter 
mining the associative relation between words included in 
the two sets of text data so as to grade the examination paper . 
[ 0003 ] However , the larger the number of words included 
in each set of text data , the higher the load of this task . 
Therefore , the background art has developed the automatic 
association between words by using the Gale - Shapley algo 
rithm . 

second text data including the second word , using a result of 
the associating and the value indicating the degree of 
easiness of association between the words ; and updating the 
value indicating the degree of easiness of association 
between the words by using the value indicating the degree 
of easiness of association between the word groups . 
[ 0008 ] In one aspect of the present invention , a recording 
medium storing a computer readable code for controlling a 
computer system to perform the above - described method is 
provided . 
[ 0009 ] In one aspect of the present invention , a system for 
processing language includes : one or more processors ; and 
a memory that stores a plurality of instructions which , when 
executed by the one or more processors , cause the proces 
sors to perform the above - described method . 
[ 0010 ] In one aspect of the present invention , a language 
processing apparatus includes : a calculating unit configured 
to calculate a value indicating a degree of easiness of 
association between words with regard to one or more 
combinations of words in a first word group included in first 
text data and a second word group included in second text 
data ; an associating unit configured to associate a first word 
and a second word based on the value indicating the degree 
of easiness of association ; and an updating unit configured 
to calculate a value indicating a degree of easiness of 
association between word groups with regard to a word 
group in the first text data including the first word and a word 
group in the second text data including the second word , 
using a result of the associating and the value indicating the 
degree of easiness of association between the words , and 
updating the value indicating the degree of easiness of 
association between the words by using the value indicating 
the degree of easiness of association between the word 
groups . 
[ 0011 ] According to one or more aspects of the present 
invention , the appropriate association between words is 
possible . 
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Technical Problem 

[ 0006 ] In the above - described algorithm , however , the 
degree of easiness of association between words is previ 
ously determined , and the words are associated with each 
other based on the determined degree . For this reason , if the 
algorithm according to the background art is used to asso 
ciate words included in the respective two sets of text data , 
the context , the usage of a word in the context , and the like , 
are not taken into consideration , and the appropriate asso 
ciation is difficult in some cases . 
[ 0007 ] In one aspect of the present invention , a computer 
implemented method of processing language , includes : cal 
culating a value indicating a degree of easiness of associa 
tion between words with regard to one or more combinations 
of words in a first word group included in first text data and 
a second word group included in second text data ; associ 
ating a first word and a second word based on the value 
indicating the degree of easiness of association ; calculating 
a value indicating a degree of easiness of association 
between word groups with regard to a word group in the first 
text data including the first word and a word group in the 

[ 0012 ] The accompanying drawings are intended to depict 
example embodiments of the present invention and should 
not be interpreted to limit the scope thereof . The accompa 
nying drawings are not to be considered as drawn to scale 
unless explicitly noted . Also , identical or similar reference 
numerals designate identical or similar components through 
out the several views . 
[ 0013 ] FIG . 1 is a schematic diagram illustrating a func 
tional configuration of a language processing apparatus 
according to an embodiment of the present invention . 
[ 0014 ] FIG . 2 is a diagram illustrating an example of a 
hardware configuration of the language processing appara 
tus of FIG . 1 . 
[ 0015 ] FIG . 3 is a diagram illustrating an example of a 
functional configuration of an association processing unit of 
the language processing apparatus of FIG . 1 . 
[ 0016 ] FIG . 4 is a flowchart illustrating an example opera 
tion of the language processing apparatus of FIG . 1 . 
[ 0017 ] FIG . 5 is a flowchart illustrating an example opera 
tion of the language processing apparatus of FIG . 1 . 
[ 0018 ] FIG . 6 is a diagram illustrating an example of text 
data . 
[ 0019 ] FIG . 7 is a table illustrating an example of word 
association - degree information . 
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[ 0020 ] FIG . 8 is a table illustrating an example of asso 
ciation information . 

[ 0021 ] FIG . 9 is a table illustrating an example of the 
update to word - association - degree information . 
[ 0022 ] FIG . 10 is a table illustrating an example of the 
update to the word - association - degree information . 
[ 0023 ] FIG . 11 is a table illustrating an example of updated 
word - association - degree information . 
[ 0024 ] FIG . 12 is a diagram illustrating a display example 
using association result information . 
[ 0025 ] FIG . 13 is a diagram illustrating an example con 
figuration of a system including the language processing 
apparatus of FIG . 1 . 

DESCRIPTION OF EMBODIMENTS 

[ 0026 ] The terminology used herein is for the purpose of 
describing particular embodiments only and is not intended 
to be limiting of the present invention . As used herein , the 
singular forms “ a ” , “ an ” and “ the ” are intended to include 
the plural forms as well , unless the context clearly indicates 
otherwise . 
[ 0027 ] In describing embodiments illustrated in the draw 
ings , specific terminology is employed for the sake of clarity . 
However , the disclosure of this specification is not intended 
to be limited to the specific terminology so selected and it is 
to be understood that each specific element includes all 
technical equivalents that have a similar function , operate in 
a similar manner , and achieve a similar result . 
[ 0028 ] Referring to the drawings , an embodiment is 
described below . FIG . 1 is a schematic diagram that illus 
trates a functional configuration of a language processing 
apparatus according to an embodiment of the present inven 
tion . 
[ 0029 ] A language processing apparatus 100 according to 
the present embodiment includes a word vector database 
110 , an association processing unit 120 , and an output unit 
130 . 

[ 0030 ] The word vector database 110 according to the 
present embodiment may be any database that represents the 
appearance frequency of each word . The appearance fre 
quency is previously obtained for each word and is stored in 
the word vector database 110 . 

[ 0031 ] The association processing unit 120 refers to the 
word vector database 110 in response to received inputs of 
text data 10 and text data 20 and associates a word included 
in the text data 10 with a word included in the text data 20 . 
The output unit 130 outputs association result information 
30 . 

[ 0032 ] The association processing unit 120 according to 
the present embodiment sets the value indicating the degree 
of easiness of association ( the degree of ease of association ) 
between a word included in the text data 10 and a word 
included in the text data 20 to the value corresponding to the 
easiness of association between the contexts including the 
respective words ( the value indicating the degree of easiness 
of association between the contexts ) . 
[ 0033 ] In the following description , the value indicating 
the degree of easiness of association between words is 
referred to as a word association degree , and the value of 
easiness of association between contexts is referred to as a 
context association degree . The easiness of association may 
be determined in consideration of a match between words , 
a word class , a blend ( composite ) word , or the like . 

[ 0034 ] Specifically , the language processing apparatus 
100 according to the present embodiment refers to the word 
vector database 110 to determine the word association 
degree between a word included in the text data 10 and a 
word included in the text data 20. Then , the language 
processing apparatus 100 determines the context association 
degree between a context including the word in the text data 
10 and a context including the word in the text data 20 and 
updates the word association degree based on the context 
association degree . 
[ 0035 ] The language processing apparatus 100 according 
to the present embodiment outputs , as the association result 
information 30 , a result in which the word included in the 
text data 10 is associated with the word included in the text 
data 20 using the updated word association degree . 
[ 0036 ] In this manner , according to the present embodi 
ment , as words are associated with each other using the 
context association degree between the contexts including 
the words , the words may be appropriately associated with 
each other . 
[ 0037 ] Although the word vector database 110 is provided 
in the language processing apparatus 100 in the example of 
FIG . 1 , the present invention is not limited thereto . The word 
vector database 110 may be provided outside the language 
processing apparatus 100. The word vector database 110 
may store , for example , word vectors of words in a field 
containing the content indicated by the text data 10 and the 
text data 20 . 
[ 0038 ] The text data 10 and the text data 20 according to 
the present embodiment may be any text data indicating a 
context ( unit ) including a plurality of words . Specifically , 
each of the text data 10 and the text data 20 may be , for 
example , a single sentence or a group of sentences . 
[ 0039 ] Each of the text data 10 and the text data 20 may 
be , for example , a simple character string or may include no 
sentence . Specifically , the text data 10 and the text data 20 
may be , for example , a character string extracted from 
specific document data . 
[ 0040 ] In other words , the context association degree 
according to the present embodiment is the value indicating 
the degree of easiness of association with a word group 
included in the text data 10 or a word group included in the 
text data 20 ( the value indicating the degree of easiness of 
association between word groups ) . 
[ 0041 ] The language processing apparatus 100 according 
to the present embodiment is further described below . FIG . 
2 is a diagram that illustrates an example of a hardware 
configuration of the language processing apparatus 100 . 
[ 0042 ] The language processing apparatus 100 according 
to the present embodiment is implemented by , for example , 
an information processing apparatus including an input 
device 11 , an output device 12 , a drive device 13 , an 
auxiliary storage device 14 , a memory device 15 , a central 
processing unit ( CPU ) 16 , and an interface device 17. These 
devices are coupled to one another via a bus B. 
[ 0043 ] The input device 11 is a device for inputting 
various types of information and may be , for example , a 
keyboard , a pointing device , etc. The output device 12 is for 
outputting various types of information and may be , for 
example , a display , etc. The interface device 17 includes a 
LAN card , or the like , and is used to connect the language 
processing apparatus 100 to a network . 
[ 0044 ] A language processing program is at least a part of 
various programs for controlling the language processing 
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apparatus 100. The language processing program is pro 
vided , for example , by distributing a recording medium 18 
or being downloaded via the network . Various types of 
storage media , e.g. , a storage medium that records informa 
tion optically , electrically , or magnetically , such as a CD 
ROM , a flexible disk , or a magneto - optical disk , or a 
semiconductor memory that records information electri 
cally , such as a ROM or a flash memory , may be used as the 
recording medium 18 having the language processing pro 
gram recorded therein . 
[ 0045 ] The language processing program is installed in the 
auxiliary storage device 14 from the recording medium 18 
via the drive device 13 after the recording medium 18 having 
the language processing program stored therein is placed in 
the drive device 13. The language processing program 
downloaded via the network is installed in the auxiliary 
storage device 14 via the interface device 17 . 
[ 0046 ] The auxiliary storage device 14 stores the installed 
language processing program , various files , data , etc. The 
memory device 15 reads the language processing program 
from the auxiliary storage device 14 in response to the 
start - up of the language processing apparatus 100 and stores 
the language processing program therein . The CPU 16 
performs various processes described later in accordance 
with the language processing program stored in the memory 
device 15 . 

[ 0047 ] Next , referring to FIG . 3 , a function of the asso 
ciation processing unit 120 of the language processing 
apparatus 100 according to the present embodiment is 
described . FIG . 3 is a diagram that illustrates a function of 
the association processing unit of the language processing 
apparatus of FIG . 1. Each of the units described below is 
implemented in response to reading and execution of the 
language processing program stored in the memory device 
15 by the CPU 16 . 
[ 0048 ] The association processing unit 120 according to 
the present embodiment includes an input receiving unit 
121 , a word - association - degree calculating unit 122 , a word 
associating unit 123 , an association - history storing unit 124 , 
a word - association - degree updating unit 125 , and a termi 
nation determining unit 126 . 
[ 0049 ] The input receiving unit 121 receives , in the lan 
guage processing apparatus 100 , the inputs of the text data 
10 ( first text data ) and the text data 20 ( second text data ) in 
which words are associated . 

[ 0050 ] The word - association - degree calculating unit 122 
refers to the word vector database 110 to calculate the word 
association degree for each combination of words with 
regard to the association between each word included in the 
text data 10 and each word included in the text data 20 , both 
received by the input receiving unit 121. In the following 
description , information including the word association 
degree for each combination of words is referred to as 
word - association - degree information . 
[ 0051 ] The word associating unit 123 associates a word 
included in the text data 10 and a word included in the text 
data 20 by using , for example , the Gale - Shapley algorithm 
based on the word - association - degree information calcu 
lated by the word - association - degree calculating unit 122 . 
Then , the word associating unit 123 outputs association 
information as a result . 

[ 0052 ] The association - history storing unit 124 stores 
information including the word - association - degree informa 
tion calculated by the word - association - degree calculating 

unit 122 and the association information as association 
history information 128 indicating the word association 
history . 
[ 0053 ] The word - association - degree updating unit 125 
refers to the association history information 128 stored in the 
association - history storing unit 124 to calculate the context 
association degree between the text data 10 and the text data 
20. Then , the word - association - degree updating unit 125 
uses the context association degree and the association 
history information 128 to update the word association 
degree for each combination of words . 
[ 0054 ] The termination determining unit 126 determines 
whether there is any change in the association history 
information 128 after the word - association - degree updating 
unit 125 performs a process . The termination determining 
unit 126 terminates the process of the association processing 
unit 120 in a case where there is no change . 
[ 0055 ] Next , referring to FIG . 4 , an operation of the 
language processing apparatus 100 according to the present 
embodiment is described . FIG . 4 is a flowchart that illus 
trates an operation of the language processing apparatus . 
[ 0056 ] In the language processing apparatus 100 accord 
ing to the present embodiment , the association processing 
unit 120 causes the word - association - degree calculating unit 
122 to calculate the word association degree for each 
combination of words included in the respective sets of text 
data in response to the received inputs of the text data 10 and 
the text data 20 by the input receiving unit 121 ( Step S401 ) . 
The association - history storing unit 124 stores the word 
association degree for each combination of words as word 
association - degree information and as part of the association 
history information 128 . 
[ 0057 ] The calculation of the word association degree by 
the word - association - degree calculating unit 122 is 
described below . In the following description , the i - th word 
of the x - th unit included in the text data 10 is represented as 
axi , and the j - th word of the y - th unit included in the text 
data 20 is represented as byj . The unit is , for example , a unit 
such as one sentence or one line . The unit may be optionally 
determined . 

[ 0058 ] In the following description , the word association 
degree from the word axi to the word byj is represented as 
P ( axi > byj ) . In other words , the value indicating the degree 
of easiness of association between the word axi and the word 

byj is represented as P ( axi- > byj ) . The easiness of associa 
tion may be also represented as an expression such as a 
similar meaning or a close position arranged in a context . 
[ 0059 ] The word - association - degree calculating unit 122 
according to the present embodiment calculates the word 
association degree P according to the following Equation 
( 1 ) . 

Word association degree P ( axi - byj ) = < axi , byj > Equation ( 1 ) 

[ 0060 ] Here , < axi , byj > represents the inner product of the 
word vector of the word axi and the word vector of the word 
byj in the word vector database 110 . 
[ 0061 ] The word vector may be any word vector that 
represents the appearance distribution of a word . The word 
vector is previously obtained simply for each word and 
stored in the word vector database 110. For example , the 
word vector may be an n - dimensional vector having 0 or 1 
as an element indicating the presence or absence of the 
appearance of a word in each text tk of a text set ( t1 , t2 , .. 
. , tn ) . The word vector may be a vector generated using any 
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thereby acquiring the association information ( Step S402 ) . 
The association information is held in the association 
history storing unit 124 as part of the association history 
information 128. Details of the process at Step S402 are 
described later . 
[ 0068 ] Then , the association processing unit 120 updates 
the word - association - degree information ( Step S403 ) . In 
other words , the word - association - degree updating unit 125 
updates the word association degree for each combination of 
words . 
[ 0069 ] A process of the word - association - degree updating 
unit 125 is described below . The word - association - degree 
updating unit 125 according to the present embodiment 
updates the word - association - degree information according 
to the following Equation ( 2 ) . 

P ( axi - ºbj ) = P ( axi - ºbjluxuy ) = P ( 2x +49 ) Equation ( 2 ) 

[ 0070 ] Here , ux represents the x - th unit ( context ) included 
in the text data 10 , and uy represents the y - th unit included 
in the text data 20. P ( ux- > uy ) represents the context asso 
ciation degree indicating the easiness of association between 
the unit ux and the unit uy . The context association degree 
changes depending on the association information acquired 
by the word associating unit 123 . 
[ 0071 ] The first term on the right side of Equation ( 2 ) is 
obtained by the following Equation ( 3 ) . Equation ( 3 ) rep 
resents the probability that the word axi is associated with 
the word byi in a case where the unit ux and the unit uy are 
associated with each other . 

[ 0072 ] Values obtained from Equation ( 1 ) are used for 
P ( axi - byj ) and P ( axi- > byk ) in Equation ( 3 ) . Further , E_k , 
and the like , represent a sum with regard to k . 

desired method , such as the method disclosed in a document 
( “ Distributed Representations of Sentences and Documents ” 
Proceedings of the 31st International Conference on 
Machine Learning ( ICML 2014 ) , 2014 , pp . 1188-1196 ) 
using deep learning . 
[ 0062 ] Words having a similar meaning also have a similar 
appearance distribution ( usage situation ) . Therefore , the 
more similar the semantic content of words , the larger the 
inner product of word vectors determined in accordance 
with the appearance distribution . Thus , the word association 
degree P ( axi > byj ) between the words is also higher . 
[ 0063 ] Consideration is given to two words , for example , 
" dog ” and “ school ” . The word “ dog ” often appears in 
pet - related books ( texts ) , etc. , and the word “ school ” often 
appears in education - related books ( texts ) , etc. The word 
" cat " also often appears in pet - related books ( texts ) , etc. , as 
is the case with “ dog ” . The word “ college ” also often 
appears in education - related books ( texts ) , etc. , as is the case 
with “ school ” . 

[ 0064 ] Here , consideration is given to a word vector ( n1 , 
n2 , n3 , n4 ) in which the numbers of appearance of words in 
pet - related books t1 and t2 and education - related books t3 
and t4 are arranged . In the word vectors of “ dog ” and “ cat ” , 
nl and n2 are large , and n3 and n4 are small . Conversely , in 
the word vectors of “ school ” and “ college ” , nl and n2 are 
small , and n3 and n4 are large . Thus , the inner product of the 
word vectors of “ dog ” and “ cat ” is larger than the inner 
product of the word vector of “ dog ” and “ college ” . That is , 
the word association degree of the combination of “ dog ” and 
" cat " is higher than the word association degree of the 
combination of “ dog ” and “ college ” . 
[ 0065 ] The word - association - degree calculating unit 122 
according to the present embodiment calculates the word 
association degree P ( axi- > byj ) with regard to all possible 
combinations of words included in the text data 10 and the 
words included in the text data 20. All possible combinations 
of words could be one or more combinations of words . In 

selecting all possible combinations of words , the word 
association - degree calculating unit 122 may select , respec 
tively from the text data 10 and the text data 20 , a preset 
number “ N ” of words from the top of the text data , and uses 
a combination of the selected words . The present number N 
may be set to any desired number . In one example , the preset 
number N may be set to , for example , a smallest one of the 
maximum number of words selectable from the text data 10 
and the maximum number of words selectable from the text 
data 20. In another example , the preset number N may be set 
so as not to increase the predetermined threshold ( such as 
100 words ) to reduce the processing speed in case the 
number of combinations could be large . The preset number 
N may be one , such that one combination of words in the 
text data 10 and the text data 20 may be selected as all 
possible combinations . Such number may depend on other 
factors , such that it may be determined by the word 
association - degree calculating unit 122 , according to soft 
ware program based on statistical data . 
[ 0066 ] The word - association - degree calculating unit 122 
causes the association - history storing unit 124 to hold the set 
of the word association degrees P ( axi - byj ) as word - asso 
ciation - degree information . 
[ 0067 ] Then , the association processing unit 120 causes 
the word associating unit 123 to refer to the word - associa 
tion - degree information so as to associate a word included in 
the text data 10 with a word included in the text data 20 , 

P ( axi byj \ ux ? uy ) = P ( axi byj ) / E_kP ( axi - byk ) Equation ( 3 ) 

[ 0073 ] The second term on the right side of Equation ( 2 ) 
is obtained by the following Equation ( 4 ) . P ( axi > byj ) in 
Equation ( 4 ) is the word association degree between asso 
ciated words in the association information obtained by the 
word associating unit 123 . 

P ( uxuy ) = 2_iP ( axi - byj ) / E_E_zP ( axi- > zl ) Equation ( 4 ) 

[ 0074 ] In this manner , the word - association - degree infor 
mation according to the present embodiment is updated by 
Equation ( 2 ) represented by the product of Equation ( 3 ) and 
Equation ( 4 ) 
[ 0075 ] Here , although the conditional probability of Equa 
tion ( 3 ) is a value obtained by Equation ( 1 ) and does not 
change , the context association degree obtained by Equation 
( 4 ) changes depending on a result of the word associating 
unit 123 . 

[ 0076 ] When the word - association - degree information 
updated by Equation ( 2 ) changes in accordance with a 
change in the context association degree obtained by Equa 
tion ( 4 ) , there is a possibility that a result of the process of 
the word associating unit 123 at Step S402 of FIG . 4 also 
changes . 
[ 0077 ] Then , the association processing unit 120 causes 
the termination determining unit 126 to determine whether 
the termination condition for the process is satisfied ( Step 
S404 ) . 
[ 0078 ] Specifically , the termination determining unit 126 
determines that the termination condition is satisfied in a 

case where the word - association - degree information calcu 
lated and updated at Step S403 matches the word - associa 
tion - degree information before the update . That is , the 
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termination determining unit 126 determines that the termi 
nation condition for the process is satisfied in a case where 
the associative relation between a word in the text data 10 
and a word in the text data 20 does not change . 
[ 0079 ] Specifics of a process of the termination determin 
ing unit 126 are described below . The termination determin 
ing unit 126 according to the present embodiment calculates 
and stores a log - likelihood Q defined by Equation ( 5 ) . In a 
case where the value of the log - likelihood Q is smaller than 
or equal to the previous value stored , the termination deter 
mining unit 126 determines that the termination condition is 
satisfied . 

Q = & _ x _y log P ( uxuy ) Equation ( 5 ) 

[ 0080 ] When it is determined that the termination condi 
tion is not satisfied at Step S404 ( No at Step S404 ) , the 
association processing unit 120 returns to Step S402 . 
[ 0081 ] When it is determined that the termination condi 
tion is satisfied at Step S404 ( Yes at Step 404 ) , the associa 
tion processing unit 120 causes the output unit 130 to output 
the latest association information as the association result 

information 30 ( Step S405 ) and terminates the process . In 
other words , the output unit 130 outputs the word byj , in the 
text data 20 , associated with each of the words axi included 
in the text data 10 . 

[ 0082 ] Next , referring to FIG . 5 , a process of the word 
associating unit 123 is described . FIG . 5 is a flowchart that 
illustrates an operation of the language processing apparatus 
of FIG . 1. FIG . 5 describes the details of the process at Step 
S402 of FIG . 4 . 

[ 0083 ] The word associating unit 123 according to the 
present embodiment extracts a word Wa from the text data 
10 ( Step S501 ) . Then , the word associating unit 123 deter 
mines whether the word Wa is associated with a word 
included in the text data 20 ( Step S502 ) . In a case where it 
is determined that the word Wa is associated with a word 

included in the text data 20 at Step S502 ( Yes at Step S502 ) , 
the process returns to Step S501 . 
[ 0084 ] In a case where it is determined that the word Wa 
is not associated with a word included in the text data 20 at 
Step S502 ( No at Step S502 ) , the word associating unit 123 
extracts a word Wb from the text data 20 in the descending 
order of the word association degree with the word Wa ( Step 
S503 ) . 
[ 0085 ] Then , the word associating unit 123 determines 
whether the word Wb is associated with a word Wc that is 
included in the text data 10 and is different from the word Wa 
( Step S504 ) . In a case where it is determined that the word 
Wb is not associated with the word Wc at Step S504 ( No at 
Step S504 ) , the process proceeds to Step S507 described 
later . 

[ 0086 ] In a case where it is determined that the word Wb 
is associated with the word Wc at Step S504 ( Yes at Step 
504 ) , the word associating unit 123 determines whether the 
word association degree between the word Wa and the word 
Wb is higher than the word association degree between the 
word Wc and the word Wb ( Step S505 ) . In a case where it 
is determined that the word association degree between the 
word Wa and the word Wb is lower than or equal to the word 
association degree between the word Wc and the word Wb 
at Step S505 ( No at Step S505 ) , the word associating unit 
123 returns to Step S503 . 
[ 0087 ] In a case where it is determined that the word 
association degree between the word Wa and the word Wb 

is higher than the word association degree between the word 
Wc and the word Wb at Step S505 ( Yes at Step S505 ) , the 
word associating unit 123 cancels the association between 
the word Wc and the word Wb ( Step S506 ) . Then , the word 
associating unit 123 associates the word Wa with the word 
Wb ( Step S507 ) . 
[ 0088 ] Then , the word associating unit 123 determines 
whether the association has been performed on all the words 
included in the text data 10 ( Step S508 ) . In a case where it 
is determined that the association has not been performed on 
all the words at Step S508 ( No at Step S508 ) , the word 
associating unit 123 returns to Step S501 . In a case where it 
is determined that the association has been performed on all 
the words at Step S508 ( Yes at Step S508 ) , the word 
associating unit 123 terminates the process . 
[ 0089 ] According to the present embodiment , in a case 
where the number of words included in the text data 20 is 
smaller than the number of words included in the text data 
10 , a dummy word may be added to the text data 20 so that 
the number of words in the text data 20 is equal to the 
number of words in the text data 10. The word association 
degree between the dummy word to be added and a word 
included in the text data 10 is lower than the word associa 
tion degree between the dummy word and a word included 
in the text data 20 . 
[ 0090 ] For example , when the text data 10 includes words 
wl , w2 , and w3 and the text data 20 includes words w5 and 
w6 , a dummy word w7 is added to the text data 20 so that 
the number of words in the text data 20 is identical to the 
number of words in the text data 10 . 

[ 0091 ] The word w7 may have any word form or identi 
fication label so as to be distinguished from the other words 
w5 and w6 in the text data 20 and be identified as w7 . The 

word association degree between the word wl and the word 
w7 is , for example , a value ( e.g. , 0.0 ) smaller than 0.1 when 
the word association degree between the word wl and the 
word w5 is 0.1 and the word association degree between the 
word wl and the word w6 is 0.3 . 

[ 0092 ] The word association degree between the word w2 
and the word w7 is a value ( e.g. , 0.0 ) smaller than 0.2 when 
the word association degree between the word w2 and the 
word w5 is 0.2 and the word association degree between the 
word w2 and the word w6 is 0.4 . 

[ 0093 ] In a case where the word association degree is 
defined to be non - negative , the word association degree with 
a dummy word may be uniformly set to zero . 
[ 0094 ] Next , referring to FIGS . 6 to 11 , the specifics of a 
process of the association processing unit 120 according to 
the present embodiment are described . 
[ 0095 ] FIG . 6 is a diagram that illustrates an xample of 
the text data . In FIG . 6 , the text data 10 includes one unit 
" yesterday bought novel ” . In the following description , the 
unit “ yesterday bought novel ” included in the text data 10 is 
described as a unit ual . 
[ 0096 ] The text data 20 includes two units “ yesterday 
bought book " and " he writes novel ” . 
[ 0097 ] In the following description , a first unit “ yesterday 
bought book ” included in the text data 20 is described as a 
unit ub1 , and a second unit “ he writes novel ” is described as 
a unit ub2 . 
[ 0098 ] FIG . 7 is a table that illustrates an example of the 
word - association - degree information . FIG . 7 illustrates 
word - association - degree information 71 that is a calculation 
result of the word association degree for each combination 
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axis direction , and the unit included in the text data 20 is 
described in the horizontal axis direction . 

[ 0109 ] In the association information 81 illustrated in FIG . 
8 , the word “ yesterday ” in the unit ual is associated with the 
word " yesterday ” in the unit ub1 , and the word “ novel ” in 
the unit ual is associated with the word “ novel ” in the unit 
ub2 . The word “ bought ” in the unit ual is associated with the 
word “ bought ” in the unit ub1 . 
[ 0110 ] In FIG . 10 , the context association degree between 
the unit ual and the unit ubl is as follows : 

P ( ual - ubl ) = { P { yesterday- > yesterday ) + P ( bought 
> bought ) } } / { P ( yesterday - yesterday ) + P ( novel 
? novel ) + P ( bought - bought ) } = ( 1.0 + 1.0 ) / ( 1.0 + 1 . 
0 + 1.0 ) = 2.0 / 3.0 = 0.7 ( rounding off 0.66 ... ) 

Similarly , the context association degree between the unit 
ual and the unit ub2 is as follows : 

P ( ual- > ub2 ) = P ( ( novel - novel ) / { P ( yesterday - yes 
terday ) + P ( novel - novel ) + P ( bought - bought ) = 1 . 
0 / ( 1.0 + 1.0 + 1.0 ) = 1.0 / 3.0 = 0.3 ( rounding off 0.33 ) 

of a word included in the text data 10 and a word included 
in the text data 20 , illustrated in FIG . 6 . 
[ 0099 ] In the example of FIG . 7 , the words included in the 
text data 10 are described in the vertical axis direction , and 
the words included in the text data 20 are described in the 
horizontal axis direction . 

[ 0100 ] The words included in the text data 10 are three , 
i.e. , " yesterday ” , “ novel " , and " bought " . The words included 
in the text data 20 are six , i.e. , “ yesterday " , " book ” , 
“ bought ” , “ he ” , “ novel ” , “ writes ” . In this particular 
example , the words are arranged as " yesterday novel 
bought ” , when written in Japanese . The words are arranged 
as “ yesterday novel bought ” and “ he novel writes ” , when 
written in Japanese . For this reasons , arrangement of the 
words in FIG . 7 differs from that of the words in FIG . 6 . 
[ 0101 ] Here , the word associating unit 123 refers to the 
word vector database 110 and uses the word vectors of the 
words included in the text data 10 , the word vectors of the 
words included in the text data 20 , and Equation ( 1 ) to 
calculate the word association degree between the words . 
The word association degree between the words illustrated 
in FIG . 7 is the word association degree before being 
updated by the word - association - degree updating unit 125 
and can be said to be the default value of the word asso 
ciation degree . 
[ 0102 ] In FIG . 7 , in order to simplify the description , most 
of the word association degrees are uniformly set to 0.0 . The 
association processing unit 120 causes the word associating 
unit 123 to associate words with each other after the word 
association - degree information 71 is acquired . 
[ 0103 ] FIG . 8 is a table that illustrates an example of the 
association information . The association information 81 
illustrated in FIG . 8 represents a result of the association 
between a word included in the text data 10 and a word 
included in the text data 20 using the Gale - Shapley algo 
rithm based on the word - association - degree information 71 
of FIG . 7 . 
[ 0104 ] Then , the association processing unit 120 causes 
the word - association - degree updating unit 125 to calculate 
the context association degree for each combination of a unit 
included in the text data 10 and a unit included in the text 
data 20 . 
[ 0105 ] FIG . 9 is an example table that illustrates the 
update to the word - association - degree information . FIG . 9 
illustrates a result obtained by Equation ( 3 ) . 
[ 0106 ] For example , in a case where the unit ual is 
associated with the unit ub1 , the word association degree 
between the word “ yesterday ” in the unit ual and the word 
" yesterday ” in the unit ub1 is as follows : 

P ( yesterday- > yesterdaylualub1 ) = P ( yester 
day - yesterday ) / { P { yesterday - yesterday ) + P 
( yesterday > book ) + P ( yesterday > bought ) } } = 1 . 
0 / ( 1.0 + 0 + 0 ) = 1.0 

[ 0111 ] FIG . 11 illustrates the calculation result of the value 
of Equation ( 2 ) using the values in the above Equation ( 3 ) 
and Equation ( 4 ) . FIG . 11 is a table that illustrates an 
example of the updated word - association - degree informa 
tion . 

[ 0112 ] The word association degree for each combination 
of words illustrated in FIG . 11 is the word association degree 
updated according to Equation ( 2 ) . That is , FIG . 11 illus 
trates word - association - degree information 71A that is 
obtained by updating the word - association - degree informa 
tion 71 illustrated in FIG . 7 by using Equation ( 2 ) . 
[ 0113 ] According to the present embodiment , the word 
“ novel ” included in the unit ual is associated with not the 
word “ novel ” included in the unit ub1 but the word " book " 
included in the unit ub2 as a result of the association 
between the words by the word associating unit 123 based 
on the updated word - association - degree information 71A . 
[ 0114 ] That is , the present embodiment makes it possible 
to use the word association degree that is based on the 
context association degree between the units to which words 
belong as obtained by Equation ( 4 ) , as well as the word 
association degree between the words themselves as 
obtained by Equation ( 1 ) . 
[ 0115 ] According to the present embodiment , the word 
“ novel ” appearing in the context “ yesterday bought novel ” 
may be associated with “ book ” that appears in the context 
" yesterday bought book ” , which is similar as compared with 
the context “ he writes novel ” , and that has a high word 
association degree with the word “ novel ” . Thus , according 
to the present embodiment , words may be appropriately 
associated with each other . 

[ 0116 ] Although the word association degree is calculated 
by using the word vector stored in the word vector database 
110 according to the present embodiment , there is no limi 
tation on the value serving as the word association degree . 
The word association degree may be any word association 
degree indicating the degree ( index ) of easiness of associa 
tion between words . The word association degree may 
indicate , for example , the degree of similarity in the shape 
of a character included in a word , the appearance position in 
a context , the number of characters , or the type of character . 
[ 0117 ] Next , referring to FIG . 12 , a display example of a 
result of the word association using the association result 
information 30 according to the present embodiment is 

[ 0107 ] In a case where the unit ual is associated with the 
unit ub2 , the word association degree between the word 
" yesterday ” in the unit ual and the word “ he ” in the unit ub2 
is as follows : 

P ( yesterday — he ual- > ub2 ) = P ( yesterday- > he ) / { P 
( yesterday - he ) + P ( yesterday - novel ) + P ( yester 
day- > write ) } = 0.31 ( 0.3 + 0 + 0 ) = 1.0 

[ 0108 ] FIG . 10 is an example table that illustrates the 
update to the word - association - degree information . FIG . 10 
illustrates a result obtained by Equation ( 4 ) . In FIG . 10 , the 
unit included in the text data 10 is described in the vertical 
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described . FIG . 12 is a diagram that illustrates a display 
example using the association result information . 
[ 0118 ] A screen 201 illustrated in FIG . 12 may be , for 
example , a screen displayed on the output device 12 , or the 
like , of the language processing apparatus 100 , or a screen 
displayed on a terminal device , or the like , which commu 
nicates with the language processing apparatus 100 . 
[ 0119 ] The screen 201 presents display fields 202 and 203 
for displaying two sets of input text data , respectively , and 
a message 204 indicating that sentences including the asso 
ciated words are highlighted in the respective sets of text 
data . 
[ 0120 ] The display field 202 displays text data AA . The 
text data AA includes units 211 , 212 , and 213. The display 
field 203 displays text data BB . The text data BB includes 
units 221 and 222 . 

[ 0121 ] In the example of FIG . 12 , the unit 211 of the text 
data AA and the unit 222 of the text data BB are highlighted . 
That is , it is understood that , in the example of FIG . 12 , a 
word included in the unit 211 of the text data AA and a word 
included in the unit 222 of the text data BB are associated 
with each other . 

[ 0122 ] Thus , the screen 201 allows the viewer of the 
screen 201 to view that , in the text data AA and the text data 
BB , the unit 211 and the unit 222 are contexts having a 
similar meaning . 
[ 0123 ] Although highlighting is applied on a per - unit basis 
in the example of FIG . 12 , the present invention is not 
limited thereto . According to the present embodiment , two 
associated words may be displayed with markers in the same 
color in the association result information 30. A word 
included in the highlighted unit may be displayed with a 
marker in a color different from the color of the marker 
attached to the unit . 

[ 0124 ] In the example of FIG . 12 , when , for instance , the 
word " weather ” in the unit 211 and the " weather ” in the unit 
222 are associated with each other in the association result 
information 30 , these two words may be highlighted with a 
display form ( including character style , font , etc. ) different 
from the markers attached to the units 211 and 222 . 

[ 0125 ] Next , a system configuration of a language pro 
cessing system having the language processing apparatus 
100 according to the present embodiment is described . FIG . 
13 is a diagram that illustrates an example of a system 
configuration of a system including the language processing 
apparatus of FIG . 1 . 
[ 0126 ] The language processing system 200 illustrated in 
FIG . 13 includes the language processing apparatus 100 and 
a terminal device 300. The terminal device 300 is connected 
to the language processing apparatus 100 via a network , or 
the like . 

[ 0127 ] In the language processing system 200 , the lan 
guage processing apparatus 100 executes a process of the 
association processing unit 120 based on the text data 10 and 
the text data 20 in response to the reception of the text data 
10 and the text data 20 from , for example , the terminal 
device 300. The output unit 130 outputs the association 
result information 30 acquired as a result of the process of 
the association processing unit 120 to the terminal device 
300 . 

[ 0128 ] The text data 10 and the text data 20 received from 
the terminal device 300 may be received in advance as two 
text files or may be received as one text file . 

[ 0129 ] The above - described embodiments are illustrative 
and do not limit the present invention . Thus , numerous 
additional modifications and variations are possible in light 
of the above teachings . For example , elements and / or fea 
tures of different illustrative embodiments may be combined 
with each other and / or substituted for each other within the 
scope of the present invention . 
[ 0130 ] The present invention can be implemented in any 
convenient form , for example using dedicated hardware , or 
a mixture of dedicated hardware and software . The present 
invention may be implemented as computer software imple 
mented by one or more networked processing apparatuses . 
The processing apparatuses include any suitably pro 
grammed apparatuses such as a general purpose computer , 
personal digital assistant , mobile telephone ( such as a WAP 
or 3G - compliant phone , and so on . Since the present inven 
tion can be implemented as software , each and every aspect 
of the present invention thus encompasses computer soft 
ware implementable on a programmable device . The com 
puter software can be provided to the programmable device 
using any conventional carrier medium ( carrier means ) . The 
carrier medium includes a transient carrier medium such as 
an electrical , optical , microwave , acoustic or radio fre 
quency signal carrying the computer code . An example of 
such a transient medium is a TCP / IP signal carrying com 
puter code over an IP network , such as the Internet . The 
carrier medium may also include a storage medium for 
storing processor readable code such as a floppy disk , hard 
disk , CD ROM , magnetic tape device or solid state memory 
device . 

[ 0131 ] Each of the functions of the described embodi 
ments may be implemented by one or more processing 
circuits or circuitry . Processing circuitry includes a pro 
grammed processor , as a processor includes circuitry . A 
processing circuit also includes devices such as an applica 
tion specific integrated circuit ( ASIC ) , digital signal proces 
sor ( DSP ) , field programmable gate array ( FPGA ) , and 
conventional circuit components arranged to perform the 
recited functions . 

[ 0132 ] This patent application is based on and claims 
priority pursuant to Japanese Patent Application No. 2018 
186005 , filed on Sep. 28 , 2018 , in the Japan Patent Office , 
the entire disclosure of which is hereby incorporated by 
reference herein . 

REFERENCE SIGNS LIST 

[ 0133 ] 10 , 20 text data 
[ 0134 ] 100 language processing apparatus 
[ 0135 ] 110 word vector database 
[ 0136 ] 120 association processing unit 
[ 0137 ] 121 input receiving unit 
[ 0138 ] 122 word - association - degree calculating unit 
[ 0139 ] 123 word associating unit 
[ 0140 ] 124 association - history storing unit 
[ 0141 ] 125 word - association - degree updating unit 
[ 0142 ] 126 termination determining unit 
[ 0143 ] 128 association history information 
[ 0144 ] 130 output unit 
1. A computer - implemented method of processing lan 

guage , the method comprising : 
calculating a value indicating a degree of easiness of 

association between words with regard to one or more 
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combinations of words in a first word group included in 
first text data and a second word group included in 
second text data ; 

associating a first word and a second word based on the 
value indicating the degree of easiness of association ; 

calculating a value indicating a degree of easiness of 
association between word groups with regard to a word 
group in the first text data including the first word and 
a word group in the second text data including the 
second word , using a result of the associating and the 
value indicating the degree of easiness of association 
between the words ; and 

updating the value indicating the degree of easiness of 
association between the words by using the value 
indicating the degree of easiness of association between 
the word groups . 

2. The computer - implemented method according to claim 
1 , further comprising : 

outputting a result of the associating when the result of the 
associating satisfies a termination condition . 

3. The computer - implemented method according to claim 
2 , wherein the termination condition is a condition in which 
a result of an association between the first word and the 
second word based on the updated value indicating the 
degree of easiness of association between the words matches 
a result before update . 

4. The computer - implemented method according to claim 
1 , wherein the word group is any of text data indicating a 
context including a plurality of words , one sentence , and a 
group of sentences . 

5. A non - transitory computer - readable recording medium 
storing a computer readable code for controlling a computer 
system to perform a method comprising : 

calculating a value indicating a degree of easiness of 
association between words with regard to one or more 
combinations of words in a first word group included in 
first text data and a second word group included in 
second text data ; 

associating a first word and a second word based on the 
value indicating the degree of easiness of association ; 

calculating a value indicating a degree of easiness of 
association between word groups with regard to a word 
group in the first text data including the first word and 
a word group in the second text data including the 

second word , using a result of the associating and the 
value indicating the degree of easiness of association 
between the words ; and 

updating the value indicating the degree of easiness of 
association between the words by using the value 
indicating the degree of easiness of association between 
the word groups . 

6. ( canceled ) 
7. A language processing apparatus , comprising : 
processing circuitry configured to 

calculate a value indicating a degree of easiness of 
association between words with regard to one or 
more combinations of words in a first word group 
included in first text data and a second word group 
included in second text data ; 

associate a first word and a second word based on the 
value indicating the degree of easiness of associa 
tion ; and 

calculate a value indicating a degree of easiness of 
association between word groups with regard to a 
word group in the first text data including the first 
word and a word group in the second text data 
including the second word , using a result of the 
associating and the value indicating the degree of 
easiness of association between the words , and 
updating the value indicating the degree of easiness 
of association between the words by using the value 
indicating the degree of easiness of association 
between the word groups . 

8. The computer - readable recording medium of claim 5 , 
wherein the method further comprises : 

outputting a result of the associating when the result of the 
associating satisfies a termination condition . 

9. The computer - readable recording medium of claim 5 , 
wherein the termination condition is a condition in which a 
result of an association between the first word and the 
second word based on the updated value indicating the 
degree of easiness of association between the words matches 
a result before update . 

10. The computer - readable recording medium of claim 5 , 
wherein the word group is any of text data indicating a 
context including a plurality of words , one sentence , and a 
group of sentences . 


