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(57) ABSTRACT

An image capture device assembly includes: a light source
110 that emits a reference light pattern; an image capture
device 120; and a control device 130 that controls the light
source and the image capture device. The light source 110
emits the reference light pattern to a subject 140 with high
brightness and low brightness, respectively, under the con-
trol of the control device 130, the image capture device 120
captures an image of the reference light pattern and the
subject 140 in a high brightness irradiation state and outputs
a first image signal to the control device 130, or captures an
image of at least the subject 140 in a low brightness
irradiation state and outputs a second image signal to the
control device 130, and the control device 130 generates a
reference light pattern image signal from a difference
between the first image signal and the second image signal.
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CAPTURE DEVICE ASSEMBLY,
THREE-DIMENSIONAL SHAPE
MEASUREMENT DEVICE, AND MOTION
DETECTION DEVICE

TECHNICAL FIELD

[0001] The present disclosure relates to an image capture
device assembly, a three-dimensional shape measurement
device, and a motion detection device.

BACKGROUND ART

[0002] As a method for measuring a distance to a subject
or measuring a three-dimensional shape of the subject in a
non-contact manner, a stereo method for performing mea-
surement using two image capture devices provided in
parallel and the principle of triangulation, and an active
stereo method for performing measurement using one light
source and one image capture device provided in parallel are
known (for the latter one, see Patent Literature 1). Specifi-
cally, in the active stereo method, for example, a reference
light pattern based on infrared light is emitted from a light
source that includes a laser device, and a subject is irradiated
with the reference light pattern. As the reference light
pattern, for example, a line and space pattern, a grid pattern,
or a dot pattern may be used. Further, an image of the subject
irradiated with the reference light pattern is captured by an
image capture device. Here, as shown in a conceptual
diagram of FIG. 14A, when a distance between a light
source and an image capture device (the length of a base
line) is L, an angle formed by emission light (light beams)
that is irradiated to a subject and the base line is a, an angle
formed by a straight line that connects a portion of the
subject with which the emission light collides and the image
capture device and the base line is 3, the light source is
disposed at the origin (0, 0) of a coordinate system, and
coordinates of the portion of the subject with which the light
beams collide are (X, y), (X, y) is represented as the following
expression (A). Further, the stereo method is a method for
using two image capture devices, in which the light source
in the active stereo method is replaced with one image
capture device, but as shown in a conceptual diagram of
FIG. 14B, a method having a configuration in which the light
source is separately provided may be conceived.

x=L-tan(B)/{(tan(o)+tan(p))

y=L-tan(p)tan(c)/{tan(cy+tan()} )

CITATION LIST

Patent Literature

[0003] Patent Literature 1: JP 2007-183181A
DISCLOSURE OF INVENTION
Technical Problem
[0004] However, in the active stereo method or the stereo

method using the reference light pattern, it is necessary to
obtain the reference light pattern irradiated to the subject as
image data by the image capture device. However, a prob-
lem that it is difficult to obtain the image data of the
reference light pattern irradiated to the subject due to the
influence of ambient light (sunlight, indoor lighting, or the
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like) frequently occurs. Even if the sensitivity of the image
capture device is increased, since the sensitivity of the image
capture device with respect to the ambient light is also
increased, this cannot be a radical solution. A method for
removing light having the same wavelength as the wave-
length of light emitted from a light source from ambient light
using a filter may also be considered, but there is a limit in
a band of the filter, and it is difficult to remove such light
from the ambient light with high efficiency. In a method for
increasing the brightness of a light source, there is a problem
in that power consumption of the light source is increased,
and in that a reference light pattern is visually recognized
according to circumstances.

[0005] Accordingly, an object of the present disclosure is
to provide an image capture device assembly capable of
reliably obtaining a reference light pattern irradiated to a
subject as image data by an image capture device without
being influenced by ambient light in an active stereo method
or a stereo method using the reference light pattern, a
three-dimensional shape measurement device and a motion
detection device using the image capture device assembly.

Solution to Problem

[0006] In order to achieve the above-mentioned described
object, an image capture device assembly according to a first
aspect of the present disclosure includes:

[0007] alight source that emits a reference light pattern;
[0008] an image capture device; and
[0009] acontrol device that controls the light source and

the image capture device.
[0010] The light source emits the reference light pattern to
a subject with high brightness and low brightness, respec-
tively, under the control of the control device,

[0011] the image capture device captures an image of
the reference light pattern and the subject in a high
brightness irradiation state and outputs a first image
signal to the control device, or captures an image of at
least the subject in a low brightness irradiation state and
outputs a second image signal to the control device, and

[0012] the control device generates a reference light
pattern image signal from a difference between the first
image signal and the second image signal.

[0013] In order to achieve the above-mentioned object, an
image capture device assembly according to a second aspect
of the present disclosure includes:

[0014] a light source that emits a polarized reference
light pattern;

[0015] an image capture device; and

[0016] a control device that controls the light source and
the image capture device.

[0017] The image capture device includes a first polarizer
having a polarization axis in a direction parallel to a polar-
ization direction of the reference light pattern, and a second
polarizer having a polarization axis in a direction perpen-
dicular to the polarization direction of the reference light
pattern,

[0018] the image capture device outputs a first image
signal obtained on a basis of polarized light passed
through the first polarizer to the control device, and
outputs a second image signal obtained on a basis of
polarized light passed through the second polarizer to
the control device, and
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[0019] the control device generates a reference light
pattern image signal from a difference between the first
image signal and the second image signal.

[0020] In order to achieve the above-mentioned object, a
three-dimensional shape measurement device of the present
disclosure includes an image capture device assembly
according to the first and second aspects of the present
disclosure.

[0021] In order to achieve the above-mentioned object, a
motion detection device of the present disclosure includes
the image capture device assembly according to the first and
second aspects of the present disclosure.

Advantageous Effects of Invention

[0022] According to the image capture device assembly
according to the first aspect or the second aspect of the
present disclosure, the three-dimensional shape measure-
ment device and the motion detection device of the present
disclosure including the image capture device assembly
according to the first aspect or the second aspect of the
present disclosure, since a reference light pattern image
signal is generated from a difference between a first image
signal and a second image signal, it is possible to remove the
influence of ambient light from the reference light pattern
image signal. Effects disclosed in the present specification
are not limitative but illustrative, and additional effects may
be achieved.

BRIEF DESCRIPTION OF DRAWINGS

[0023] FIG. 1A is a conceptual diagram showing an image
capture device assembly (an image capture device assembly
according to a first aspect of the present disclosure) accord-
ing to Example 1, and FIG. 1B is a conceptual diagram
showing an image captured device assembly according to
Example 2.

[0024] FIGS. 2A and 2B are diagrams schematically
showing a state in which a first image signal is acquired and
a state in which a second image signal is acquired, respec-
tively, in the image capture device assembly according to
Example 1.

[0025] FIGS. 3A and 3B are diagrams schematically
showing a state in which a first image signal is acquired and
a state in which a second image signal is acquired, respec-
tively, in the image capture device assembly according to
Example 2.

[0026] FIG. 4A is a conceptual diagram showing an image
capture device assembly (an image capture device assembly
according to a second aspect of the present disclosure)
according to Example 4, and FIG. 4B is a conceptual
diagram showing an image captured device assembly
according to Example 5.

[0027] FIGS. 5A and 5B are diagrams schematically
showing a state in which a first image signal is acquired and
a state in which a second image signal is acquired, respec-
tively, in the image capture device assembly according to
Example 4.

[0028] FIGS. 6A and 6B are diagrams schematically
showing a state in which a first image signal is acquired and
a state in which a second image signal is acquired, respec-
tively, in the image capture device assembly according to
Example 5.

[0029] FIG. 7 is a conceptual diagram showing an image
capture device assembly according to Example 6, which is
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a diagram schematically showing a state in which a first
image signal is acquired and a state in which a second image
signal is acquired.

[0030] FIGS. 8A and 8B are a conceptual diagram show-
ing the image capture device assembly according to
Example 4 and a diagram schematically showing a state of
polarization using a first polarizer and a second polarizer,
respectively.

[0031] FIGS. 9A and 9B are a partial sectional view
schematically showing an image capture element in an
image capture device that forms the image capture device
assembly according to Example 4 and a diagram schemati-
cally showing an arrangement state of wire grid polarizers.
[0032] FIG. 10 is a conceptual diagram showing an image
capture element array having a Bayer array in the image
capture device that forms the image capture device assembly
according to Example 4.

[0033] FIGS. 11A, 11B, and 11C are diagrams schemati-
cally showing image capture times T, and T, per image
capture frame.

[0034] FIGS. 12A and 12B are diagrams schematically
showing image capture times T, and T, per image capture
frame.

[0035] FIGS. 13A and 13B are diagrams schematically
showing image capture times T, and T, per image capture
frame.

[0036] FIGS. 14A and 14B are conceptual diagrams show-
ing arrangements of image capture devices or the like for
describing an active stereo method and a stereo method,
respectively.

MODES FOR CARRYING OUT THE
INVENTION

[0037] Hereinafter, the present disclosure will be
described on the basis of examples with reference to the
appended drawings. The present disclosure is not limited to
the examples, and the various numeric values and materials
shown in the examples are illustrative. Note that description
will be provided in the following order.

[0038] 1. Overall description of image capture device
assemblies according to first and second aspects of the
present disclosure, three-dimensional shape measurement
device of the present disclosure, and motion detection
device of the present disclosure

[0039] 2. Example 1 (image capture device assembly
according to first aspect of the present disclosure)

[0040] 3. Example 2 (modification of Example 1)

[0041] 4. Example 3 (modifications of Example 1 and
Example 2)

[0042] 5. Example 4 (image capture device assembly

according to second aspect of the present disclosure)

[0043] 6. Example 5 (modification of Example 4)
[0044] 7. Example 6 (another modification of Example 4)
[0045] 8. Others

<Overall Description of Image Capture Device Assemblies
According to First and Second Aspects of the Present
Disclosure, Three-Dimensional Shape Measurement Device
of the Present Disclosure, and Motion Detection Device of
the Present Disclosure>

[0046] Image capture device assembles according to a first
aspect and a second aspect of the present disclosure, or the
image capture device assemblies according to the first aspect
and the second aspect of the present disclosure provided in
a three-dimensional shape measurement device of the pres-
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ent disclosure and a motion detection device of the present
disclosure may be collectively referred to as an “image
capture device assembly and the like of the present disclo-
sure”. The image capture device assembly according to the
first aspect of the present disclosure, or the image capture
device assembly according to the first aspect of the present
disclosure provided in the three-dimensional shape measure-
ment device of the present disclosure and the motion detec-
tion device of the present disclosure may be collectively
referred to as an “image capture device assembly and the
like according to the first aspect of the present disclosure”.
Further, the image capture device assembly according to the
second aspect of the present disclosure, or the image capture
device assembly according to the second aspect of the
present disclosure provided in the three-dimensional shape
measurement device of the present disclosure and the
motion detection device of the present disclosure may be
collectively referred to as an “image capture device assem-
bly and the like according to the second aspect of the present
disclosure”.

[0047] In the image capture device assembly and the like
of the present disclosure, a control device includes a frame
memory, and may be configured to store one of a first image
signal and a second image signal in the frame memory. The
frame memory may employ a frame memory having a
configuration and a structure which are known. Here, in
order to generate a reference light pattern image signal from
a difference between the first image signal and the second
image signal, hardware which serves as the frame memory
may be used, but the present disclosure is not limited thereto.
Instead, the difference between the first image signal and the
second image signal may be calculated by software-based
computing.

[0048] In the image capture device assembly and the like
according to the first aspect of the present disclosure includ-
ing the above-mentioned preferable form, when an image
capture time in image capturing a reference light pattern and
a subject in a high brightness irradiation state is represented
as T,, and an image capture time in image capturing at least
the subject in a low brightness irradiation state is represented
as T,, T,>T, may be satisfied. On the basis of an instruction
from a user of the image capture device assembly, the image
capture times T, and T, may be made variable, or the ratio
of T, and T, may be made variable.

[0049] Alternatively, in the image capture device assem-
bly and the like according to the first aspect of the present
disclosure including the above-mentioned preferable con-
figuration, one image capture frame may be divided into a
plurality of periods, one period in the plurality of periods
may be set to be in the low brightness irradiation state, and
the remaining periods may be set to be in the high brightness
irradiation state. Further, in this case, although it is not
limitative, the image capture frame rate may be 30 frames
per second, and one image capture frame may be divided
into two or more periods (for example, two to four).

[0050] In this present specification, “one image capture
frame” means one image capture frame for generating a
reference light pattern image signal from a difference
between a first image signal and a second image signal, and
does not mean the number of images per second for obtain-
ing a video image. This is similarly applied to an image
capture device assembly and the like according to the second
aspect of the present disclosure.
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[0051] Alternatively, in the image capture device assem-
bly and the like according to the first aspect of the present
disclosure including the above-described preferred form, an
image capture period during which the image of the refer-
ence light pattern and the subject is captured in the high
brightness irradiation state and an image capture period
during which the image of at least the subject is captured in
the low brightness irradiation state may be repeated, and the
former image capture period may be longer than the latter
image capture period.

[0052] Further, in the image capture device assembly and
the like according to the first aspect of the present disclosure
including the above-described various preferred forms and
configurations, the image capture device may include image
capture elements which are arranged in a first direction and
a second direction in a two-dimensional matrix form, the
image capture device may include a rolling shutter mecha-
nism, and the control device may control the light source and
the image capture device so that all the image capture
elements capture the image of the reference light pattern and
the subject in the high brightness irradiation state and output
the first image signal thereto, and so that all the image
capture elements capture the image of at least the subject in
the low brightness irradiation state and output the second
image signal thereto.

[0053] In the image capture device assembly and the like
according to the first aspect of the present disclosure includ-
ing the preferred forms and configurations, the light source
may be in an operation state (that is, in a state in which the
light source emits a reference light pattern) in the high
brightness irradiation state and may be in a non-operation
state (that is, in a state in which the light source does not
emit the reference light pattern) in the low brightness
irradiation state. The brightness of the reference light pattern
emitted from the light source (the light intensity of the light
emitted by the light source) may be appropriately deter-
mined through various tests. Alternatively, a user may
switch or change the brightness of the reference light pattern
emitted from the light source (the light intensity of light
emitted by the light source) by performing switching
between an indoor mode and an outdoor mode, for example.
Even if the light source is set to be in the operation state (that
is, in a state in which the light source emits the reference
light pattern) in the low brightness irradiation state, if the
high brightness irradiation state or the low brightness irra-
diation state is appropriately selected, it is possible to
remove the influence of ambient light from a reference light
pattern image signal by calculating the difference between
the first image signal and the second image signal.

[0054] In the image capture device assembly and the like
according to the first aspect of the present disclosure includ-
ing the above-described various preferred forms and con-
figurations, one image capture device may be provided, and
the image capture device may be configured by a stereo
image capture device. Further, in an image capture device
assembly and the like according to the second aspect of the
present disclosure including the above-described various
preferred forms and configurations, one image capture
device may be provided, and the image capture device may
include a first polarizer and a second polarizer. Alternatively,
two image capture device may be provided, in which one
image capture device may include the first polarizer, and the
other image capture device may include the second polar-
izer. Further, the polarizers may not be provided.
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[0055] A three-dimensional shape estimation device of the
present disclosure including the above-described various
preferred forms and configurations further includes a com-
puting unit, in which the computing unit may calculate a
three-dimensional shape of a subject from a reference light
pattern image signal.

[0056] Also, a motion detection device of the present
disclosure including the above-described various preferred
forms and configurations may further include a computing
unit. The computing unit may calculate a three-dimensional
shape of a subject from a reference light pattern image
signal, may extract a characteristic point of the subject from
the calculated three-dimensional shape, may calculate the
position of the characteristic point of the subject, and may
detect a motion of the subject from change in the position of
the calculated characteristic point.

[0057] In the image capture device assembly and the like
of the present disclosure including the above-described
various preferred forms and configurations, it is preferable
that the light source be a light source that emits infrared light
having a wavelength of 780 nm to 980 nm, for example, but
this is not limited thereto. The light source may be config-
ured by a semiconductor laser device, and a semiconductor
light emitting device such as a light emitting diode (LED),
or a super luminescent diode (SLD). The light source may be
continuously driven during irradiation depending on a form
of the light emitting device that forms the light source, or
may be pulse-driven. A duty ratio in the case of pulse-
driving may be appropriately determined.

[0058] As reference light pattern, for example, a line and
space shape pattern, a grid pattern, or a dot pattern may be
used, but this is not limited thereto, and an arbitrary pattern
may be substantially used. In order to obtain the line and
space shape pattern, the grid pattern, and the dot pattern, for
example, a diffraction grating or the like may be disposed on
a light emission side of the light source, and the pattern may
be generated by an MEMS mirror. Alternatively, a density
gradient pattern, a checkered grid pattern, a conical pattern,
or the like may be used. In order to obtain a polarized
reference light pattern, a polarizer may be disposed on the
light emission side of the light source. In a case in which
light itself emitted from the light source is polarized, a
polarizer may not be disposed on the light emission side of
the light source. Generally, light whose vibration direction is
only a specific direction is referred to as “polarized light”,
and the vibration direction is referred to as a “polarization
direction” or a “polarization axis”.

[0059] In the image capture device assembly and the like
of the present disclosure, the image capture device may
employ a known image capture device including a charge
coupled device (CCD) type image capture clement, a
complementary metal oxide semiconductor (CMOS) type
image capture element, a charge modulation device (CMD)
type signal amplification image capture element, or an
image capture element (an image sensor) called a contact
image sensor (CIS) image, for example. The image capture
device may include an image capture element suitable for
capturing an image of a subject and an image capture
element suitable for capturing an image of a reference light
pattern, and for example, may be configured by a combina-
tion of an image capture element that detects red light, an
image capture element that detects green light, an image
capture element that detects blue light, and an image capture
element that detects infrared light. The image capture device
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itself may have a configuration and a structure which are
known. Further, the image capture device may employ a
surface irradiation type solid-state image capture device or
a backside irradiation type solid-state image capture device,
and for example, may be configured by a digital still camera,
a video camera, or a camcorder. The image capture device
may include an image capture element capable of converting
light having the above-mentioned wavelength into a signal
(specifically, for example, an image capture element that
receives infrared light). The image capture device may
further include an image capture element that receives red
light, an image capture element that receives green light, an
image capture element that receives blue light, and the like,
in addition to the image capture element that receives
infrared light. In measurement of a three-dimensional shape
of a subject irradiated with a reference light pattern, or in
detection of a motion thereof, at the minimum, image
capturing may be performed at a wavelength of the reference
light pattern (for example, infrared light). Here, by further
including the image capture element that receives red light,
the image capture element that receives green light, the
image capture element that receives blue light, and the like,
in addition to the image capture element that receive infrared
light, it is possible to enhance the accuracy of measurement
or detection, and to perform the capturing of the image of the
subject simultaneously with the measurement of the three-
dimensional shape or the detection of the motion.

[0060] In the image capture device assembly and the like
according to the first aspect of the present disclosure, in a
form where one image capture device is provided, a distance
from an image capture device to a subject, a two-dimen-
sional shape or a three-dimensional shape of the subject, a
motion of the subject, and the like may be calculated on the
basis of an active stereo method. Further, in a form in which
two image capture devices are provided, a distance from an
image capture device to a subject, a two-dimensional shape
or a three-dimensional shape of the subject, a motion of the
subject, and the like may be calculated on the basis of a
stereo method. In the image capture device assembly and the
like according to the second aspect of the present disclosure,
in a form in which one image capture device is provided, a
distance from an image capture device to a subject, a
two-dimensional shape or a three-dimensional shape of the
subject, a motion of the subject, and the like may be
calculated on the basis of an active stereo method. Further,
in a form in which two image capture devices are provided
and each of two image capture devices includes a first
polarizer and a second polarizer, a distance from one image
capture device to a subject, a two-dimensional shape or a
three-dimensional shape of the subject, a motion of the
subject, and the like may be calculated on the basis of an
active stereo method or a stereo method. Furthermore, in a
form in which two image capture devices are provided and
one image capture device includes a first polarizer and the
other image capture device includes a second polarizer, a
distance from one image capture device to a subject, a
two-dimensional shape or a three-dimensional shape of the
subject, a motion of the subject, and the like may be
calculated on the basis of a stereo method. In the image
capture device assembly according to the first aspect or the
second aspect of the present disclosure, a so-called shutter
mechanism may be any one of a global shutter mechanism
and a rolling shutter mechanism.
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[0061] In a preferable form of the image capture device
assembly and the like of the present disclosure, as described
above, it is preferable that the image capture times T, and T,
satisfy T,>T,, and thus, it is possible to achieve reduction of
the brightness (the light intensity of the light emitted by the
light source) of the reference light pattern emitted from the
light source. Here, the present disclosure is not limited
thereto, and for example, the image capture times T, and T,
satisfy may be set to satisfy T,/T,=1. The image capture
times T, and T, may be determined on the basis of a
specification of an image capture device.

[0062] The image capture device may include a filter that
transmits light having the same wavelength as the wave-
length of light emitted from the light source. In a case in
which a subject is irradiated with a reference light pattern
having a predetermined wavelength (for example, a wave-
length of about 850 nm), and in a case in which a three-
dimensional shape of the irradiated subject is measured or a
motion thereof is detected, at the minimum, it is sufficient
for an image capture device to be able to capture an image
of only a predetermined wavelength component (a wave-
length component of the reference light pattern). Accord-
ingly, a wavelength selection filter having a desired charac-
teristic, for example, a band pass filter that transmits only
light having a wavelength of about 850 nm may be provided
on an incident light side of the image capture device. Thus,
it is possible to reduce the influence of a wavelength
component other than 850 nm in ambient light as much as
possible, and to realize a three-dimensional measurement
device or a motion detection device less influenced by the
ambient light. The characteristic of the wavelength selection
filter is not limited to the band pass filter, and may be
appropriately determined according to a wavelength profile
of ambient light or a frequency characteristic of an image
capture device.

[0063] The subject is basically arbitrary. The image cap-
ture device assembly and the like of the present disclosure
may be used outdoor or indoor. The image capture device
assembly and the like of the present disclosure may be
applied to a motion sensor, a monitoring camera system, a
depth sensor, a three-dimensional shape sensor, a two-
dimensional shape sensor, a three-dimensional position sen-
sor, a two-dimensional position sensor, a distance sensor, a
range sensor, a vehicle collision prevention sensor, a quality
management, or a quality inspection system, for example.

[0064] From a viewpoint of an image capture method, an
image capture method according to a first aspect is substan-
tially an image capture method using the image capture
device assembly according to the first aspect of the present
disclosure, and includes irradiating a subject with a refer-
ence light pattern with high brightness and low brightness,
respectively; capturing an image of the reference light
pattern and the subject in a high brightness irradiation state
to obtain a first image signal, and capturing an image of at
least the subject in a low brightness irradiation state to obtain
a second image signal; and generating a reference light
pattern image signal from a difference between the first
image signal and the second image signal.

[0065] Further, an image capture method according to a
second aspect is substantially an image capture method
using the image capture device assembly according to the
second aspect of the present disclosure, and includes irra-
diating a subject with a polarized reference light pattern;
obtaining a first image signal on the basis of polarized light
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which is polarized in a direction parallel to a polarization
direction of the reference light pattern, and obtaining a
second image signal on the basis of polarized light which is
polarized in a direction perpendicular to the polarization
direction of the reference light pattern or light that does not
depend on the polarization direction; and generating a
reference light pattern image signal from a difference
between the first image signal and the second image signal.
[0066] From a viewpoint of a three-dimensional shape
measurement method, a three-dimensional shape measure-
ment method according to a first aspect is substantially a
three-dimensional shape measurement method using the
image capture device assembly according to the first aspect
of the present disclosure, and includes irradiating a subject
with a reference light pattern with high brightness and low
brightness, respectively; capturing an image of the reference
light pattern and the subject in a high brightness irradiation
state to obtain a first image signal, and capturing an image
of at least the subject in a low brightness irradiation state to
obtain a second image signal; generating a reference light
pattern image signal from a difference between the first
image signal and the second image signal; and calculating a
three-dimensional shape from the reference light pattern
image signal.

[0067] Further, a three-dimensional shape measurement
method according to a second aspect is substantially a
three-dimensional shape measurement method using the
image capture device assembly according to the second
aspect of the present disclosure, and includes irradiating a
subject with a polarized reference light pattern; obtaining a
first image signal on the basis of polarized light which is
polarized in a direction parallel to a polarization direction of
the reference light pattern, and obtaining a second image
signal on the basis of polarized light which is polarized in a
direction perpendicular to the polarization direction of the
reference light pattern or light that does not depend on the
polarization direction; generating a reference light pattern
image signal from a difference between the first image signal
and the second image signal; and calculating a three-dimen-
sional shape from the reference light pattern image signal.
[0068] From a viewpoint of a motion detection method, a
motion detection method according to a first aspect is
substantially a motion detection method using the image
capture device assembly according to the first aspect of the
present disclosure, and includes irradiating a subject with a
reference light pattern with high brightness or low bright-
ness, respectively; sequentially capturing an image of the
reference light pattern and the subject in a high brightness
irradiation state to sequentially obtain a first image signal,
and sequentially capturing an image of at least the subject in
a low brightness irradiation state to sequentially obtain a
second image signal; sequentially generating a reference
light pattern image signal from a difference between the first
image signal and the second image signal; and sequentially
calculating a three-dimensional shape of the subject on the
basis of the reference light pattern image signal, sequentially
extracting a characteristic point of the subject from the
calculated three-dimensional shape, sequentially calculating
a position of the characteristic point of the subject, and
detecting a motion of the subject from change in the position
of the calculated characteristic point.

[0069] Further, a motion detection method according to a
second aspect is substantially a motion detection method
using the image capture device assembly according to the
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second aspect of the present disclosure, and includes irra-
diating a subject with a polarized reference light pattern;
sequentially obtaining a first image signal on the basis of
polarized light which is polarized in a direction parallel to a
polarization direction of the reference light pattern, and
sequentially obtaining a second image signal on the basis of
polarized light which is polarized in a direction perpendicu-
lar to the polarization direction of the reference light pattern
or light that does not depend on the polarization direction;
sequentially generating a reference light pattern image sig-
nal from a difference between the first image signal and the
second image signal; and sequentially calculating a three-
dimensional shape of the subject on the basis of the refer-
ence light pattern image signal, sequentially extracting a
characteristic point of the subject from the calculated three-
dimensional shape, sequentially calculating a position of the
characteristic point of the subject, and detecting a motion of
the subject from change in the position of the calculated
characteristic point.

Example 1

[0070] Example 1 relates to the image capture device
assembly according to the first aspect of the present disclo-
sure, the three-dimensional shape measurement device of
the present disclosure, and the motion detection device of
the present disclosure.

[0071] As shown in a conceptual diagram of FIG. 1A, an
image capture device assembly 100, of Example 1 includes
a light source 110 that emits a reference light pattern
(indicated by a plurality of dotted lines that extend in a
lateral direction in the figure), an image capture device 120,
and a control device 130 that controls the light source 110
and the image capture device 120. Further, under the control
of the control device 130, the light source 110 emits the
reference light pattern toward a subject 140 with high
brightness and with low brightness, respectively (see FIGS.
2A and 2B). The image capture device 120 captures an
image of the reference light pattern and the subject 140 in a
high brightness irradiation state and outputs a first image
signal to the control device 130. The image capture device
120 captures an image of at least the subject 140 in a low
brightness irradiation state and outputs a second image
signal to the control device 130. The control device 130
generates a reference light pattern image signal from a
difference between the first image signal and the second
image signal.

[0072] The three-dimensional shape measurement device
and the motion detection device of Example 1 include the
image capture device assembly of Example 1. Here, the
three-dimensional shape measurement device of the present
disclosure further includes a computing unit, and the com-
puting unit calculates a three-dimensional shape of the
subject from the reference light pattern image signal. Fur-
ther, the motion detection device of Example 1 further
includes a computing unit, and the computing unit calculates
a three-dimensional shape of the subject from the reference
light pattern signal, extracts a characteristic point of the
subject from the calculated three-dimensional shape, calcu-
lates the position of the characteristic point of the subject,
and detects a motion of the subject from change in the
position of the calculated characteristic point.

[0073] In Example 1, or in Example 2 to Example 6
(which will be described later), the control device 130 or a
control device 230 includes a frame memory 131 or 231, and
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stores any one of the first image signal and the second image
signal in the frame memory 131 or 231. The light source 110
or a light source 210 is a light source that emits infrared light
with a wavelength of 850 nm, for example, and is configured
by a semiconductor laser device. As the reference light
pattern, a line and space shape pattern is used, but the
reference light pattern is not limited thereto. In order to
obtain the line and space shape pattern, a diffraction grating
(not shown) is disposed on a light output side of the light
source 110 or 210, as necessary. The image capture device
120 or 220 is configured by a known video camera or
camcorder configured so that CMOS type image capture
elements (CMOS image sensors) are arranged in a two-
dimensional matrix form in which M elements are arranged
in a first direction (row direction) and N elements are
arranged in a second direction (column direction). Further,
the image capture device 120 or 220 is configured by a
combination of an image capture element that detects red
light, an image capture element that detects green light, an
image capture element that detects blue light, and an image
capture element that detects infrared light. Here, the present
disclosure is not limited thereto, and the image capture
device 120 or 220 may be configured by only an image
capture element that detects infrared light.

[0074] The image capture device assembly 100, of
Example 1 includes one image capture device 120. A shutter
mechanism in the image capture device 120 may be any one
of a global shutter mechanism and a rolling shutter mecha-
nism.

[0075] Hereinafter, an overview of an image capture
method using the image capture device assembly of
Example 1 will be described. In the image capture method,
for example, a distance from an image capture device to a
subject, a two-dimensional shape or a three-dimensional
shape of the subject, a motion of the subject, and the like are
calculated on the basis of an active stereo method. Further,
in the three-dimensional shape measurement device of the
present disclosure of Example 1, a three-dimensional shape
of a subject is measured on the basis of a known processing
algorithm from image data based on a reference light pattern
image signal obtained by the image capture method using
the image capture device assembly of Example 1. In the
motion detection device of Example 1, a motion of a subject
is detected on the basis of a known processing algorithm
from image data based on a reference light pattern image
signal obtained by the image capture method using the
image capture device assembly of Example 1.

[0076] Under the control of the control device 130, the
light source 110 emits a reference light pattern toward the
subject 140 with high brightness and with low brightness,
respectively. That is, the light source 110 irradiates the
subject 140 with the reference light pattern at high bright-
ness and low brightness, respectively. In Example 1, the
image capture time T, in capturing the image of the refer-
ence light pattern and the subject in the low brightness
irradiation state and the image capture time T, in capturing
the image of at least the subject in the high brightness
irradiation state are set to satisfy T,=T,, such that the image
capture times T, and T, per image capture frame are sche-
matically shown in FIGS. 11A, 11B, and 11C. These figures
show a case in which a rolling shutter mechanism is
employed as the shutter mechanism. In FIGS. 11A to 11C,
and in FIGS. 12A, 12B, 13A and 13B (which will be
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described later), each of the high brightness irradiation state
and the low brightness irradiation state is indicated by a solid
rectangle.

[0077] Here, the image capture device 120 includes image
capture elements which are arranged in a two-dimensional
matrix form in a first direction and a second direction. The
image capture device 120 includes a rolling shutter mecha-
nism, and the control device 130 controls the light source
110 and the image capture device 120 so that all the image
capture elements capture an image of a reference light
pattern and a subject in the high brightness irradiation state
and output a first image signal to the control device 130, and
so that all the image elements capture an image of at least the
subject in the low brightness irradiation state and outputs a
second image signal to the control device 130.

[0078] In the example shown in FIG. 11 A, the number of
frames of images-captured per second is set to 15 (image
capture frame rate: 15 fps) and one image capture frame
period is divided into two periods (“period-1” and “period-
2”). Further, in the examples shown in FIGS. 11B and 11C,
the number of frames of images captured per second is set
to 30 (image capture frame rate: 30 fps). In FIG. 11B, one
image capture frame period is divided into two periods
(“period-1” and “period-27), and in FIG. 11C, one image
frame period is divided into four periods (“period-17,
“period-2”, “period-3”, and “period-4”). Time lengths of the
divided periods are the same. As the number of frames of
images captured per second increases, and as the number of
divided periods in one image capture frame period increases,
the shape of a parallelogram that schematically shows one
image capture frame is changed. Specifically, an inclined
angle of an oblique side extending from an upper left portion
to a lower right portion becomes larger as the number of
frames of images captured per second becomes larger and as
the number of divided periods in one image capture frame
period becomes larger. That is, as the number of image
capture frames per second becomes larger, and as the
number of divided periods in one image capture frame
period becomes larger, a photosensitive time in a case in
which the rolling shutter mechanism is employed becomes
longer. As a result, a time length capable of being set as the
high brightness irradiation state can be lengthened.

[0079] If a time when all the image capture elements can
be irradiated with a reference light pattern of the same light
intensity in one image capture frame is not present, it is
difficult to accurately remove the influence of ambient light.
In the example shown in FIG. 11A, the time lengths of the
image capture times T, and T, correspond to about 10% of
time lengths of “period-1" and “period-2”. Accordingly, it is
preferable that the number of frames of images captured per
second be equal to or larger than 15 (image capture frame
rate: 15 fps) and the number of divided periods in one image
capture frame be equal to or larger than 2. Further, as
described above, since as the number of frames of images
captured per second (image capture frame rate) becomes
larger, and as the number of divided periods in one image
capture frame period becomes larger, it is possible to
lengthen the time when all the image capture elements can
be irradiated with the reference light pattern of the same
light intensity in one image capture frame, it is more
preferable that the number of frames of images captured per
second be equal to or larger than 30 (image capture frame
rate: 30 fps or more) and the number of divided periods in
one image capture frame be equal to or larger than 2, and it
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is even more preferable that the number of frames of images
captured per second be equal to or larger than 30 (image
capture frame rate: 30 fps or more) and the number of
divided periods in one image capture frame be equal to or
larger than 3. In the examples shown in FIGS. 11B and 11C,
the time lengths of the image capture times T, and T, are
about 50% and 70% of the time lengths of “period-1” and
“period-2”.

[0080] The light source 110 is set to be in an operation
state (that is, in a state in which the light source emits a
reference light pattern) in the high brightness irradiation
state, and the light source 110 is set to be in a non-operation
state (that is, in a state in which the light source 110 does not
emit a reference light pattern) in the low brightness irradia-
tion state. In FIGS. 11A, 11B, and 11C, all image capture
elements are in the high brightness irradiation state in an
image capture time T, from a time point t;; to a time point
t,,, and all image capture elements are in the low brightness
irradiation state in an image capture time T, from a time
point t,, to a time point t,,.

[0081] The image capture device 120 captures an image of
the reference light pattern and the subject 140 in the high
brightness irradiation state and outputs the first image signal
to the control device 130, and captures an image of at least
the subject 140 in the low brightness irradiation state (cap-
tures the image of the subject 140 in the low brightness
irradiation state in Example 1) and outputs the second image
signal to the control device 130. That is, the image capture
device 120 captures the image of the reference light pattern
and the subject 140 in the high brightness irradiation state to
obtain the first image signal (see FIG. 2A). Further, the
image capture device 120 captures the image of at least the
subject 140 in the low brightness irradiation state to obtain
the second image signal. Specifically, under the ambient
light, the image of the subject 140 is captured to obtain the
second image signal (see FIG. 2B). As an operation or a
variety of processes of obtaining an image signal of the
image capture device 120, and an operation or a variety of
processes relating to transmission of an image signal to the
control device 130, an operation and a processes which are
known may be used. This is similarly applied to various
examples described hereinafter. A temporal order in which
the first image signal and the second signal are obtained is
basically arbitrary, and for example, a configuration in
which the first image signal is obtained after the second
image signal is obtained may be used. The second image
signal is stored in the frame memory 131.

[0082] Further, for example, after one image capture
frame is terminated, the control device 130 generates a
reference light pattern image signal from a difference
between the first image signal and the second image signal.
That is, the control device 130 performs a process of
subtracting the second image signal stored in the frame
memory 131 from the obtained first image signal.

[0083] The control signal 130 calculates angles o and
shown in FIG. 14A from the obtained reference light pattern
image signal, calculates coordinates (X, y) on the basis of
Expression (A), and calculates a z coordinate. As a result,
the control device 130 can calculate a distance from an
image capture device to a subject, a two-dimensional shape
or a three-dimensional shape of the subject, a motion of the
subject, and the like, for example, on the basis of an active
stereo method. A processing algorithm thereof may be a
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known processing algorithm. This is similarly applied to the
various examples to be described hereinafter.

[0084] In Example 1, the second image signal is an image
signal obtained in a state in which the reference light pattern
is not present, and the first image signal is an image signal
obtained in a state in which the reference light pattern is
present. Accordingly, by calculating the difference between
the first image signal and the second image signal, it is
possible to obtain the reference light pattern image signal.
That is, ambient light is included in either the first image
signal or the second image signal. Accordingly, by calcu-
lating the difference between the first image signal and the
second image signal, it is possible to remove the influence
of the ambient light from the reference light pattern image
signal. That is, it is possible to capture the reference light
pattern by the image capture device without increasing the
brightness of the reference light pattern. Further, it is pos-
sible to solve the problem such as increase in power con-
sumption in the light source, and to solve the problem that
the reference light pattern is visibly recognized according to
circumstances. Furthermore, in a more free environment (in
an environment that does not depend on indoor or outdoor
illuminance, or in outdoor use), it is possible to measure the
distance from the image capture device to the subject, the
two-dimensional shape or the three-dimensional shape of the
subject, the motion of the subject, and the like. Further,
although the reference light pattern becomes dark in a
subject located far from the light source or a subject with a
wide angle of view, nonetheless, it is possible to reliably
capture the reference light pattern by the image capture
device, and to alleviate distance limitation. In addition, it is
possible to reduce the light intensity of the light source, and
thus, even in a case in which the light source is configured
by a semiconductor laser device, for example, it is possible
to secure high safety. This is similarly applied to the
examples described hereinafter.

Example 2

[0085] Example 2 is a modification of Example 1. As
shown in a conceptual diagram of FIG. 1B, in an image
capture device assembly 100, of Example 2, the image
capture device is configured by a stereo image capture
device. Specifically, the image capture device is configured
by a first image capture device 120A and a second image
capture device 120B. That is, the light source 110 in the
image capture device assembly of Example 1 is replaced
with the first image capture device 120A, and the light
source 210 is separately provided. A shutter mechanism in
the image capture devices 120A and 120B may be any one
of a global shutter mechanism and a rolling shutter mecha-
nism.

[0086] Hereinafter, an overview of an image capture
method using the image capture device assembly of
Example 2 will be described. In the image capture method,
for example, a distance from an image capture device to a
subject, a two-dimensional shape or a three-dimensional
shape of the subject, a motion of the subject, and the like are
calculated on the basis of a stereo method.

[0087] Under the control of the control device 130, the
light source 110 emits a reference light pattern toward the
subject 140 with high brightness and low brightness, respec-
tively. In Example 2, similar to Example 1, T, and T, are set
to satisty T,=T,, and the number of frames of images
captured per second is 30 (image capture frame rate: 30 {ps).
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Further, in the high brightness irradiation state, the light
source 110 is set to be in an operation state (that is, in a state
in which the light source 110 emits the reference light
pattern), and in the low brightness irradiation state, the light
source 110 is set to be in a non-operation state (that is, in a
state in which the light source 110 does not emit the
reference light pattern).

[0088] Each of the image capture devices 120A and 120B
captures an image of the reference light pattern and the
subject 140 in the high brightness irradiation state and
outputs a first image signal to the control device 130, and
captures an image of at least the subject 140 in the low
brightness irradiation state (captures the image of the subject
140 in the low brightness irradiation state in Example 2) and
outputs a second image signal to the control device 130. That
is, each of the image capture devices 120A and 120B
captures the image of the reference light pattern and the
subject 140 in the high brightness irradiation state to obtain
the first image signal (see FIG. 3A). The first image signal
obtained from the first image capture device 120A is referred
to as a “first signal-A”, and the first image signal obtained
from the second image capture device 120B is referred to as
a “first image signal-B”. Further, each of the image capture
devices 120A and 120B captures the image of at least the
subject 140 in the low brightness irradiation state to obtain
the second image signal. Specifically, under ambient light,
each of the image capture devices 120A and 120B captures
the image of the subject 140 to obtain the second image
signal (see FIG. 3B). The second image signal obtained from
the first image capture device 120A is referred to as a
“second signal-A”, and the second image signal obtained
from the second image capture device 120B is referred to as
a “second image signal-B”. The first image signal-A and the
first image signal-B, and the second image signal-A and the
second image signal-B are stored in frame memories 131A
and 133B.

[0089] For example, after one image capture frame is
terminated, the control device 130 generates reference light
pattern image signals (a reference light pattern image sig-
nal-A obtained from the first image capture device 130A and
a reference light pattern image signal-B obtained from the
second image capture device 130B) from a difference
between the first image signal-A and the second image
signal-A, and a difference between the first image signal-B
and the second image signal-B. That is, the control device
130 performs a subtraction process between the obtained
first image signal-A and first image signal-B, and second
image signal-A and second image signal-B.

[0090] The control signal 130 calculates angles o and
shown in FIG. 14B from the obtained reference light pattern
image signal-A and reference light pattern image signal-B,
and further calculates coordinates (x, y) on the basis of
Expression (A), and calculates a z coordinate. As a result,
the control device 130 can calculate a distance from an
image capture device to a subject, a two-dimensional shape
or a three-dimensional shape of the subject, a motion of the
subject, and the like, for example, on the basis of an active
stereo method. A processing algorithm thereof may be a
known processing algorithm. This is similarly applied to the
various examples to be described hereinafter.

[0091] In Example 2, the second image signal-A and the
second image signal-B are image signals obtained in a state
in which the reference light pattern is not present, and the
first image signal-A and the first image signal-B are image
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signals obtained in a state in which the reference light
pattern is present. Accordingly, by calculating the difference
between the first image signal-A and the second image
signal-A, and the difference between the first image signal-B
and the second image signal-B, it is possible to obtain the
reference light pattern image signal-A and the reference light
pattern image signal-B. Ambient light is included in any
signal among the first image signal-A and first image signal-
B, and the second image signal-A and the second image
signal-B. Accordingly, by calculating the difference between
the first image signal and the second image signal, it is
possible to remove the influence of the ambient light from
the reference light pattern image signal.

Example 3

[0092] Example 3 is a modification of Example 1 to
Example 2. In Example 1 to Example 2, T, and T, are set to
satisfy T,=T,. On the other hand, in Example 3, T, and T,
are set to satisty T,>T,. As a shutter mechanism, any one a
global shutter mechanism and a rolling shutter mechanism
may be used. FIGS. 12A, 12B, 13A, and 13B schematically
show image capture times per image capture frame in a case
in which a rolling shutter mechanism is used as the shutter
mechanism. In the examples shown in FIGS. 12A; 12B,
13 A, and 13B, the number of frames of images captured per
second is set to 30 (image capture frame rate: 30 fps), and
one image capture frame is divided into two or more periods,
specifically, is equally divided into four periods. In the
respective figures, a period from time point t;; to time point
t,, corresponds to a high brightness irradiation state. Further,
a period from time point t,, to time point t,, corresponds to
a low brightness irradiation state.

[0093] In an example shown in FIG. 12A, a value of
T,/T,=Q exceeds 3, a part of “period-1” is in the low
brightness irradiation state, a part of “period-2”, the entirety
of “period-3”, and a part of “period-4” are in the high
brightness irradiation state. In an example shown in FIG.
12B, a value of T,/T,=Q is 3,a part of “period-1" is in the
low brightness irradiation state, a part of “period-2”, a part
of “period-3”, and a part of “period-4” are in the high
brightness irradiation state. In an example shown in FIG.
13A, a value of T,/T,=Q is 1, the entirety of “period-2” is
in the high brightness irradiation state, and the entirety of
“period-4” is in the low brightness irradiation state. In an
example shown in FIG. 13B, a value of T,/T,=Q exceeds 1,
a part of “period-1”, the entirety of “period-2”, a part of
“period-3”, and the entirety of “period-4” are in the high
brightness irradiation state, and the remaining part of
“period-1” and the remaining part of “period-3” are in the
low brightness irradiation state. On the basis of an instruc-
tion from a user of the image capture device assembly, the
image capture times T, and T, can be made variable, and the
ratio of T, and T, can be made variable.

[0094] In the examples shown in FIGS. 12A, 12B, and
13 A, one image capture frame is divided into a plurality of
periods, and one period therein is set to be in a low
brightness irradiation state, and the remaining period is set
to be in a high brightness irradiation state. Alternatively, in
the examples shown in FIGS. 12A, 12B, 13A, and 13B,
particularly, in the example shown in FIG. 13B, the image
capture period during which the image of the reference light
pattern and the subject is captured in the high brightness
irradiation state and the image capture period during which
the image of at least the subject is captured in the low
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brightness irradiation state are repeated, and the former
image capture period is longer than the latter image capture
period.
[0095] For example, in the example shown in FIG. 12A,
the reference light pattern image signal can be obtained from
the difference between the first image signal obtained from
the time point t;; to the time point t,, and the second image
signal obtained from the time point t,; to the time point t,,,
and is stored in the frame memory 131. Here, in order to
obtain the reference light pattern image signal, it is neces-
sary to perform the following correction.

(first image signal)-{2+(time length of period-3)/

(time length of 75)}x(second image signal)

[0096] In the example shown in FIG. 12B, for example,
the second image signal obtained in “period-1” may be
stored in the frame memory 131, and the influence of
ambient light may be removed from the reference light
pattern image signal on the basis of a difference between the
image signal obtained in “period-2” and the image signal
obtained in “period-1”, a difference between the image
signal obtained in “period-3” and the image signal obtained
in “period-1”, and a difference between the image signal
obtained in “period-4” and the image signal obtained in
“period-1.
[0097] In the example shown in FIG. 13A, the second
image signal obtained in “period-1” may be stored in the
frame memory 131, and the influence of ambient light may
be removed from the reference light pattern image signal on
the basis of the difference between the image signal obtained
in “period-3” and the image signal obtained in “period-1.
[0098] In the example shown in FIG. 13B, the second
image signal obtained in “period-1” may be stored in the
frame memory 131, and the influence of ambient light may
be removed from the reference light pattern image signal on
the basis of the difference between the first image signal and
the second image signal, which are obtained in the part of
“period-1”, the entirety of “period-2”, and the part of
“period-3”.
[0099] In a case in which it is difficult to obtain the
reference light pattern image signal, it is preferable to
increase the value of Q. Further, in a case in which ambient
light is scarce, it is preferable to change and optimize the
value of Q. For example, in a case in which the ambient light
does not nearly exist, the value of Q may be set as an
extremely large value, or Q may be set as co.
[0100] Further, in Example 3, a signal intensity of the first
image signal becomes Q times a signal intensity of the
second image signal according to circumstances. Accord-
ingly, when the difference between the first image signal and
the second image signal is calculated, the signal intensity of
the second image signal may be set to be Q times, or the
signal intensity of the first image signal may be set to be
(1/Q) times.
[0101] Since the image capture device assembly or the
image capture method of Example 3 may be configured to be
similar to the image capture device assembly or the image
capture method of Examples 1 to 2 except for the above-
described points, detailed description thereof will not be
repeated.

Example 4

[0102] Example 4 relates to an image capture device
according to the second aspect of the present disclosure.

[0103] As shown in a conceptual diagram of FIG. 4A, an
image capture device assembly 200, of Example 4 includes
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the light source 210 that emits a reference light pattern
which is polarized, an image capture device 220, and a
control device 230 that controls the light source 210 and the
image capture device 220. Further, the image capture device
220 includes a first polarizer 221 having a polarization axis
in a direction parallel to a polarization direction of the
reference light pattern, and a second polarizer 222 having a
polarization axis in a direction perpendicular to the polar-
ization direction of the reference light pattern. The image
capture device 220 outputs a first image signal obtained on
the basis of polarized light passed through the first polarizer
221 to the control device 230, and outputs a second image
signal obtained on the basis of polarized light passed
through the second polarizer 222 to the control device 230.
The control device 230 generates a reference light pattern
image signal from a difference between the first image signal
and the second image signal. In the figure, the polarizers 221
and 222 are indicated by a figure in which a plurality of thin
lines are surrounded by a rectangle. A direction in which the
plurality of thin lines extend represents the polarization axis.

[0104] A conceptual diagram of the image capture device
220 that forms the image capture device assembly 200, of
Example 4 is shown in FIG. 8A, and a state of polarization
based on the first polarizer 221 and the second polarizer 222
is schematically shown in FIG. 8B. Further, a partial sec-
tional view of an image capture element in the image capture
device 220 is schematically shown in FIG. 9A, and an
arrangement state of wire grid polarizers is schematically
shown in FIG. 9B. In addition, a conceptual diagram of an
image capture element array having the Bayer array in the
image capture device 220 is shown in FIG. 10. In the
following description, a light progressing direction is
referred to as a Z-axial direction, a direction parallel to a
reference light pattern polarization direction is referred to as
an X-axial direction, and a direction perpendicular to the
reference light pattern polarization direction is referred to as
a Y-axial direction.

[0105] The image capture device of Example 4, or
Examples 5 and 6 (which will be described later) includes a
lens system 20 that condenses light from a subject, and an
image capture element array 40 in which image capture
elements 41 are arranged in a two-dimensional matrix form
in the X-axial direction and the Y-axial direction, and the
image capture element array 40 configured to include the
first polarizer 221 and the second polarizer 222 on a light
incidence side and to convert the light condensed by the lens
system 20 into an electric signal. An extinction ratio of each
polarizer 221 or 222 is, for example, equal to or greater than
3, more specifically, is equal to or greater than 10.

[0106] Here, the lens system 20 includes an image capture
lens 21, a diaphragm 22, and an imaging lens 23, for
example, and functions as a zoom lens. The image capture
lens 21 is a lens for condensing incident light from a subject.
The image capture lens 21 includes a focus lens for focusing,
a zoom lens for enlarging the subject, or the like, and
generally, is realized by a combination of a plurality of lens
for correcting chromatic aberration or the like. The dia-
phragm 22 has a function for narrowing down to adjust the
intensity of condensed light, and generally, is configured by
combining a plurality of plate-like wings (blades). At least
at the position of the diaphragm 22, light from one point on
a subject becomes parallel light. The imaging lens 23
image-forms light on the image capture element array 40.
The image capture element array 40 is disposed in the
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camera main body 11. In the above-described configuration,
an incident pupil is disposed closer to the camera main body
than to the imaging lens 23. For example, a digital still
camera, a video camera, or a camcorder is configured by the
image capture device.

[0107] The camera main body 11 includes an image pro-
cessing unit 12 and an image storage unit 13, for example,
in addition to the image capture element array 40. The image
capture element array 40 is realized by a CMOS image
sensor, or the like, for example. The image processing unit
12 converts an electric signal output from the image capture
element array 40 into image data, and stores the converted
image data in the image storage unit 13.

[0108] As shown in FIG. 9A which is a diagram showing
the schematic partial sectional view and FIG. 9B which is a
diagram showing the arrangement state of the wire grid
polarizers 67 that form the first polarizer 221 and the second
polarizer 222, the image capture element 41 is configured so
that a photoelectric conversion element 61 is provided on a
silicon semiconductor substrate 60, and a first flattening film
62, a color filter 63, an on-chip lens 64, a second flattening
film 65, an inorganic insulating ground layer 66, and a wire
grid polarizer 67 are layered thereon, for example. Refer-
ence numerals 69A and 69B represent a light shielding layer
and an interconnect layer. Further, the wire grid polarizer 67
forms a first area 51 and a second area 52, respectively. In
FIG. 9B, a boundary area of pixels is indicated by a solid
line. A direction in which a plurality of wires 68 that form
the wire grid polarizers 67 extend is parallel to the X-axial
direction or the Y-axial direction. Specifically, an extending
direction of wires 68A is parallel to the Y-axial direction, in
wire grid polarizers 67A that form the first polarizer 221 and
form the first area 51, and an extending direction of wires
68B is parallel to the X-axial direction, in wire grid polar-
izers 67B that form the second polarizer 222 and form the
second area 52. The extending direction of the wires 68
becomes a light absorption axis in the wire grid polarizers
67, and a direction perpendicular to the extending direction
of the wires 68 becomes a light transmission axis (polariza-
tion axis) in the wire grid polarizers 67. A polarization state
of a first area transmission light passed through the first area
51 and a polarization state of a second area transmission
light passed through the second area 52 are different from
each other.

[0109] In addition, it is possible to obtain the first image
signal by the first area transmission light that passes through
the first area 51 and reaches the image capture element 41,
and to obtain the second image signal by the second area
transmission light that passes through the second area 52 and
reaches the image capture element 41.

[0110] As shown in the conceptual diagram of FIG. 10, the
image capture device array 40 has the Bayer array, in which
one pixel is configured by four image capture elements (one
red image capture element “R” that receives red light, one
blue image capture element “B” that receives blue light, one
green image capture element “G” that receives green light,
and one infrared image capture element “I” that receives
infrared light). Further, the first area 51 is disposed with
respect to one row pixel group which is arranged along the
X-axial direction, and similarly, the second area 52 is
disposed with respect to one row pixel group that is con-
tiguous to the former row pixel group in the Y-axial direction
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and are arranged along the X-axial direction. The first area
51 and the second area 52 are alternately arranged along the
Y-axial direction. The first area 51 and the second area 52
generally extend in the X-axial direction, and unit lengths of
the first area 51 and the second area 52 along the X-axial
direction and the Y-axial direction are equal to the lengths of
the image capture element 41 along the X-axial direction
and the Y-axial direction. With such a configuration, the first
image signal and the second image signal are alternately
generated along the Y-axial direction. In FIG. 10, vertical
lines are assigned inside the first area 51, and horizontal
lines are assigned inside the second area 52, but those lines
schematically show wires of the wire grid polarizers 67A
and 67B.

[0111] As described above, the first image signal and the
second image signal are generated in a kind of toothless state
along the Y-axial direction. Thus, in order to create image
data, the image processing unit 12 performs de-mosaic
processing with respect to an electric signal, and for
example, performs interpolation processing based on super
resolution processing, to thereby generate and create final
image data. Further, image data at each image capture
element position can be obtained by the de-mosaic process-
ing, but in this stage, as described above, the first and second
image signals are in the kind of toothless state. Thus, with
respect to an area where image data is not present, it is
necessary to generate image data through interpolation. As
a method for the interpolation, a known method such as a
method of using an addition average value of neighboring
values may be exemplified. The interpolation processing
may be performed in parallel with the de-mosaic processing.
Since image quality is completely maintained in the X-axial
direction, image quality deterioration such as resolution
lowering of the whole image is relatively small.

[0112] The above-described configurations and structures
of the image capture device may be applied to the image
capture device 120 in Examples 1 to 3, except that the
polarizers 221 and 222 are not provided. Further, in an
image capture device in Example 6 (which will be described
later), for example, a film-shaped or sheet-shaped first
polarizer 223 may be disposed on a light incidence side of
the lens system 20 that forms a first image capture device
220C, and a film-shaped or sheet-shaped second polarizer
224 may be disposed on the light incidence side of the lens
system 20 that forms a second image capture device 220D.

[0113] An image capture device assembly 200, of
Example 4 includes one image capture device 220. A shutter
mechanism in the image capture device 220 may be any one
of a global shutter mechanism and a rolling shutter mecha-
nism. In order to obtain a polarized reference light pattern,
a polarizer 211 is disposed on a light emission side of the
light source 210. In a case in which light itself emitted from
the light source is polarized, the polarizer may not be
disposed on the light emission side of the light source 210.

[0114] Hereinafter, an overview of an image capture
method using an image capture device assembly of Example
4 will be described. In the image capture method, for
example, a distance from an image capture device to a
subject, a two-dimensional shape or a three-dimensional
shape of the subject, a motion of the subject, and the like are
calculated on the basis of an active stereo method. In
Examples 4 to 6, the number of frames of images captured
per second is set to 30 (30 fps).
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[0115] Under the control of the control device 230, the
light source 210 emits a polarized reference light pattern
toward a subject 240 with a predetermined brightness. That
is, the light source 210 irradiates the subject 240 with the
polarized reference light pattern.

[0116] When the light source 210 is in an operation state
(that is, a state in which the light source 210 emits the
reference light pattern), the image capture device 220 cap-
tures an image of the reference light pattern and the subject
240 and outputs a first image signal to the control device 230
(see FIG. 5A). At the same time, the image capture device
220 captures an image of the subject 240 and outputs a
second image signal to the control device 230 (see FIG. 5B).
That is, the image capture device 220 obtains the first image
signal on the basis of polarized light which is polarized in a
direction parallel to a polarization direction of the reference
light pattern. Further, the image capture device 220 obtains
the second mage signal on the basis of polarized light which
is polarized in a direction perpendicular to the polarization
direction of the reference light pattern (on the basis of light
that does not depend on the polarization direction, as nec-
essary). The second image signal does not include an image
signal based on the reference light pattern. The first image
signal and the second image signal are stored in the frame
memory 231.

[0117] Further, for example, after one image capture frame
is terminated, the control device 230 generates a reference
light pattern image signal from a difference between the first
image signal and the second image signal. That is, the
control device 230 performs a process of subtracting the
second image signal from the obtained first image signal.
Since the polarization state varies, for example, even in a
state in which the reference light pattern is not irradiated, the
first image signal and the second image signal obtained from
the subject including the influence of ambient light do not
become the same value. Accordingly, when merely calcu-
lating the difference between the firs image signal and the
second image signal, a difference between the first image
signal and the second image signal in which image signals
that vary due to the polarization state are included is
obtained. Accordingly, it is necessary to remove the image
signals due to the polarization state from the difference
between the first image signal and the second image signal.

[0118] Specifically, in order to obtain the difference
between the first image signal and the second image signal,
a process of irradiating the subject 240 with the reference
light pattern and obtaining the first image signal on the basis
of polarized light passed through the first polarizer 221
(referred to as a “reference light pattern irradiation process™)
is performed. On the other hand, a process of obtaining the
first image signal on the basis of polarized light passed
through the first polarizer 221 at a certain frequency without
irradiating the subject 240 with the reference light pattern is
performed (referred to as a “non-reference light pattern
irradiation process™). Further, using a difference between the
first image signal and the second image signal obtained in
the non-reference light pattern irradiation process as a
reference difference, by further subtracting the reference
difference from the difference between the first image signal
and the second image signal in the reference light pattern
irradiation process, it is possible to remove signals due to the
polarization state. Here, a process of removing the signals
due to the polarization state is not limited to the above-
described process.
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[0119] The control device 230 calculates coordinates (X, y)
from the obtained reference light pattern image signal, in a
similar way to the description in Example 1, and calculates
a z coordinate. As a result, the control device 230 can
calculate a distance from an image capture device to a
subject, a two-dimensional shape or a three-dimensional
shape of the subject, a motion of the subject, and the like, for
example, on the basis of an active stereo method.

[0120] In Example 4, the second image signal is an image
signal obtained on the basis of polarized light passed
through the second polarizer (an image signal that does not
include an image signal based on the reference light pattern),
and the first image signal is an image signal obtained on the
basis of polarized light passed through the first polarizer (an
image signal including the image signal based on the refer-
ence light pattern). Accordingly, by calculating a difference
between the first image signal and the second image signal,
it is possible to obtain a reference light pattern image signal.
Ambient light is included in either the first image signal or
the second image signal. Accordingly, by calculating the
difference between the first image signal and the second
image signal, it is possible to remove the influence of the
ambient light from the reference light pattern image signal.
In addition, application of a polarization state is effective in
a case in which it is difficult to provide a mechanism that
changes a reference light pattern into a high brightness
irradiation pattern and a low brightness irradiation pattern,
or for example, in a case in which electromagnetic noise or
the like generated by the change causes inconvenience or a
case in which it is difficult to apply such modulation to a
light source.

Example 5

[0121] Example 5 is a modification of Example 4. As
shown in a conceptual diagram of FIG. 4B, in an image
capture device assembly 200, of Example 5, an image
capture device is configured by a stereo image capture
device. Specifically, the image capture device is configured
by a first image capture device 220A and a second image
capture device 220B. A shutter mechanism in the image
capture devices 220A and 220B may be any one of a global
shutter mechanism and a rolling shutter mechanism. The
first image capture device 220A and the second image
capture device 220B have the same configuration and struc-
ture as in the image capture device 220 described in
Example 4.

[0122] Hereinafter, an overview of an image capture
method using the image capture device assembly of
Example 5 will be described. In the image capture method,
for example, a distance from an image capture device to a
subject, a two-dimensional shape or a three-dimensional
shape of the subject, a motion of the subject, and the like are
calculated on the basis of a stereo method.

[0123] Under the control of the control device 230, the
light source 210 emits polarized reference light pattern to the
subject 240. That is, the light source 210 irradiates the
subject 240 with the polarized reference light pattern.
[0124] The first image capture device 220A outputs a first
image signal and a second image signal to the control device
230, and also, the second image capture device 220B outputs
a first image signal and a second image signal to the control
device 230 (see FIGS. 6A and 6B). The first image signal
obtained from the first image capture device 220A is referred
to as a “first image signal-A”, and the first image signal
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obtained from the second image capture device 220B is
referred to as a “first image signal-B”. Further, the second
image signal obtained from the first image capture device
220A is referred to as a “second image signal-A”, and the
second image signal obtained from the second image capture
device 220B is referred to as a “second image signal-B”. The
first image signal-A and the first image signal-B, and the
second image signal-A and the second image signal-B are
stored in frame memories 231A and 231B.

[0125] Further, for example, after one image capture
frame is terminated, the control device 230 generates a
reference light pattern image signal (a reference light pattern
image signal-A obtained from the first image capture device
230A and a reference light pattern image signal-B obtained
from the second image capture device 230B) from a differ-
ence between the first image signal-A and the second image
signal-A, and a difference between the first image signal-B
and the second image signal-B. That is, the control device
230 performs a subtraction process between the obtained
first image signal-A and the first image signal-B, and the
second image signal-A and the second image signal-B. This
process may be the same as the process described in
Example 4.

[0126] The control signal 230 calculates angles o and
shown in FIG. 14B from the obtained reference light pattern
image signal-A and reference light pattern image signal-B,
calculates coordinates (x, y) on the basis of Expression (A),
and calculates a z coordinate. As a result, the control device
230 can calculate a distance from an image capture device
to a subject, a two-dimensional shape or a three-dimensional
shape of the subject, a motion of the subject, and the like, for
example, on the basis of the stereo method.

[0127] In Example 5, the second image signal-A and the
second image signal-B are image signals obtained in a state
in which a reference light pattern is not present (or in a state
in which the presence of the reference light pattern is
ignored due to polarization), and the first image signal-A and
the first image signal-B are image signals obtained in a state
in which the reference light pattern is present. Accordingly,
by calculating the difference between the first image sig-
nal-A and the second image signal-A, and the difference
between the first image signal-B and the second image
signal-B, it is possible to obtain a reference light pattern
image signal-A and a reference light pattern image signal-B.
Ambient light is included in either the first image signal-A,
the first image signal-B, the second image signal-A, and the
second image signal-B. Accordingly, by calculating the
difference between the first image signal and the second
image signal, it is possible to remove the influence of the
ambient light from the reference light pattern image signal.
[0128] Further, calculation can be performed on the basis
of an active stereo method by using the first image capture
device 220A and the light source 210, for example.

Example 6

[0129] Example 6 is also a modification of Example 4. As
shown in a conceptual diagram of FIG. 7, in an image
capture device assembly 200; of Example 6, an image
capture device is configured by two image capture devices
220C and 220D. However, unlike Example 5, it is not
necessary to configure a stereo image capture device by two
image capture devices 220C and 220D. Further, unlike
Example 5, a first polarizer 223 having a polarization axis in
a direction parallel to a polarization direction of a reference
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light pattern is provided in the first image capture device
220C, and a second polarizer 224 having a polarization axis
in a direction perpendicular to the polarization direction of
the reference light pattern is provided in the second image
capture device 220D. A first image signal is obtained by the
first image capture device 220C, and a second image signal
is obtained by the second image capture device 220D. A
shutter mechanism in the image capture devices 220C and
220D may be any one of a global shutter mechanism and a
rolling shutter mechanism.

[0130] Hereinafter, an overview of an image capture
method using the image capture device assembly of
Example 6 will be described. In the image capture method,
for example, a distance from an image capture device to a
subject, a two-dimensional shape or a three-dimensional
shape of the subject, a motion of the subject, and the like are
calculated on the basis of an active stereo method.

[0131] Under the control of the control device 230, the
light source 210 emits polarized reference light pattern
toward the subject 240. That is, the light source 210 irradi-
ates the subject 240 with the polarized reference light
pattern. In Example 6, unlike Examples 4 and 5, it is possible
to obtain the first image signal by the first image capture
device 220C on the basis of polarized light passed through
the first polarizer 223, and at the same time, it is possible to
obtain the second image signal by the second image capture
device 220D on the basis of polarized light passed through
the second polarizer 224.

[0132] Each of the image capture devices 220C and 220D
outputs the first image signal and the second image signal to
the image capture device 230. The control device 230
generates a reference light pattern image signal from a
difference between the first image signal and the second
image signal. That is, the control device 230 performs a
process of subtracting the second image signal from the
obtained first image signal. This process may be the same as
the process described in Example 4.

[0133] The control signal 230 calculates angles o and f§
shown in FIG. 14A from the obtained reference light pattern
image signal, further calculates coordinates (x, y) on the
basis of Expression (A), and calculates a z coordinate. As a
result, the control device 230 can calculate a distance from
an image capture device to a subject, a two-dimensional
shape or a three-dimensional shape of the subject, a motion
of the subject, and the like, for example, on the basis of the
stereo method.

[0134] In Example 6, the second image signal is an image
signal obtained in a state in which a reference light pattern
is not present (or in a state in which the presence of the
reference light pattern is ignored due to polarization), and
the first image signal is an image signal obtained in a state
in which the reference light pattern is present. Accordingly,
by calculating a difference between the first image signal and
the second image signal, it is possible to obtain a reference
light pattern image signal. Ambient light is included in either
the first image signal or the second image signal. Accord-
ingly, by calculating the difference between the first image
signal and the second image signal, it is possible to remove
the influence of the ambient light from the reference light
pattern image signal.

[0135] It goes without saying that the present disclosure
has been described on the basis of the preferred examples,
whilst the present disclosure is not limited to the above
examples. The configurations of the image capture device
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assembly, the image capture device, the light source, and the
control device described in the examples, or configurations
of structures thereof are merely illustrative, and are appro-
priately changeable. Further, in the examples, various values
are shown, but they are illustrative, and for example, if
specifications of a light source, an image capture, and a
control device to be used are changed, it is natural that they
are changed. The image capture device assembly described
in Examples 2 to 6 may be applied to the three-dimensional
shape measurement device or the motion detection device.
[0136] Additionally, the present technology may also be
configured as below.

[AO1] <<Image Capture Device: First Aspect>>

[0137] An image capture device assembly including:
[0138] alight source that emits a reference light pattern;
[0139] an image capture device; and
[0140] acontrol device that controls the light source and

the image capture device,

[0141] wherein the light source emits the reference light
pattern to a subject with high brightness and low
brightness, respectively, under the control of the control
device,

[0142] the image capture device captures an image of
the reference light pattern and the subject in a high
brightness irradiation state and outputs a first image
signal to the control device, or captures an image of at
least the subject in a low brightness irradiation state and
outputs a second image signal to the control device, and

[0143] the control device generates a reference light
pattern image signal from a difference between the first
image signal and the second image signal.

[A02]
[0144] The image capture device assembly according to
[AO01],

[0145] wherein the control device includes a frame

memory, and
[0146] any one of the first image signal and the second
image signal is stored in the frame memory.

[A03]

[0147] The image capture device assembly according to
[AO1] or [A02]

[0148] wherein when an image capture time in captur-
ing the image of the reference light pattern and the
subject in the high brightness irradiation state is rep-
resented as T,, and an image capture time in capturing
the image of at least the subject in the low brightness
irradiation state is represented as T,, T,>T, is satisfied.

[A04]
[0149] The image capture device assembly according to
[A03],

[0150] wherein the image capture times T, and T, are

made variable, or ratio of T /T, is made variable, on a
basis of an instruction from a user of the image capture
device assembly.

[A05]
[0151] The image capture device assembly according to
[AO1] or [A02],
[0152] wherein one image capture frame is divided into
a plurality of periods,
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[0153] one of the plurality of periods is set to be in the
low brightness irradiation state, and

[0154] the other periods are set to be in the high
brightness irradiation state.

[A06]
[0155] The image capture device assembly according to
[AO5],

[0156] wherein the image capture frame rate is 30

frames per second, and
[0157] one image capture frame is divided into two or
more periods.

[A07]

[0158] The image capture device assembly according to
[AO1] or [A02],

[0159] wherein an image capture period during which
the image of the reference light pattern and the subject
is captured in the high brightness irradiation state and
an image capture period during which the image of at
least the subject is captured in the low brightness
irradiation state are repeated, and the former image
capture period is longer than the latter image capture
period.

[A08]

[0160] The image capture device assembly according to
any one of [A01] to [AQ7],

[0161] wherein the image capture device includes
image capture elements which are arranged in a first
direction and a second direction in a two-dimensional
matrix form;

[0162] the image capture device includes a rolling shut-
ter mechanism; and

[0163] the control device controls the light source and
the image capture device so that all the image capture
elements capture the image of the reference light pat-
tern and the subject in the high brightness irradiation
state and output the first image signals to the control
device, and all the image capture elements capture the
image of at least the subject in the low brightness
irradiation state and output the second image signals to
the control device.

[A09]

[0164] The image capture device assembly according to
any one of [A01] to [A08],

[0165] wherein the light source is in an operation state
in the high brightness irradiation state, and the light
source is in a non-operation state in the low brightness
irradiation state.

[A10]

[0166] The image capture device assembly according to
any one of [AO1] to [A09], including one image capture
device.

[Al1]

[0167] The image capture device assembly according to
[A10], wherein the control device calculates a distance from
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the image capture device to the subject from the obtained
reference light pattern image signal, on the basis of an active
stereo method.

[A12]

[0168] The image capture device assembly according to
any one of [A01] to [A09],
[0169] wherein the image capture device is imple-
mented by a stereo image capture device.

[A13]

[0170] The image capture device assembly according to
[A12], wherein the control device calculates a distance from
the image capture device to the subject from the obtained
reference light pattern image signal, on the basis of a stereo
method.

[A14]

[0171] The image capture device assembly according to
any one of [AO1] to [A13], wherein the light source emits
infrared light.

[A15]

[0172] The image capture device assembly according to
any one of [A01] to [A14], wherein

[0173] the light source includes a semiconductor light
emitting device.

[BO1] <<Image Capture Device Assembly: Second
Aspect>>

[0174] An image capture device assembly including:

[0175] a light source that emits a polarized reference
light pattern;

[0176] an image capture device; and

[0177] acontrol device that controls the light source and
the image capture device,

[0178] wherein the image capture device includes a first
polarizer having a polarization axis in a direction
parallel to a polarization direction of the reference light
pattern, and a second polarizer having a polarization
axis in a direction perpendicular to the polarization
direction of the reference light pattern,

[0179] the image capture device outputs a first image
signal obtained on a basis of polarized light passed
through the first polarizer to the control device, and
outputs a second image signal obtained on a basis of
polarized light passed through the second polarizer to
the control device, and

[0180] the control device generates a reference light
pattern image signal from a difference between the first
image signal and the second image signal.

[BO2]
[0181] The image capture device assembly according to
[BO1],

[0182] wherein the control device includes a frame

memory, and
[0183] any one of the first image signal and the second
image signal is stored in the frame memory.
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[B03]

[0184] The image capture device assembly according to
[BO1] or [B02], including
[0185] one image capture device
[0186] wherein the image capture device includes the
first polarizer and the second polarizer.

[BO4]

[0187] The image capture device assembly according to
[BO3], wherein the control device calculates a distance from
the image capture device to the subject from the obtained
reference light pattern image signal, on the basis of an active
stereo method.

[BO5]

[0188] The image capture device assembly according to
[BO1] or [B02], including
[0189] two image capture devices
[0190] wherein one of the image capture devices
includes the first polarizer, and the other of the image
capture device includes the second polarizer.

[BO6]

[0191] The image capture device assembly according to
[BOS5], wherein the control device calculates a distance from
the image capture device to the subject from the obtained
reference light pattern image signal, on the basis of an active
stereo method.

[BO7]

[0192] The image capture device assembly according to
[BO1] or [B02], including two image capture device
[0193] wherein each of the image capture device
includes the first polarizer and the second polarizer.

[BOS]

[0194] The image capture device assembly according to
[BO7], wherein the control device calculates a distance from
the image capture device to the subject from the obtained
reference light pattern image signal, on the basis of a stereo
method.

[B09]

[0195] The image capture device assembly according to
any one of [BO1] to [BO8], wherein the light source emits
infrared light.

[B10]

[0196] The image capture device assembly according to
any one of [BO1] to [B09], wherein the light source includes
a semiconductor light emitting device.

[CO1] <<Three-Dimensional Shape Measurement Device>>

[0197] A three-dimensional shape measurement device
including
[0198] the image capture device assembly according to

any one of [A01] to [B10].
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[C02]

[0199] The three-dimensional shape measurement device
according to [CO1], further including
[0200] a computing unit,
[0201] wherein the computing unit calculates a three-
dimensional shape of a subject from a reference light
pattern image signal.

[DO1] <<Motion Detection Device>>

[0202] A motion detection device including
[0203] the image capture device assembly according to
any one of [A01] to [B10].

[D02]

[0204] The motion detection device according to [DO1],
further including

[0205] a computing unit,

[0206] wherein the computing unit calculates a three-
dimensional shape of a subject from a reference light
pattern signal, extracts a characteristic point of the
subject from the calculated three-dimensional shape,
calculates a position of the characteristic point of the
subject, and detects a motion of the subject from
change in the calculated position of the characteristic
point.

[EO1] <<Image Capture Method: First Aspect>>

[0207] An image capture method including:

[0208] irradiating a subject with a reference light pat-
tern with high brightness and low brightness, respec-
tively;

[0209] capturing an image of the reference light pattern
and the subject in a high brightness irradiation state to
obtain a first image signal, and capturing an image of
at least the subject in a low brightness irradiation state
to obtain a second image signal; and

[0210] generating a reference light pattern image signal
from a difference between the first image signal and the
second image signal.

[EO2] <<Image Capture Method: Second Aspect>>

[0211] An image capture method including:

[0212] irradiating a subject with a polarized reference
light pattern;

[0213] obtaining a first image signal on the basis of
polarized light which is polarized in a direction parallel
to a polarization direction of the reference light pattern,
and obtaining a second image signal on the basis of
polarized light which is polarized in a direction per-
pendicular to the polarization direction of the reference
light pattern or light that does not depend on the
polarization direction; and

[0214] generating a reference light pattern image signal
from a difference between the first image signal and the
second image signal.

[EO3] <<Three-Dimensional Shape Measurement Method:
First Aspect>>

[0215] A three-dimensional shape measurement method
including:
[0216] irradiating a subject with a reference light pat-

tern with high brightness and low brightness, respec-
tively;
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[0217] capturing an image of the reference light pattern
and the subject in a high brightness irradiation state to
obtain a first image signal, and capturing an image of
at least the subject in a low brightness irradiation state
to obtain a second image signal;

[0218] generating a reference light pattern image signal
from a difference between the first image signal and the
second image signal; and

[0219] calculating a three-dimensional shape from the
reference light pattern image signal.

[EO4] <<Three-Dimensional Shape Measurement Method:
Second Aspect>>

[0220] A three-dimensional shape measurement e method
including:

[0221] irradiating a subject with a polarized reference
light pattern;

[0222] obtaining a first image signal on the basis of
polarized light which is polarized in a direction parallel
to a polarization direction of the reference light pattern,
and obtaining a second image signal on the basis of
polarized light which is polarized in a direction per-
pendicular to the polarization direction of the reference
light pattern or light that does not depend on the
polarization direction;

[0223] generating a reference light pattern image signal
from a difference between the first image signal and the
second image signal;

[0224] calculating a three-dimensional shape from the
reference light pattern image signal.

[EOS] <<Motion Detection Method: First Aspect>>

[0225] A motion detection method including:

[0226] irradiating a subject with a reference light pat-
tern with high brightness and low brightness, respec-
tively;

[0227] sequentially capturing an image of the reference
light pattern and the subject in a high brightness
irradiation state to sequentially obtain a first image
signal, and sequentially capturing an image of at least
the subject in a low brightness irradiation state to
sequentially obtain a second image signal;

[0228] sequentially generating a reference light pattern
image signal from a difference between the first image
signal and the second image signal; and

[0229] sequentially calculating a three-dimensional
shape of the subject on the basis of the reference light
pattern image signal, sequentially extracting a charac-
teristic point of the subject from the calculated three-
dimensional shape, sequentially calculating a position
of the characteristic point of the subject, and detecting
a motion of the subject from change in the position of
the calculated characteristic point.

[E06] <<Motion Detection Method: Second Aspect>>

[0230] A motion detection method including:

[0231] irradiating a subject with a polarized reference
light pattern;

[0232] sequentially obtaining a first image signal on the
basis of polarized light which is polarized in a direction
parallel to a polarization direction of the reference light
pattern, and sequentially obtaining a second image
signal on the basis of polarized light which is polarized
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in a direction perpendicular to the polarization direction
of the reference light pattern or light that does not
depend on the polarization direction;

[0233] sequentially generating a reference light pattern
image signal from a difference between the first image
signal and the second image signal; and

[0234] sequentially calculating a three-dimensional
shape of the subject on the basis of the reference light
pattern image signal, sequentially extracting a charac-
teristic point of the subject from the calculated three-
dimensional shape, sequentially calculating a position
of the characteristic point of the subject, and detecting
a motion of the subject from change in the position of
the calculated characteristic point.

REFERENCE SIGNS LIST

[0235] 100,,100,,200,, 200,, 200, image capture device
assembly

[0236] 110, 210 light source

[0237] 120, 120A, 120B, 220, 220A, 2208, 220C, 220D

image capture device

[0238] 130, 230 control device

[0239] 131, 131A,131B, 231A, 231B, 231 frame memory
[0240] 140, 240 subject

[0241] 221, 223 first polarizer

[0242] 222, 224 second polarizer

[0243] 11 camera main body

[0244] 12 image processing unit

[0245] 13 image storage unit

[0246] 20 lens system

[0247] 21 image capture lens

[0248] 22 diaphragm

[0249] 23 imaging lens

[0250] 40 image capture element array

[0251] 41 image capture element

[0252] 51 first area

[0253] 52 second area

[0254] 60 silicon semiconductor substrate

[0255] 61 photoelectric conversion element

[0256] 63 color filter

[0257] 64 on-chip lens

[0258] 65 second flattening film

[0259] 66 inorganic insulating ground layer

[0260] 67 wire grid polarizer

[0261] 67A wire grid polarizer for forming first area
[0262] 67B wire grid polarizer for forming second area
[0263] 68, 68A, 68B wire

[0264] 69A light shielding layer

[0265] 69B interconnect layer

1. An image capture device assembly comprising:

a light source that emits a reference light pattern;

an image capture device; and

a control device that controls the light source and the
image capture device,

wherein the light source emits the reference light pattern
to a subject with high brightness and low brightness,
respectively, under the control of the control device,

the image capture device captures an image of the refer-
ence light pattern and the subject in a high brightness
irradiation state and outputs a first image signal to the
control device, or captures an image of at least the
subject in a low brightness irradiation state and outputs
a second image signal to the control device, and
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the control device generates a reference light pattern
image signal from a difference between the first image
signal and the second image signal.
2. The image capture device assembly according to claim
15
wherein the control device includes a frame memory, and
any one of the first image signal and the second image
signal is stored in the frame memory.
3. The image capture device assembly according to claim
15
wherein when an image capture time in capturing the
image of the reference light pattern and the subject in
the high brightness irradiation state is represented as
T1, and an image capture time in capturing the image
of at least the subject in the low brightness irradiation
state is represented as T2, T1>T2 is satisfied.
4. The image capture device assembly according to claim
35
wherein the image capture times T1 and T2 are made
variable, or ratio of T1/T2 is made variable, on a basis
of an instruction from a user of the image capture
device assembly.
5. The image capture device assembly according to claim
15
wherein one image capture frame is divided into a plu-
rality of periods,
one of the plurality of periods is set to be in the low
brightness irradiation state, and
the other periods are set to be in the high brightness
irradiation state.
6. The image capture device assembly according to claim
55
wherein the image capture frame rate is 30 frames per
second, and
one image capture frame is divided into two or more
periods.
7. The image capture device assembly according to claim
15
wherein an image capture period during which the image
of' the reference light pattern and the subject is captured
in the high brightness irradiation state and an image
capture period during which the image of at least the
subject is captured in the low brightness irradiation
state are repeated, and the former image capture period
is longer than the latter image capture period.
8. The image capture device assembly according to claim
15
wherein the image capture device includes image capture
elements which are arranged in a first direction and a
second direction in a two-dimensional matrix form;
the image capture device includes a rolling shutter mecha-
nism; and
the control device controls the light source and the image
capture device so that all the image capture elements
capture the image of the reference light pattern and the
subject in the high brightness irradiation state and
output the first image signals to the control device, and
all the image capture elements capture the image of at
least the subject in the low brightness irradiation state
and output the second image signals to the control
device.
9. The image capture device assembly according to claim
15
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wherein the light source is in an operation state in the high
brightness irradiation state, and the light source is in a
non-operation state in the low brightness irradiation
state.
10. The image capture device assembly according to
claim 1, comprising
one image capture device.
11. The image capture device assembly according to claim
15
wherein the image capture device is implemented by a
stereo image capture device.
12. An image capture device assembly comprising:
a light source that emits a polarized reference light
pattern;
an image capture device; and
a control device that controls the light source and the
image capture device,
wherein the image capture device includes a first polarizer
having a polarization axis in a direction parallel to a
polarization direction of the reference light pattern, and
a second polarizer having a polarization axis in a
direction perpendicular to the polarization direction of
the reference light pattern,
the image capture device outputs a first image signal
obtained on a basis of polarized light passed through
the first polarizer to the control device, and outputs a
second image signal obtained on a basis of polarized
light passed through the second polarizer to the control
device, and
the control device generates a reference light pattern
image signal from a difference between the first image
signal and the second image signal.
13. The image capture device assembly according to
claim 12,
wherein the control device includes a frame memory, and
any one of the first image signal and the second image
signal is stored in the frame memory.
14. The image capture device assembly according to
claim 12, comprising
one image capture device
wherein the image capture device includes the first polar-
izer and the second polarizer.
15. The image capture device assembly according to
claim 12, comprising
two image capture devices
wherein one of the image capture devices includes the
first polarizer, and the other of the image capture device
includes the second polarizer.
16. A three-dimensional shape measurement device com-
prising
the image capture device assembly according to claim 1.
17. The three-dimensional shape measurement device
according to claim 16, further comprising
a computing unit,
wherein the computing unit calculates a three-dimen-
sional shape of a subject from a reference light pattern
image signal.
18. A motion detection device comprising
the image capture device assembly according to claim 1.
19. The motion detection device according to claim 18,
further comprising
a computing unit,
wherein the computing unit calculates a three-dimen-
sional shape of a subject from a reference light pattern
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signal, extracts a characteristic point of the subject from
the calculated three-dimensional shape, calculates a
position of the characteristic point of the subject, and
detects a motion of the subject from change in the
calculated position of the characteristic point.
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