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DISPLAY PROCESSING APPARATUS,
DISPLAY PROCESSING METHOD, AND
COMPUTER-READABLE RECORDING

MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present application claims priority to and incor-
porates by reference the entire contents of Japanese Patent
Application No. 2014-119817 filed in Japan on Jun. 10, 2014.

BACKGROUND OF THE INVENTION

[0002] 1. Field of the Invention

[0003] The present invention relates to a display processing
apparatus, a display processing method, and a computer-
readable recording medium.

[0004] 2. Description of the Related Art

[0005] There is a known device to display a preview image
in which a printing result is estimated before printing (refer to
Patent Literature 1 and Patent Literature 2, for example).
[0006] Patent Literature 1 discloses a technology in which
a blur image obtained by processing illumination image data
is generated by using deflection reflection characteristics of a
recording medium, and an image combining the generated
blur image with a prooftarget image is displayed as a preview
image. Patent Literature 2 discloses a technology in which a
preview image including a color of a printing result and
texture of a recording medium is generated.

[0007] However, in the related arts, a preview image in
accordance with a posture, such as inclination or an angle of
a display unit, cannot be provided.

SUMMARY OF THE INVENTION

[0008] It is an object of the present invention to at least
partially solve the problems in the conventional technology.
[0009] There is provided a display processing apparatus
that includes a first acquisition unit configured to acquire light
source information including a first relative position of a light
source with respect to a display unit, a detection unit config-
ured to detect posture information of the display unit, a sec-
ond acquisition unit configured to acquire the posture infor-
mation of the display unit from the detection unit, a third
acquisition unit configured to acquire document data, a cal-
culation unit configured to calculate a second relative position
of the light source with respect to the display unit having
posture specified by second posture information by using the
first relative position, first posture information previously
acquired as the posture information, and the second posture
information acquired this time as the posture information, a
generation unit configured to generate a document display
surface where a state in which a document surface displaying
the document data is disposed in a virtual three-dimensional
space and also the light source is disposed at the second
relative position with respect to the document surface is con-
verted to a two-dimensional image visually confirmed from a
viewpoint position located in a normal line of the document
surface, and a display control unit configured to execute con-
trol to display a superimposed image on the display unit as a
preview image estimating a printing result of the document
data, the superimposed image being obtained by superimpos-
ing a background image of observation environment in a real
space and the document display surface.
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[0010] The above and other objects, features, advantages
and technical and industrial significance of this invention will
be better understood by reading the following detailed
description of presently preferred embodiments of the inven-
tion, when considered in connection with the accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0011] FIG. 1is a schematic diagram illustrating a display
processing apparatus according to an embodiment;

[0012] FIGS.2A and 2B are explanatory diagrams illustrat-
ing coordinate axes;

[0013] FIG. 3 is a block diagram illustrating a functional
configuration of a display processing unit;

[0014] FIG. 4 is a diagram illustrating an exemplary input
screen for a first relative position;

[0015] FIG. 5 is a diagram illustrating an exemplary selec-
tion screen for a light source type;

[0016] FIG. 6 is a diagram illustrating an exemplary selec-
tion screen for a paper type;

[0017] FIG. 7 is a diagram illustrating an exemplary selec-
tion screen for document data;

[0018] FIG. 8isa diagram illustrating exemplary positional
relation between a display unit, a light source, and a view-
point;

[0019] FIG. 9 is a schematic diagram illustrating an exem-
plary change of the positional relation between the display
unit, light source, and viewpoint;

[0020] FIG. 10is a schematic diagram illustrating an exem-
plary change of the positional relation between the display
unit, light source, and viewpoint;

[0021] FIG. 11 is a schematic diagram illustrating an exem-
plary change of the positional relation between the display
unit, light source, and viewpoint;

[0022] FIG. 12 is an explanatory diagram illustrating rota-
tion angles;
[0023] FIGS. 13A and 13B are explanatory diagrams illus-

trating a calculation method for a second relative position;
[0024] FIG. 14 is an explanatory diagrams illustrating the
calculation method for the second relative position;

[0025] FIG. 15 is a schematic diagram illustrating a virtual
three-dimensional space for forming a preview image;
[0026] FIG. 16 is a diagram illustrating an exemplary pre-
view image;

[0027] FIG. 17 is a diagram illustrating an exemplary pre-
view image;

[0028] FIG. 18 is a diagram illustrating an exemplary pre-
view image;

[0029] FIG. 19 is a diagram illustrating an exemplary pre-
view image;

[0030] FIG. 20 is a diagram illustrating an exemplary pre-
view image;

[0031] FIG. 21 is a schematic diagram illustrating an exem-
plary display unit on which a preview image is displayed;
[0032] FIG. 22 is a sequence diagram illustrating an exem-
plary procedure of display processing;

[0033] FIG. 23 is a schematic diagram illustrating an exem-
plary display processing apparatus;

[0034] FIG. 24 is a schematic diagram illustrating an exem-
plary display processing system; and

[0035] FIG. 25 is a hardware configuration diagram illus-
trating the display processing apparatus and a server device.



US 2015/0355867 Al

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

[0036] Embodiments of a display processing apparatus, a
display processing method, and a program will be described
below in detail with reference to the accompanying drawings.

First Embodiment

[0037] FIG. 1 is a schematic diagram illustrating a display
processing apparatus 10 according to a present embodiment.
[0038] The display processing apparatus 10 is a device to
display a preview image on a display unit 20.

[0039] The display processing apparatus 10 includes a pho-
tographing unit 12, a display processing unit 14, a storage unit
16, an input unit 18, the display unit 20, and a detection unit
25. The photographing unit 12, display processing unit 14,
storage unit 16, input unit 18, display unit 20, and detection
unit 25 are electrically connected via a bus 22.

[0040] Note that display processing apparatus 10 is needed
to include at least the display processing unit 14, and at least
one of the photographing unit 12, storage unit 16, input unit
18, display unit 20, and detection unit 25 may be configured
as a separate body.

[0041] Further, the display processing apparatus 10 may be
aportable mobile terminal or may be a fixed-type terminal as
well. In the present embodiment, a case where the display
processing apparatus 10 is the portable mobile terminal inte-
grally including the photographing unit 12, display process-
ing unit 14, storage unit 16, input unit 18, display unit 20, and
detection unit 25 will be described as an example.

[0042] The photographing unit 12 photographs an observa-
tion environment in a real space where a preview image is
displayed. The observation environment is an environment
when a user visually confirms (observes) an image displayed
onthe display unit 20. Also, the observation environment may
be an environment to observe a recording medium on which
document data is printed. The photographing unit 12 obtains,
by photographing, a background image as a photographed
image of the observation environment in the real space. The
background image may be a still image or may be a moving
image. Examples of the observation environment in the real
space where a preview image is displayed may be an office, an
exhibition hall, a station yard, a train platform, inside various
kinds of building, and so on. The photographing unit 12 is a
known photographing device.

[0043] The display unit 20 displays various kinds of
images. The display unit 20 is a known display device such as
a liquid crystal display (LCD) and a projector to project an
image.

[0044] In the present embodiment, a later-described pre-
view image is displayed on the display unit 20.

[0045] Further, in the present embodiment, a description
will be given for a case where the display unit 20 and the
photographing unit 12 are disposed in a housing (not illus-
trated) of the display processing apparatus 10 such that a
display surface of the display unit 20 and a photographing
direction of the photographing unit 12 are mutually directed
in opposite directions. Therefore, for example, in the case
where a photographed image photographed by the photo-
graphing unit 12 is displayed on the display unit 20 while a
position of the display processing apparatus 10 is fixed, the
photographed image displayed on the display unit 20 and
landscape in the real space located at the background of the
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display unit 20 (opposite side of a display surface of the
display unit 20) become the same.

[0046] Theinputunit18receives various kinds of operation
from a user. The input unit 18 may be, for example, a mouse,
voice recognition by a microphone, a button, a remote con-
trol, a keyboard, and so on.

[0047] Note that the input unit 18 and the display unit 20
may also be integrally formed as a touch panel.

[0048] The storage unit 16 is a storage medium such as a
memory and a hard disk drive (HDD), and stores various
kinds of programs to execute respective processing described
later, and various kinds of data.

[0049] The detection unit 25 detects posture information
indicating posture of the display unit 20 in the real space. In
the present embodiment, the detection unit 25 and the display
unit 20 are integrally disposed at the display processing appa-
ratus 10. Therefore, the detection unit 25 may also detect the
posture of the display unit 20 by detecting the posture infor-
mation of the display processing apparatus 10.

[0050] The posture information is the information to indi-
cate posture of the display unit 20 in the real space. More
specifically, the posture information includes inclination of
the display unit 20 and a facing direction of the display
surface of the display unit 20. In the present embodiment, the
posture information indicates the inclination and facing
direction of the display surface of the display unit 20 in a first
coordinate system when an X-axis corresponds to an east-
west direction, a Y-axis corresponds to a vertical direction,
and a Z-axis corresponds to a north-south direction. In the
first coordinate system, a right-and-left direction of the dis-
play surface of the display unit 20 is defined as the X-axis, an
up-and-down direction thereof is defined as the Y-axis, and a
direction vertical to the display surface is defined as the
Z-axis. Note that an XY plane in the first coordinate system
corresponds to the display surface. Further, an origin (zero
point) of the first coordinate system is a center of the display
surface.

[0051] FIGS.2A and 2B are explanatory diagrams illustrat-
ing the coordinate axes. FIG. 2A is a three-dimensional coor-
dinate (defined as a second coordinate system) in the real
space, and is a world coordinate. FIG. 2B is the explanatory
diagram illustrating the first coordinate system based on the
display surface of the display unit 20.

[0052] Inthe present embodiment, the posture information
is based on a state in which the X-axis of the first coordinate
system (refer to FIG. 2B) corresponds to the east-west direc-
tion of the second coordinate system (refer to FIG. 2A), the
Y-axis of the first coordinate system (refer to FIG. 2B) cor-
responds to the vertical direction of the second coordinate
system (refer to Y-axis direction in FIG. 2A), and the Z-axis of
the first coordinate system (refer to FIG. 2B) corresponds to
the north-south direction of the second coordinate system
(refer to Z-axis direction in FIG. 2A). Further, in the present
embodiment, the posture information indicates the inclina-
tion and facing direction (angle) of the display surface of the
display unit 20 in the first coordinate system when the X-axis
corresponds to the east-west direction, the Y-axis corresponds
to the vertical direction, and the Z-axis corresponds to the
north-south direction. In the first coordinate, the right-and-
left direction of the display surface of the display unit 20 is
defined as the X-axis, the up-and-down direction thereof is
defined as the Y-axis, and the direction vertical to the display
surface is defined as the Z-axis. Note that the description will
be given in the present embodiment under the condition that
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a length unit used in the first coordinate system is cm in all of
the X-axis, Y-axis, and Z-axis.

[0053] For the detection unit 25, for example, a known
detector capable of detecting inclination and a direction
(angle) is used. For instance, the detection unit 25 may be a
gyro sensor (triaxial accelerometer), an electronic compass, a
gravity accelerometer, and so on.

[0054] The display processing unit 14 is a computer con-
figured to include a central processing unit (CPU), a read only
memory (ROM), arandom access memory (RAM), and so on.
Note that the display processing unit 14 may also be a gen-
eral-purpose circuit or the like other than the CPU. The dis-
play processing unit 14 controls respective units of the device
disposed at the display processing apparatus 10.

[0055] Thedisplay processing unit 14 controls displaying a
preview image of document data on the display unit 20. In the
present embodiment, the preview image is a superimposed
image obtained by superimposing, on the background image,
the display surface on a document surface where the docu-
ment data is displayed. The above-described display process-
ing is achieved by a 3D engine such as an open graphics
library (OpenGL).

[0056] The background image is a photographed image of
the observation environment in the real space where a preview
image is displayed. In the present embodiment, the display
surface to be superimposed on the background image is a
document display surface. The document display surface is
an image in which a light source image (described later in
detail) is reflected on the document surface where the docu-
ment data is displayed.

[0057] In the present embodiment, a description will be
given for a case where the preview image is animage in which
the background image is disposed in a virtual space and a
three-dimensional model obtained by disposing the docu-
ment display surface in the three-dimensional space on the
background image is projected to a two-dimensional surface.

[0058] Note that the preview image may also be a two-
dimensional model obtained by disposing the background
image and the document display surface in a two-dimensional
space.

[0059] Further, in the present embodiment, the case where
the preview image is the superimposed image obtained by
disposing the document display surface on the background
image will be described. However, the preview image is only
needed to be an image obtained by disposing the document
display surface on the background image, and further may
also be an image including a different display surface.

[0060] Examples of the different display surface may
include a display surface on which a transparent image
formed by using colorless developer is displayed, a display
surface on which a surface effect image is displayed; and so
on, but not limited thereto. In the surface effect image, a
surface effect provided to a paper is defined by using the
colorless developer.

[0061] In the case where the preview image includes a
plurality of the display surfaces, the preview image may be an
image in which the plurality of display surfaces is disposed at
different positions in the Z-axis direction.

[0062] FIG. 3 is a block diagram illustrating a functional
configuration of the display processing unit 14. The display
processing unit 14 includes an acquisition unit 14G, a calcu-
lation unit 14D, a generation unit 14E, and a display control
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unit 14F. The acquisition unit 14G includes a first acquisition
unit 14A, a second acquisition unit 14B, and a third acquisi-
tion unit 14C.

[0063] The first acquisition unit 14A, second acquisition
unit 14B, third acquisition unit 14C, calculation unit 14D,
generation unit 14K, and display control unit 14F may be
partly or entirely implemented by causing, for example, a
processor such as CPU to execute a program, more specifi-
cally, by software, or implemented by hardware such as an
integrated circuit (IC), or implemented by combining the
software with the hardware.

[0064] The first acquisition unit 14A acquires light source
information. A user inputs the light source information by
operating the input unit 18. The first acquisition unit 14A
acquires the light source information from the input unit 18.
[0065] The light source information includes a first relative
position of a light source with respect to the display unit 20.
The light source information includes the first relative posi-
tion and a light source type of the light source in the real
space.

[0066] In the present embodiment, a case where the light
source information includes the first relative position and
light source type will be described.

[0067] The first relative position is a relative position of the
light source with respect to the display unit 20, and also the
relative position input by the user’s operation at the input unit
18. In other words, the first relative position is the relative
position of the light source with respect to the display unit 20
when the light source information is input by the user. More
specifically, the first relative position indicates the relative
position of the light source in the three-dimensional space of
the first coordinate system in which the right-and-left direc-
tion of the display surface of the display unit 20 is defined as
the X-axis, the up-and-down direction thereof is defined as
the Y-axis, and the direction vertical to the display surface is
defined as the Z-axis, and the center of the display surface of
the display unit 20 is set as the origin.

[0068] Theuser inputs the first relative position via an input
screen displayed on the display unit 20, for example. FIG. 4 is
a diagram illustrating an exemplary input screen for the first
relative position. In the example illustrated in FI1G. 4, the first
relative position is represented by a position in a “right”
direction (positive direction of the X-axis), a position in an
“upward” direction (positive direction of the Y-axis), and a
position in a “front” direction (positive direction of the
Z-axis) in the three-dimensional space of the first coordinate
system in which the center of the display surface of the
display unit 20 is set as the origin. Note that, in the present
embodiment, a “frontward direction” and “front side” indi-
cate a downstream side of a visual line (opposite side of the
display surface on the display unit 20) when viewed from a
viewpoint P in a normal line (Z-axis direction) with respect to
the display surface at the display unit 20. Further, a “rearward
direction” and “rear side” indicate a side of the viewpoint P
(display surface side of the display unit 20) in the normal line
(Z-axis direction) with respect to the display surface at the
display unit 20.

[0069] For example, a selection button (not illustrated) for
a “light source position” displayed on the display unit 20 is
selected in accordance with an operation command by the
user at the input unit 18, thereby displaying the input screen
for inputting the first relative position (refer to FIG. 4). In the
example illustrated in FIG. 4, the input screen is displayed, in
which names of the light source position preliminarily regis-
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tered are listed, being correlated to the first relative positions
and identification information (No.). A desired first relative
position is selected in accordance with an addition opera-
tional command by the user at the input unit 18, thereby
inputting the first relative position to the display processing
unit 14. Meanwhile, in the case where the desired relative
positionis not displayed on the input screen illustrated in FIG.
4, the user may select an area indicating “designated values”
to set a new value, and may input a new name of the light
source position and a first relative position.

[0070] The light source type indicates a type of the light
source. For example, the light source type may be a fluores-
cent light, a light bulb, a light emitting diode (LED), a candle,
and a spot light, and so on.

[0071] The user inputs the light source type via a selection
screen displayed on the display unit 20, for example. FIG. 5 is
a diagram illustrating an exemplary selection screen for the
light source type. For example, a selection button (not illus-
trated) of the “light source type” displayed on the display unit
20 is selected in accordance with the operational command by
the user at the input unit 18, thereby displaying the selection
screen to select the light source type (refer to FIG. 5). In the
example illustrated in FIG. 5, “fluorescent light”, “light
bulb”, “LED”, and “candle” are displayed as the light source
types in a selectable manner. A selected light source type is
input to the display processing unit 14 by selecting a desired
light source type in accordance with the operational com-
mand by the user at the input unit 18.

[0072] Additionally, the first acquisition unit 14A further
acquires, from the input unit 18, a paper type indicating paper
quality of a recording medium for an image forming object.

[0073] Thepaper type is preliminarily set for each different
type to such an extent that the user can confirm a difference of
paper quality at the time of visually confirming the recording
medium on which the image is formed. In the present embodi-
ment, a description will be given by exemplifying a plain
paper, a coated paper, a matt coated paper, a fine paper as the
paper types, but other paper types may also be used.

[0074] The user inputs the paper type via the selection
screen displayed on the display unit 20, for example. FIG. 6 is
a diagram illustrating an exemplary selection screen for the
paper type. For example, a selection button (not illustrated)
for the “paper type” displayed on the display unit 20 is
selected in accordance with an operational command by the
user at the input unit 18, thereby displaying the selection
screen to select any one of plural kinds of the paper types
preliminarily registered (refer to FIG. 6). Further, the paper
type of the recording medium for the image forming object is
selected in accordance with an additional operational com-
mand by the user at the input unit 18, thereby inputting
information indicating the paper type of the recording
medium for the image forming object to the display process-
ing unit 14.

[0075] Returning to FIG. 3, the first acquisition unit 14A
stores, in the storage unit 16, the acquired light source infor-
mation and paper type as setting information set by the user.

[0076] Note that the first acquisition unit 14A further
acquires a background image. The first acquisition unit 14A
may acquire one of image data stored inside the storage unit
16 as the background image, or may acquire an image pho-
tographed by the photographing unit 12 as the background
image. In the present embodiment, a case where the first
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acquisition unit 14A acquires the image photographed by the
photographing unit 12 as the background image will be
described.

[0077] The second acquisition unit 14B acquires the pos-
ture information of the display unit 20 from the detection unit
25.

[0078] The third acquisition unit 14C acquires the docu-

ment data. The document data is image data indicating an
image of a printing object on the recording medium.

[0079] The third acquisition unit 14C acquires, as the docu-
ment data, the image data of the printing object from among
a plurality of image data preliminarily stored in the storage
unit 16, for example. The user selects the document data via
a selection screen displayed on the display unit 20, for
example. FIG. 7 is a diagram illustrating an exemplary selec-
tion screen for the document data. For example, a selection
button (not illustrated) of the “document data” displayed on
the display unit 20 is selected in accordance with an opera-
tional command by the user at the input unit 18, thereby
displaying the selection screen to select any one of the image
data preliminarily stored in the storage unit 16 (refer to FIG.
7). Further, the image data of the printing object is selected as
the document data of the printing object in accordance with an
additional operational command by the user at the input unit
18. By this, the third acquisition unit 14C acquires the
selected image data as the document data from the storage
unit 16.

[0080] Returning to FIG. 3, the calculation unit 14D calcu-
lates a second relative position of the light source with respect
to the display unit 20 having posture specified by second
posture information by using the first relative position, first
posture information previously acquired as the posture infor-
mation, and the second posture information acquired this time
as the posture information.

[0081] “Previously acquired” means the posture informa-
tion acquired before the second posture information, and is
not limited to the posture information acquired immediately
before the second posture information. Note that, in the
present embodiment, a case where the first posture informa-
tion is the posture information acquired at the time of acquir-
ing the first relative position will be described as an example.
However, the first posture information is only needed to be the
posture information acquired before the second posture infor-
mation, and is not limited to the posture information acquired
at the time of acquiring the first relative position.

[0082] In other words, the calculation unit 14D calculates
the second relative position of the light source according to
the display unit 20 in a current posture by using the first
posture information which is the posture information
acquired at the time of acquiring the light source information
(including the first relative position), the second posture
information which is the posture information newly acquired
from the detection unit 25 this time, and the first relative
position included in the light source information input by the
user.

[0083] More specifically, the calculation unit 14D first cal-
culates positional relation between the display processing
apparatus 10, light source L, and viewpoint P when the light
source information is input by the user based on the light
source information acquired by the first acquisition unit 14A
from the input unit, and the first posture information acquired
as the posture information from the detection unit 25 when the
second acquisition unit 14B acquires the light source infor-
mation (including the first relative position).
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[0084] First, the relation between the display processing
apparatus 10 including the display unit 20, the light source,
and the viewpoint of the user who visually confirms the
display unit 20 will be described.

[0085] FIG. 8 is adiagram illustrating exemplary positional
relation between the display processing apparatus 10 (display
unit 20), the light source L, and the viewpoint P when the light
source information is input by the user.

[0086] The calculation unit 14D calculates the positional
relation between the display processing apparatus 10, light
source L, and viewpoint P when the light source information
is input by the user based on the light source information that
the first acquisition unit 14 A acquired from the input unit, and
the first posture information that the second acquisition unit
14B acquired as the posture information from the detection
unit 25 at the time of acquiring the light source information
(first relative position).

[0087] As illustrated in FIG. 8, the calculation unit 14D
calculates the positional relation based on the first relative
position included in the light source information and the first
posture information. For example, in the positional relation,
the light source L is located at an obliquely upper right posi-
tion on the rear side of the display unit 20 and a viewpoint P1
is located at a position visually confirming the display surface
of the display unit 20 of the display processing apparatus 10
from a direction vertical to the display surface (Z-axis direc-
tion) in an actual space S. Note that a reference sign B indi-
cates a background object B in FIG. 8. Further, as described
above, the rear side indicates the display surface side of the
display unit 20.

[0088] Note that the calculation unit 14D places the view-
point P1 vertical to the display surface of the display unit 20
(Z-axis direction) on the display surface side. The reason is
that the user visually confirms various kinds of images dis-
played on the display unit 20 by visually confirming the
display unit 20 from the display surface side.

[0089] Further, in the present embodiment, a description
will be given under the condition that a photographing direc-
tion of the photographing unit 12 is an opposite side of the
display surface at the display unit 20. In other words, in the
case where a photographed image photographed by the pho-
tographing unit 12 is displayed on the display unit 20 while
the position of the display processing apparatus 10 is fixed,
the photographed image displayed on the display unit 20 and
landscape in the real space located at the background of the
display unit 20 (opposite side of the display surface of the
display unit 20) become the same.

[0090] Further, the calculation unit 14D acquires, from the
first posture information which is the posture information
when the light source information is input by the user, the
inclination and facing direction (angle) of the display surface
of'the display unit 20 in the first coordinate system when the
X-axis of the first coordinate system corresponds to the east-
west direction, the Y-axis of the first coordinate system cor-
responds to the vertical direction, and the Z-axis of the first
coordinate system corresponds to the north-south direction.
In the first coordinate system, the right-and-left direction of
the display surface of the display unit 20 is defined as the
X-axis, the up-and-down direction thereof is defined as the
Y-axis, and the direction vertical to the display surface is
defined as the Z-axis.

[0091] Note that, in the present embodiment, the upward
direction is a direction from a downstream side of the vertical
direction to an upstream side of the vertical direction, namely,
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the positive direction of the Y-axis. Further, the downward
direction is a direction from the upstream side of the vertical
direction to the downstream side of the vertical direction,
namely, a negative direction of the Y-axis. The frontward
direction is a direction opposing to the display surface of the
display unit 20, namely, the positive direction of the Z-axis.
The rearward direction is a direction of the display surface
side of the display unit 20, namely, a negative direction of the
Z-axis. The leftward direction is the positive direction of the
X-axis direction, and the rightward direction is a negative
direction of the X-axis direction.

[0092] Next, the calculation unit 14D calculates the second
relative position of the light source L according to the display
unit 20 in the current posture.

[0093] Here, the positional relation between the display
processing apparatus 10 (display unit 20), light source L, and
viewpoint P when the light source information is input by the
user is changed by, for example, movement or a holding way
of the user.

[0094] FIGS. 9 to 11 are schematic diagrams illustrating
exemplary changes of the positional relation between the
display processing apparatus 10 (display unit 20), light source
L, and viewpoint P.

[0095] Assume that the user’s viewpoint P is rotated anti-
clockwise around a center of the display processing apparatus
10 (display unit 20) and moved from a viewpoint P1 which is
a state when the light source information is input by the user
(refer to FIG. 8) to a viewpoint P2 (refer to FIG. 9) when
viewed from the upper side (upstream side of the vertical
direction). In this case, the relative position on the display
surface of the display unit 20 with respect to the light source
L is changed as illustrated in FIG. 9.

[0096] Further, assume that the user’s viewpoint P is
rotated clockwise around the center of the display processing
apparatus 10 (display unit 20) and moved from the viewpoint
P1 which is the state when the light source information is
input by the user (refer to FIG. 8) to the viewpoint P3 when
viewed from the upper side (upstream side of the vertical
direction). The viewpoint P3 is a position looking up the
display unit 20 from a lower side (refer to FIG. 10). In this
case also, the relative position of the display surface of the
display unit 20 with respect to the light source L. is changed as
illustrated in FIG. 10.

[0097] Furthermore, assume that the display unit 20 is
inclined rightward on a plane along the display surface of the
display unit 20 (refer to FIG. 11) from the state when the light
source information is input by the user (refer to FIG. 8). In this
case also, the relative position of the display surface of the
display unit 20 with respect to the light source L. is changed as
illustrated in FIG. 11.

[0098] Returning to FIG. 3, the calculation unit 14D then
calculates the second relative position of the light source L.
with respect to the display unit 20 in the current posture
(posture specified by the second posture information).
[0099] More specifically, the calculation unit 14D calcu-
lates the second relative position of the light source L. with
respect to the display unit 20 having the posture specified by
the second posture information by using the first relative
position, first posture information acquired as the posture
information at the time of acquiring the first relative position,
and second posture information acquired this time as the
posture information.

[0100] First, the calculation unit 14D acquires rotation
angles (pitch, roll, and yaw) to bring the display unit 20



US 2015/0355867 Al

having the posture specified by the first posture information
of'the display unit 20 into the posture specified by the second
posture information.

[0101] FIG. 12 is an explanatory diagram illustrating the
rotation angles. In the present embodiment, a description will
be given under the condition that rotation around the Z-axis as
arotary axis is defined as a roll angle (refer to an arrow D3 in
FIG. 12), rotation around the X-axis as a rotary axis is defined
as a pitch angle (refer to an arrow D1 in FIG. 12), and rotation
around the Y-axis as a rotary axis is defined as a yaw angle
(referto an arrow D2 in FIG. 12) as for the X-axis, Y-axis, and
Z-axis in the first coordinate system described by using in
FIG. 2B.

[0102] Further, the calculation unit 14D calculates, as the
second relative position, a position obtained by rotating the
first relative position by an angle corresponding to the rota-
tion angle from the posture specified by the first posture
information to the posture specified by the second posture
information.

[0103] FIGS. 13A, 13B and FIG. 14 are explanatory dia-
grams illustrating a calculation method for the second relative
position.

[0104] Here, assume that the yaw angle, roll angle, and
pitch angle of the display unit 20 specified by the first posture
information are a yaw angle 6, a roll angle p,, and a pitch
angle ¢, respectively.

[0105] Further, assume that the yaw angle, roll angle, and
pitch angle of the display unit 20 specified by the second
posture information are a yaw angle 0n, a roll angle pn, and a
pitch angle yn respectively.

[0106] In this case, the calculation unit 14D calculates
respective rotation angles of the yaw angle, roll angle, and
pitch angle of the display unit 20 from the posture specified by
the first posture information (yaw angle 6,,, roll angle p,, pitch
angle ¢,) to the posture specified by the second posture infor-
mation (yaw angle 0n, roll angle pn, and pitch angle yn).
Further, the calculation unit 14D calculates, as the second
relative position, the position obtained by rotating the first
relative position by the rotation angles corresponding to the
respective calculated yaw angle, roll angle, and pitch angle.
[0107] FIGS. 13A and 13B are the explanatory diagrams
illustrating calculation of the second relative positionina yaw
angle rotary direction. The rotation angle 0 in the yaw angle
rotary direction of the display unit 20 from the posture speci-
fied by the first posture information to the posture specified by
the second posture information is expressed by a following
Expression (1).

0=0,-6n o)

[0108] Therefore, the calculation unit 14D calculates, as
the second relative position concerning the yaw angle rotary
direction, a position obtained by rotating the first relative
position by the rotation angle 6.

[0109] FIG. 14 is the explanatory diagram illustrating cal-
culation of the second relative position in a pitch angle rotary
direction. The rotation angle ¢ in the pitch angle rotary direc-
tion of the display unit 20 from the posture specified by the
first posture information to the posture specified by the sec-
ond posture information is expressed by a following Expres-
sion (2).

O=o—¢n @

[0110] Note that a case of ¢,=0 (display unit 20 is in a
horizontal state) is illustrated in FIG. 14 as an example.
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[0111] Therefore, the calculation unit 14D calculates, as
the second relative position in the pitch angle rotary direction,
aposition obtained by rotating the first relative position by the
rotation angle ¢.

[0112] The calculation unit 14D also calculates the second
relative position in a roll angle rotary direction in the same
manner. More specifically, the rotation angle p in the roll
angle rotary direction of the display unit 20 from the posture
specified by the first posture information to the posture speci-
fied by the second posture information is expressed by a
following Expression (3).

p=po-pn 3)
[0113] In the case of p,=0, the display unit 20 is in the
horizontal state.

[0114] Therefore, the calculation unit 14D calculates, as

the second relative position in the roll angle rotary direction,
aposition obtained by rotating the first relative position by the
rotation angle p.

[0115] As described above, the calculation unit 14D calcu-
lates, as the second relative position, the position obtained by
rotating the first relative position by the angle corresponding
to the differences of the respective calculated rotation angles
(vaw angle 0, roll angle p, pitch angle ¢) between the first
posture information and the second posture information.
[0116] Returning to FIG. 3, the generation unit 14E subse-
quently generates a document display surface where a state in
which the document surface displaying the document data is
disposed in the virtual three-dimensional space and the light
source L is disposed at the second relative position with
respect to the document surface is converted to a two-dimen-
sional image visually confirmed from a viewpoint position
located in a normal line of the document surface. In order to
convert the state formed inside the virtual space into the
two-dimensional image visually confirmed from the view-
point position, a 3D graphic engine may be utilized, for
example.

[0117] More specifically, the generation unit 14E generates
the document display surface by reflecting a light source
image on the document surface displaying the document data.
In the light source image, reflectance in accordance with the
light source L positioned at the second relative position is set
for each pixel. In the present embodiment, the light source
image is the image data in which a transmissivity is specified
for each pixel position.

[0118] More specifically, the generation unit 14E generates
a function corresponding to the light source image by calcu-
lating the reflectance for each pixel in each pixel position in
accordance with the second relative position.

[0119] The reflectance of the pixel in each pixel position is
determined by the viewpoint position of the viewpoint P
located in the normal line of the display unit 20, the position
of'the light source L with respect to the display unit 20 (here,
second relative position), and a pixel position V on the docu-
ment surface displayed on the display unit 20.

[0120] Here, assume that an angle formed by the viewpoint
position (defined as PA), the position of the light source L
(defined as [LA), and the pixel position V (angle between a line
connecting the viewpoint position PA to the pixel position V
and a line connecting the relative position LA of the light
source to the pixel position V) is defined as 0. Then, a bright-
ness level provided at the angle 6 can be expressed as max (0,
cos 0). Further, the brightness level is set in accordance with
a distance between the pixel position V and the relative posi-
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tion LA of the light source L. or the square of the distance.
Then, multiplication (function) of the brightness level and the
brightness level at the angle 6 may be set as the reflectance of
the pixel in each pixel position.

[0121] Therefore, for example, in the case where the rela-
tive position of the light source L. with respect to the display
unit 20 is located in the upper right direction of the display
unit 20, the closer to the upper right direction the pixel is, the
higher reflectance is, and the closer to a lower left direction
the pixel is, the lower reflectance is when the light source
image expressed by the above function is displayed on the
display unit 20.

[0122] Next, the generation unit 14E generates the docu-
ment display surface by reflecting the light source image
expressed by the above function on the document surface
displaying the document data, using the 3D graphic engine
such as the OpenGL.

[0123] Note that the generation unit 14E may preliminarily
store first reflectance information in the storage unit 16. The
first reflectance information is the information correlating
preliminarily the relative position of the light source L with
respect to the display unit 20 to the reflectance information.
The reflectance information is the information to specify, for
each pixel in each pixel position, the reflectance of light of the
light source L at the corresponding relative position on the
display surface of the display unit 20. In this case, the gen-
eration unit 14E preliminarily calculates, as the reflectance, a
value of the above function (value determined in accordance
with the angle 0) for each pixel position, corresponding to the
relative position of the light source L, and may preliminarily
store the value as the first reflectance information. Further, the
generation unit 14E reads, from the first reflectance informa-
tion, the reflectance information corresponding to the relative
position as the second relative position. Then, the generation
unit 14E may read, as the light source image, the reflectance
information which is read from the first reflectance informa-
tion and specifies the reflectance for each pixel.

[0124] Meanwhile, the generation unit 14E may generate
the document display surface on which the light source image
is reflected on the document surface. In the light source
image, a light amount in accordance with the light source type
and the reflectance in accordance with the light source L
positioned at the second relative position are set for each
pixel.

[0125] In this case, the generation unit 14E preliminarily
stores, in the storage unit 16, the light source type information
that correlates the light source type to the light amount. The
light amount indicates a light amount in the case of expressing
the light in accordance with each light source type. The light
amount includes at least one of a specular light amount, a
diffused light amount, and an environment light amount. The
light source type information may be suitably changeable in
accordance with an operational command by the user at the
input unit 18.

[0126] Further, the generation unit 14E reads, from the light
source type information, the light amount corresponding to
the light source type included in the light source information
input by the user. Then, the generation unit 14E sets, for each
pixel of the light source image, the read light amount as a
parameter at the time of display.

[0127] Also, the generation unit 14E may generate the
document display surface on which the light source image is
reflected on the document surface, and in the light source
image, the reflectance in accordance with the paper type of
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the recording medium for the image forming object and fur-
ther in accordance with light source L. positioned at the sec-
ond relative position is set for each pixel. In the case where the
first acquisition unit 14A further acquires the paper type, the
generation unit 14E may generate the document display sur-
face on which the light source image in accordance with the
paper type is reflected on the document surface.

[0128] In this case, the generation unit 14E preliminarily
stores, in the storage unit 16, third reflectance information
that specifies, for each pixel in each pixel position, an alpha
value (transmissivity) corresponding to the type of paper
quality, and the relative position of the light source L with
respect to the display unit 20, for example. The third reflec-
tance information is, for example, the reflectance correspond-
ing to the type of paper quality, and also specifies the reflec-
tance for each pixel in each position such that the closer to the
light source L the pixel is positioned on the display surface of
the display unit 20, the higher the reflectance is. Also, the
third reflectance information is, for example, the reflectance
corresponding to the type of paper quality, and also specifies
the reflectance for each pixel in each position such that the
more distant from the light source L the pixel is positioned,
the lower the reflectance is. The reflectance is represented by,
for example, the alpha value. Note that the higher the reflec-
tance is, the lower the alpha value (transmissivity) is. Further,
the reflectance specified by the second reflectance informa-
tion also includes the specular light reflectance, diffused light
reflectance, and environment light reflectance as described
above.

[0129] Subsequently, the generation unit 14E reads, from
the third reflectance information, the reflectance information
corresponding to the type of paper quality and the relative
position as the second relative position. Further, the genera-
tion unit 14E reads, as the light source image, the reflectance
information which is read from the third reflectance informa-
tion and specifies the reflectance for each pixel.

[0130] Therefore, assume that the relative position of the
light source L with respect to the display unit 20 is located in
the upper right direction of the display unit 20, for example. In
this case, the generation unit 14E generates the light source
image in which the reflectance corresponding to the type of
paper quality is set for each pixel. Further, the reflectance is
set for each pixel such that the closer to the upper right side of
the display surface of the display unit 20 the pixel is, the
higher the reflectance is, the closer to the lower left thereofthe
pixel is, the lower the reflectance is.

[0131] Further, the generation unit 14E generates the docu-
ment display surface on which the generated light source
image is reflected on the document surface. As described
above, the generation unit 14E generates the document dis-
play surface by performing alpha-blend of the document sur-
face and the light source image.

[0132] Returning to FIG. 3, the display control unit 14F
executes control to display a superimposed image on the
display unit 20 as a preview image estimating a printing result
of document data. The superimposed image is obtained by
superimposing the background image and the document dis-
play surface generated at the generation unit 14E. The display
control unit 14F is implemented by, for example, a 3D engine
such as the open graphics library (OpenGL).

[0133] FIG. 15 is a schematic diagram illustrating a virtual
three-dimensional space for forming a preview image 34.
[0134] The display control unit 14F disposes a document
display surface 32 generated at the generation unit 14E inside
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the virtual three-dimensional space (may be simply referred
to as a virtual space), and also disposes the light source L at
the second relative position. Then, the display control unit
14F disposes the background image 30 behind the document
display surface 32. Subsequently, the display control unit 14F
disposes the viewpoint P on the rear side (on the display
surface side of the display unit 20) with respect to the docu-
ment display surface 32 in a normal line at a center of the
document display surface 32.

[0135] Note that the document display surface 32 is the
display surface on which the light source image is reflected as
described above. Further, the light source image is the image
in which the reflectance in accordance with the second rela-
tive position is specified for each pixel. The second relative
position is the relative position of the light source L with
respect to the display unit 20 having the posture specified by
the second posture information. Therefore, the light from the
light source L. in accordance with the second relative position
is reflected on the document display surface 32.

[0136] Further, the display control unit 14F executes con-
trol to convert the state formed inside the virtual space into a
two-dimensional image visually confirmed from the view-
point position of the viewpoint P by utilizing the 3D graphic
engine, and display the two-dimensional image on the display
unit 20 as the preview image 34.

[0137] FIGS. 16 to 20 are diagrams illustrating exemplary
preview images 34.

[0138] For example, assume that the second relative posi-
tion of the light source L is at a position corresponding to an
upper side of the display unit 20 (upstream side of the vertical
direction). In this case, a preview image 34A illustrated in
FIG. 16 is displayed on the display unit 20.

[0139] As illustrated in FIG. 16, the generation unit 14E
generates a document display surface 32A on which the light
source image is reflected on the document surface, and in the
light source image, the reflectance in accordance with the
light source L positioned on the upper side of the display unit
20 (second relative position) is set for each pixel. Therefore,
the preview image 34A is to be a superimposed image
obtained by superimposing the document display surface
32A on the background image 30. Further, the reflectance in
each pixel of the document display surface 32A is higher on
the upper side, and lower on the lower side in accordance with
the second relative position (refer to FIG. 16). Therefore, on
the display unit 20, the preview image 34A including the
document display surface 32A having the reflectance corre-
sponding to the relative position of the light source L. (second
relative position) in accordance with the current posture
information of the display unit 20 is displayed.

[0140] Further, assume that the second relative position of
the light source L is located at the position illustrated in FIG.
8, for example. In this case, as described in FIG. 8, the light
source L is located at the obliquely right upward position on
the rear side of the display unit 20. More specifically, when
the viewpoint P is placed on the display surface side in the
normal line (Z-axis direction) vertical to the display surface
of the display unit 20 and the display unit 20 is viewed from
the viewpoint P, the light source L is located at the obliquely
right upward position on the rear side of the display unit 20.
Note that the “rear side” indicates the viewpoint P side (dis-
play surface side) of the display unit 20 as described above.
Also, the example illustrated in FIG. 17 illustrates a case
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where the light source type is a spot light. In this case, a
preview image 34B illustrated in FIG. 17 is displayed on the
display unit.

[0141] As illustrated in FIG. 17, the generation unit 14E
generates a document display surface 32B on which the light
source image is reflected on the document surface. In the light
source image, the reflectance in accordance with the light
source L positioned on an upper right rear side of the display
unit 20 (second relative position) is set for each pixel. There-
fore, the preview image 34B is to be a superimposed image
obtained by superimposing the document display surface 32B
on the background image 30. Further, the reflectance in each
pixel on the document display surface 32B is higher on an
oblique upper right side, and lower on an oblique lower left
side (refer to FIG. 17) in accordance with the second relative
position. Therefore, on the display unit 20, a preview image
34C including the document display surface 32B having the
reflectance corresponding to the relative position of the light
source L (second relative position) in accordance with the
current posture information of the display unit 20 is dis-
played.

[0142] Further, for example, assume that the second rela-
tive position of the light source L is at a position correspond-
ing to the upper rear side of the display unit 20. More specifi-
cally, assume the light source L is positioned on the rear side
of'the display unit 20 (display surface side (viewpoint P side))
in the upper direction of the display unit 20 when the view-
point P is located on the display surface side in the normal line
(Z-axis direction) vertical to the display surface of the display
unit 20 and the display unit 20 is viewed from the viewpoint
P. In this case, the preview image 34C illustrated in FIG. 18 is
displayed on the display unit 20.

[0143] As illustrated in FIG. 18, the generation unit 14E
generates the document display surface 32C on which the
light source image is reflected on the document surface. Inthe
light source image, the reflectance in accordance with the
light source L. positioned on the upper rear side of the display
unit 20 (second relative position) is set for each pixel. There-
fore, the preview image 34C is to be a superimposed image
obtained by superimposing the document display surface 32C
on the background image 30. Further, the reflectance in each
pixel of the document display surface 32C is higher on the
upper side, and lower on the lower side in accordance with the
second relative position (refer to FIG. 18). Additionally, com-
pared to the case illustrated in FIG. 16 where “the second
relative position of the light source L is located at the position
corresponding to the upper side of the display unit 20”, entire
reflectance of the document display surface 32C is higher
than the document display surface 32A (refer to FIG. 16)
because the second relative position of the light source L is
positioned on the upper rear side of the display unit 20.
[0144] Therefore, on the display unit 20, the preview image
34C including the document display surface 32C having the
reflectance corresponding to the relative position of the light
source L (second relative position) in accordance with the
current posture information of the display unit 20 is dis-
played.

[0145] Further, for example, assume that the second rela-
tive position of the light source L is located at a position
corresponding to the frontward direction (direction opposing
to the display surface (opposite direction of the viewpoint P))
of the Z-axis direction with respect to the display unit 20
(normal line with respect to the display surface). In other
words, assume that the light source L is positioned on the
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opposite side of the viewpoint P interposing the display unit
20 when the viewpoint P is placed on the display surface side
of the normal line (Z-axis direction) vertical to the display
surface of the display unit 20.

[0146] Inthiscase, a preview image 34D illustrated in FIG.
19 is displayed on the display unit 20.

[0147] As illustrated in FIG. 19, the generation unit 14E
generates a document display surface 32D on which the light
source image is reflected on the document surface. In the light
source image, the reflectance in accordance with the light
source L positioned on the opposite side of the display surface
(second relative position) of the display unit 20 is set for each
pixel. Therefore, the preview image 34D is to be a superim-
posed image obtained by superimposing the document dis-
play surface 32D on the background image 30. Further, the
reflectance in each pixel on the document display surface 32D
has entirely low reflectance in accordance with the second
relative position (refer to FIG. 19).

[0148] Therefore, on the display unit 20, the preview image
34D including the document display surface 32D having the
reflectance corresponding to the relative position of the light
source L (second relative position) in accordance with the
current posture information of the display unit 20 is dis-
played.

[0149] Further, assume that the second relative position of
the light source L is located at the position illustrated in FIG.
11, for example. In this case, the light source L is positioned
on the upper side of the display unit 20. More specifically,
when the viewpoint P is placed on the display surface side in
the normal line (Z-axis direction) vertical to the display sur-
face of the display unit 20 and the display unit 20 is viewed
from the viewpoint P, the light source L is positioned on the
upper side of the display unit 20. Further, as described in FIG.
11, the state illustrated in FIG. 11 is the state in which the
display unit 20 is inclined rightward on the plane along the
display surface of the display unit 20 from the state when the
light source information is input by the user (refer to FIG. 8).
In this case, a preview image 34E illustrated in FIG. 20 is
displayed on the display unit.

[0150] As illustrated in FIG. 20, the generation unit 14E
generates a document display surface 32E on which the light
source image is reflected on the document surface. In the light
source image, the reflectance in accordance with the light
source L positioned on upper side of the display unit 20
inclined rightward (second relative position) is set for each
pixel. Therefore, the preview image 34E is to be a superim-
posed image obtained by superimposing the document dis-
play surface 32E on the background image 30. Further, the
reflectance in each pixel on the document display surface 32E
is higher on the upper side of the display surface of the display
unit 20 inclined rightward, and lower on the lower side
thereof (refer to FIG. 20) in accordance with the second
relative position. Therefore, on the display unit 20, the pre-
view image 34F including the document display surface 32E
having the reflectance corresponding to the relative position
of' the light source L. (second relative position) in accordance
with the current posture information of the display unit 20 is
displayed.

[0151] FIG. 21 is a schematic diagram illustrating an exem-
plary display unit 20 at which the preview image 34 is dis-
played. The display unit 20 includes an environment setting
button 40 and the preview image 34 on which the document
display surface 32 is superimposed on the background image
30. The environment setting button 40 is an area to be oper-
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ated at the time of inputting or selecting the light source
information, selecting the paper type, and inputting or oper-
ating the background image. The user operates the display
area of the environment setting button 40 by the input unit 18,
thereby displaying the input screen or the selection screen
illustrated in FIGS. 4 to 7 on the display unit 20, and enabling
inputting or selecting the light source information, paper
type, background image, and so on.

[0152] Meanwhile, in the case where the display unit 20
and the input unit 18 are integrally formed as a touch panel,
operation such as pinch-in and pinch-out by the user may be
received. In this case, enlargement/reduction of the document
display surface 32 is commanded by an operational command
by the user at the display unit 20. The user commands enlarge-
ment/reduction of the document display surface 32 by execut-
ing pinch-in or pinch-out on the display area of the document
display surface 32.

[0153] Thedisplay control unit 14F may also regenerate the
preview image 34 by enlarging or reducing the document
display surface 32 at an enlargement ratio or a reduction ratio
according to the pinch-in or pinch-out input by the user, and
display the preview image on the display unit 20.

[0154] FIG. 22 is a sequence diagram illustrating display
processing procedure executed at the display processing unit
14.

[0155] First, the acquisition unit 14G acquires the light
source information, paper type, background information, and
document data (Step S100). More specifically, the first acqui-
sition unit 14A acquires the light source information (first
relative position, light source type), paper type, and back-
ground image. Also, the third acquisition unit 14C acquires
the document data.

[0156] Next, the second acquisition unit 14B acquires the
posture information of the display unit 20 from the detection
unit 25 (Step S102, Step S104).

[0157] The acquisition unit 14G stores, in the storage unit
16, the light source information (first relative position, light
source type), and paper type acquired in Steps S100 to S104
as the setting information set by the user (Step S106). Further,
the acquisition unit 14G stores, in the storage unit 16, the
posture information (first posture information), background
image 30, and document data acquired in Steps S100 to S104
(Step S106).

[0158] Next, the calculation unit 14D reads the setting
information, first posture information, and document data
from the storage unit 16 (Step S108 and Step S110). Next, the
calculation unit 14D transmits an acquisition request for the
posture information of a current display unit 20 to the acqui-
sition unit 14G (Step S112). The second acquisition unit 14B
of the acquisition unit 14G acquires the posture information
of the current display unit 20 from the detection unit 25, and
transmits the same to the calculation unit 14D (Steps S114 to
S118).

[0159] The calculation unit 14D calculates the second rela-
tive position of the light source L. with respect to the display
unit 20 having the posture specified by the second posture
information by using the first relative position included in the
setting information acquired in Step S110, the first posture
information acquired in Step S110, and the second posture
information acquired as the posture information in Step S118
(Step S120).

[0160] Further, the calculation unit 14D transmits, to the
generation unit 14E, the calculated second relative position
and the document data acquired in Step S110 (Step S122).
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[0161] The generation unit 14E generates the document
display surface where a state in which the document surface
displaying the document data is disposed in the virtual three-
dimensional space and also the light source L is disposed at
the second relative position received in Step S122 with
respect to the document surface is converted to the two-
dimensional image visually confirmed from the viewpoint
position located in the normal line of the document surface
(Step S124). Further, the generation unit 14E transmits the
generated document display surface 32 to the display control
unit 14F (Step S126).

[0162] The display control unit 14F generates, as the pre-
view image 34, the superimposed image obtained by super-
imposing the document display surface 32 received in Step
S126 on the background image 30 (Step S136). Further, the
display control unit 14F executes control to display the gen-
erated preview image 34 on the display unit 20 (Step S138).
[0163] Next, the display control unit 14F determines
whether a command is made on the environment setting but-
ton 40 (refer to FIG. 21) at the display unit 20 by the user (Step
S140). The display control unit 14F makes determination in
Step S140 by detecting whether a signal indicating that the
command is provided by the user on a display area of the
environment setting button 40 at the input unit 18 is received.
[0164] When affirmative determination is made in Step
S140 (Step S140: Yes), the processing returns to Step S100.
On the other hand, when negative determination is made in
Step S140 (Step S140: No), the processing proceeds to Step
S142.

[0165] In Step S142, the display control unit 14F deter-
mines whether to finish displaying the preview image 34
(Step S142). The display control unit 14F makes determina-
tion in Step S142 by detecting whether the user operated the
area preliminarily set or the button provided at the display
processing apparatus 10 to command “finish display process-
ing” at the display unit 20.

[0166] When affirmative determination is made in Step
S142 (Step S142: Yes), this routine ends. On the other hand,
when negative determination is made in Step S142 (Step
S142: No), the processing returns to Step S112. Therefore,
the display processing apparatus 10 repeatedly executes the
processing from Step S112 to Step S142 until the affirmative
determination is made in Step S142 (Step S142: Yes). In other
words, the preview image 34 including the document display
surface 32 in accordance with change of the posture of the
display unit 20 is repeatedly displayed.

[0167] Note thatthe display controlunit 14F may repeat the
processing from Step S112 to Step S142 at predetermined
time intervals.

[0168] In this case, the second acquisition unit 14B
acquires the posture information of the display unit 20 from
the detection unit 25 at predetermined time intervals, the
calculation unit 14D calculates the second relative position
every time the posture information is acquired, the generation
unit 14E generates the document display surface 32 every
time the second relative position is calculated, and the display
control unit 14F executes control to display, as the preview
image 34, the superimposed image on the display unit 20
every time the document display surface 32 is generated.
[0169] As described above, in the display processing appa-
ratus 10 of the present embodiment, the first acquisition unit
14 A acquires the light source information including the first
relative position of the light source I with respect to the
display unit 20. The second acquisition unit 14B acquires the
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posture information of the display unit 20 from the detection
unit 25 which detects the posture information. The third
acquisition unit 14C acquires the document data. The calcu-
lation unit 14D calculates the second relative position of the
light source L with respect to the display unit 20 having the
posture specified by second posture information by using the
first relative position, first posture information acquired as the
posture information at the time of acquiring the first relative
position, and the second posture information acquired this
time as the posture information. The generation unit 14E
generates the document display surface 32 where the state in
which the document surface displaying the document data is
disposed in the virtual three-dimensional space and also the
light source L is disposed at the second relative position with
respect to the document surface is converted to the two-
dimensional image visually confirmed from the viewpoint
position located in the normal line of the document surface.
The display control unit 14F executes control to display the
superimposed image on the display unit 20 as the preview
image 34 estimating the printing result of the document data.
The superimposed image is obtained by superimposing the
document display surface 32 and the background image 30 of
the observation environment in the real space.

[0170] Thus, the display processing apparatus 10 of the
present embodiment calculates the second relative position of
the light source L with respect to the display unit 20 having
the current posture by using the first posture information and
second posture information. Further, the display processing
apparatus 10 generates the document display surface 32 on
which the light source image is reflected on the document
surface. In the light source image, the reflectance in accor-
dance with the second relative position of the light source L is
set for each pixel. Then, control is executed to display the
superimposed image on the display unit 20 as the preview
image 34. The superimposed image is obtained by superim-
posing the document display surface 32 on the background
image 30.

[0171] Therefore, the display processing apparatus 10 of
the present embodiment can display, on the display unit 20,
the preview image 34 including the document display surface
32 on which a light environment in accordance with the
current posture information (posture) of the display unit 20 is
reflected.

[0172] Therefore, according to the display processing
apparatus 10 of the present embodiment, there is an advanta-
geous effect that the preview image 34 in accordance with the
posture of the display unit 20 can be provided.

[0173] Therefore, the user can visually confirm the preview
image 34 including the document display surface 32 on which
the light environment in accordance with the posture, such as
inclination and the angle of the display unit 20, is reflected in
the same sense as the case of visually confirming a printed
matter in the real space.

[0174] Further, in the display processing apparatus 10 of
the present embodiment, the processing from Step S112 to
Step S142 is repeatedly executed in the case where negative
determination is made in Step S142 (Step S142: No) or at the
predetermined time intervals.

[0175] Therefore, even in the case where the positional
relation between the display processing apparatus 10 (display
unit 20), light source L, and viewpoint P is changed due to
change of the posture of the display unit 20, the preview
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image 34 on which the light environment in accordance with
the change of the posture of the display unit 20 is reflected can
be displayed.

Second Embodiment

[0176] Note that, in an above-described embodiment, a
description has been given for a case where a display process-
ing apparatus 10 includes a photographing unit 12 and a
background image is acquired from the photographing unit
12. However, the display processing apparatus 10 may be
configured without the photographing unit 12.

[0177] FIG. 23 is a schematic diagram illustrating an exem-
plary display processing apparatus 10A not including the
photographing unit 12.

[0178] The display processing apparatus 10A includes a
display processing unit 14, a storage unit 16, an input unit 18,
a display unit 20, a communication unit 24, and a detection
unit 25. The display processing unit 14, storage unit 16, input
unit 18, display unit 20, communication unit 24, and detection
unit 25 are electrically connected via a bus 22. Note that the
display processing unit 14, storage unit 16, input unit 18,
display unit 20, and detection unit 25 are same as the above
embodiment.

[0179] The communication unit 24 is a communication
interface to execute signal transfer with an external storage
device 26 via a network 29. The network 29 is connected to
the display processing apparatus 10A, the external storage
device 26, and a personal computer (PC) 28.

[0180] The external storage device 26 preliminarily stores
various background images of observation environment
which may be an object of which the display processing
apparatus 10A may display a preview image 34. The back-
ground images can be acquired by reading these background
images from the external storage device 26 via a first acqui-
sition unit 14A (not illustrated in FIG. 23) of the display
processing unit 14, communication unit 24, and network 29.
[0181] Thus, the display processing apparatus 10A may
acquire the background images from an external device.

Third Embodiment

[0182] Note that, in a first embodiment, a description has
been given for a case where a calculation unit 14D (refer to
FIG. 3) calculates a second relative position of a light source
L with respect to a display unit 20 having a posture specified
by second posture information by using a first relative posi-
tion, first posture information, and the second posture infor-
mation.

[0183] However, the calculation unit 14D may calculate the
second relative position of the light source L by using the first
relative position, first posture information, second posture
information, and a first absolute position indicating latitude
and longitude of the display unit 20.

[0184] In this case, a detection unit 25 is configured to be
capable of further detecting the first absolute position indi-
cating the latitude and longitude where the display unit 20 is
positioned. The first absolute position indicates an absolute
position of the display unit 20 in a two-dimensional real space
specified by the latitude and longitude.

[0185] More specifically, the detection unit 25 is config-
ured to further include a function of a global positioning
system (GPS) (for example, a function to receive a signal
from a GPS satellite, and a function to execute two-dimen-
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sional positioning) in addition to a function to be capable of
detecting inclination and an angle described in the first
embodiment.

[0186] Further, a second acquisition unit 14B further
acquires the first absolute position indicating the current lati-
tude and longitude of the display unit 20 from the detection
unit 25 at the time of acquiring the posture information of the
display unit 20 from the detection unit 25.

[0187] Then, a calculation unit 14D may calculate the sec-
ond relative position of the light source L. by using the first
relative position, first posture information, second posture
information, and first absolute position indicating the latitude
and longitude of the display unit 20.

[0188] More specifically, the calculation unit 14D calcu-
lates a moving vector amount § of the display unit 20 in a
two-dimensional space specified by the latitude/longitude
based on a difference between the first absolute position at the
time of acquiring the first posture information and the first
absolute position at the time of acquiring the second posture
information. Then, the calculation unit 14D converts the mov-
ing vector amount to a vector . having 1-cm unit usable ona
7ZX plane illustrated in FIG. 2.

[0189] Further, same as the first embodiment, the calcula-
tion unit 14D calculates a position (defined as a first position
v) obtained by rotating the first relative position by an angle
corresponding to a difference of each of rotation angles (yaw
angle 0, roll angle p, pitch angle ¢) between the calculated
first posture information and second posture information.
[0190] Then, the calculation unit 14D further calculates, as
a second relative position, a position obtained by adding, to
the first position v, the vector o which has been rotated by an
angle —6n (yaw angle 6n of the display unit 20 specified by the
second posture information (refer to FIG. 13)).

[0191] Thus, the calculation unit 14D can calculate the
second relative position with higher accuracy by calculating
the second relative position by using the first absolute posi-
tion, first relative position, first posture information, and sec-
ond posture information, compared to the case of not using
the first absolute position.

[0192] Therefore, according to the display processing
apparatus 10 of the present embodiment, there is a further
advantageous effect that a preview image 34 in accordance
with a current posture of the display unit 20 can be provided
with high accuracy in addition to an advantageous effect of
the first embodiment.

Fourth Embodiment

[0193] Note that, in a first embodiment, a description has
been given for a case where a calculation unit 14D (refer to
FIG. 3) calculates a second relative position of a light source
L with respect to a display unit 20 having a posture specified
by second posture information by using a first relative posi-
tion, first posture information, and the second posture infor-
mation.

[0194] However, the calculation unit 14D may calculate the
second relative position of the light source L. by using the first
relative position, first posture information, second posture
information, and a first absolute position indicating latitude,
longitude, and altitude of the display unit 20.

[0195] In this case, a detection unit 25 is configured to be
capable of further detecting a second absolute position indi-
cating the latitude, longitude, and altitude where the display
unit 20 is positioned. The second absolute position indicates
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an absolute position of the display unit 20 in a three-dimen-
sional real space specified by the latitude, longitude, and
altitude.

[0196] More specifically, the detection unit 25 is config-
ured to further include a function of a global positioning
system (GPS) (for example, a function to receive a signal
from a GPS satellite, and a function to execute three-dimen-
sional positioning) in addition to a function to be capable of
detecting inclination and an angle described in the first
embodiment. Note that the detection unit 25 may be config-
ured to include the GPS function and a known altitude mea-
suring device.

[0197] Further, a second acquisition unit 14B further
acquires the second absolute position indicating the current
latitude, longitude, and altitude of the display unit 20 from the
detection unit 25 at the time of acquiring the posture infor-
mation of the display unit 20 from the detection unit 25.
[0198] Then, the calculation unit 14D may calculate the
second relative position of the light source L by using the first
relative position, first posture information, second posture
information, and second absolute position indicating the lati-
tude, longitude, and altitude of the display unit 20.

[0199] More specifically, the calculation unit 14D calcu-
lates a moving vector amount 3 of the display unit 20 in a
two-dimensional space specified by the latitude/longitude
from a difference between the second absolute position at the
time of acquiring the first posture information and the second
absolute position at the time of acquiring the second posture
information. Then, the calculation unit 14D converts the mov-
ing vector amount to a vector o having 1-cm unit usable on a
7ZX plane illustrated in FIG. 2.

[0200] Further, same as the first embodiment, the calcula-
tion unit 14D calculates a position (defined as a first position
v) obtained by rotating the first relative position by an angle
corresponding to a difference of each of rotation angles (yaw
angle 6, roll angle p, pitch angle ¢) between the calculated
first posture information and second posture information.

[0201] Then, the calculation unit 14D further calculates a
position (defined as a second position V) obtained by adding,
to the first position y, the vector o rotated by an angle —6n
(yaw angle On of the display unit 20 specified by the second
posture information (refer to FIG. 13)).

[0202] Further, the calculation unit 14D calculates an alti-
tude difference 8 from a difference between the second abso-
lute position at the time of acquiring the first posture infor-
mation and the second absolute position at the time of
acquiring the second posture information. Then, the calcula-
tion unit 14D calculates, as the second relative position, a
position obtained by subtracting the altitude difference d from
aY-coordinate of the calculated second position V (position in
Y-axis direction).

[0203] Thus, the calculation unit 14D can calculate the
second relative position with higher accuracy by calculating
the second relative position by using the second absolute
position, first relative position, first posture information, and
second posture information, compared to the case of not using
the second absolute position.

[0204] Therefore, according to the display processing
apparatus 10 ofthe present embodiment, there is an additional
advantageous effect that a preview image 34 in accordance
with the current posture of the display unit 20 can be provided
with higher accuracy in addition to advantageous effects of
the first embodiment and a third embodiment.
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Fifth Embodiment

[0205] Meanwhile, at least a part of processing executed at
display processing apparatuses 10, 10A according to above-
described embodiments may be performed in one or more
devices on a cloud connected to the display processing appa-
ratuses 10, 10A, a network, and so on.

[0206] FIG. 24 is a schematic diagram illustrating an exem-
plary display processing system including the cloud.

[0207] As illustrated in FIG. 24, the display processing
system has a configuration in which a display processing
apparatus 10B and a server device 54 are connected via a
network 52.

[0208] The display processing apparatus 10B includes a
photographing unit 12, a display processing unit 15, a storage
unit 16, an input unit 18, a display unit 20, a detection unit 25,
and a communication unit 50. The photographing unit 12,
display processing unit 15, storage unit 16, input unit 18,
display unit 20, detection unit 25, and communication unit 50
are connected via a bus 22. Note that the photographing unit
12, storage unit 16, input unit 18, display unit 20, and detec-
tion unit 25 are same as the above-described embodiments.
[0209] The display processing unit 15 includes an acquisi-
tion unit 14G (first acquisition unit 14A, second acquisition
unit 14B, third acquisition unit 14C), and a display control
unit 14F. The display processing unit 15 has the configuration
same as the above-described embodiments except for not
including a calculation unit 14D and a generation unit 14E.
[0210] The server device 54 is a device positioned on the
cloud. The server device 54 includes the calculation unit 14D
and the generation unit 14E described above. These respec-
tive units have functions same as the above-described
embodiments.

[0211] Note that a different point from the above-described
embodiments is that information acquired at the acquisition
unit 14G is transmitted to the server device 54 as needed, the
processing in the calculation unit 14D and the generation unit
14E is executed on the server device 54, and various kinds of
information generated are transmitted from the server device
54 to the display processing apparatus 10B. Further, the dis-
play control unit 14F of the display processing unit 15 in the
display processing apparatus 10B generates a preview image,
and controls display based on the various kinds of informa-
tion acquired from the server device 54.

[0212] Note that the processing executed by the server
device 54 is not limited to the present example, and the server
device 54 can execute a part of the processing executed by a
display processing system according to the present embodi-
ment.

[0213] Further, the image forming system may also include
two or more server devices. In this case, a part of the process-
ing executed by the image forming system according to the
embodiment may be decentralized to the respective server
devices. Further, the processing to be decentralized to the
respective servers can be optionally set.

Sixth Embodiment

[0214] Next, display processing apparatuses 10, 10A, 10B
described above and a hardware configuration of a server
device 54 will be described.

[0215] FIG. 25 is a hardware configuration diagram of the
display processing apparatuses 10, 10A, 10B and the server
device 54. The display processing apparatuses 10, 10A, 10B,
and the server device 54 mainly includes, as the hardware
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configuration, a CPU 2901 to control an entire device, a ROM
2902 to store various kinds of data and various kinds of
programs, a RAM 2903 to store various kinds of data and
various kinds of programs, an input device 2905 such as a
keyboard and a mouse, and a display device 2904 such as a
display apparatus, and has the hardware configuration utiliz-
ing a standard computer. Note that the input device 2905
corresponds to an input unit 18 in FIG. 1, and the display
device 2904 corresponds to a display unit 20 in FIG. 1.
[0216] A program executed at the display processing appa-
ratuses 10, 10A, 10B, and the server device 54 according to
the above-described embodiments is provided as a computer
program product recorded in an installable form or in an
executable file form in a computer-readable recording
medium such as a CD-ROM, a flexible disk (FD), a CD-R,
and a digital versatile disk (DVD).

[0217] Further, the program executed at the display pro-
cessing apparatuses 10, 10A, 10B, and the server device 54
according to the above-described embodiments may be
stored on a computer connected to a network such as the
Internet so that the program can be provided by being down-
loaded via the network. Further, the program executed at the
display processing apparatuses 10, 10A, 10B, and the server
device 54 according to the above-described embodiments
may also be provided or distributed via the network such as
the Internet.

[0218] Furthermore, the program executed at the display
processing apparatuses 10, 10A, 10B, and the server device
54 according to the above-described embodiments may also
be provided by being preliminarily built into the ROM or the
like.

[0219] The program executed at the display processing
apparatuses 10, 10A, 10B, and the server device 54 according
to the above-described embodiments may have a modular
configuration including the above-described respective units,
and as the actual hardware, respective units are loaded on a
main storage device by the CPU (processor) reading and
executing the program from the above-mentioned storage
medium so as to generate the respective units on the main
storage device.

[0220] According to the present invention, there is an
advantageous effect that a preview image in accordance with
a posture of the display unit can be provided.

[0221] Although the invention has been described with
respect to specific embodiments for a complete and clear
disclosure, the appended claims are not to be thus limited but
are to be construed as embodying all modifications and alter-
native constructions that may occur to one skilled in the art
that fairly fall within the basic teaching herein set forth.

What is claimed is:

1. A display processing apparatus, comprising:

a first acquisition unit configured to acquire light source
information including a first relative position of a light
source with respect to a display unit;

a detection unit configured to detect posture information of
the display unit;

a second acquisition unit configured to acquire the posture
information of the display unit from the detection unit;

a third acquisition unit configured to acquire document
data;

a calculation unit configured to calculate a second relative
position of the light source with respect to the display
unit having posture specified by second posture infor-
mation by using the first relative position, first posture
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information previously acquired as the posture informa-
tion, and the second posture information acquired this
time as the posture information;

a generation unit configured to generate a document dis-
play surface where a state in which a document surface
displaying the document data is disposed in a virtual
three-dimensional space and also the light source is dis-
posed at the second relative position with respect to the
document surface is converted to a two-dimensional
image visually confirmed from a viewpoint position
located in a normal line of the document surface; and

a display control unit configured to execute control to
display a superimposed image on the display unit as a
preview image estimating a printing result of the docu-
ment data, the superimposed image being obtained by
superimposing a background image of observation envi-
ronment in a real space and the document display sur-
face.

2. The display processing apparatus according to claim 1,
wherein the generation unit generates the document display
surface by reflecting, on the document surface, a light source
image in which reflectance according to the light source posi-
tioned at the second relative position is set for each pixel.

3. The display processing apparatus according to claim 1,
wherein

the second acquisition unit acquires the posture informa-
tion from the detection unit at predetermined time inter-
vals,

the calculation unit calculates the second relative position
every time the posture information is acquired,

the generation unit generates the document display surface
every time the second relative position is calculated, and

the display control unit executes control to display the
superimposed image on the display unit as the preview
image every time the document display surface is gen-
erated.

4. The display processing apparatus according to claim 1,

wherein

the first acquisition unit acquires the light source informa-
tion including a light source type of the light source and
the first relative position, and

the generation unit generates the document display surface
in which the light source image is reflected on the docu-
ment surface, and a light amount according to the light
source type and reflectance according to the light source
positioned at the second relative position are set for each
pixel in the light source image.

5. The display processing apparatus according to claim 1,

wherein

the first acquisition unit further acquires a paper type indi-
cating paper quality of a recording medium for an image
forming object, and

the generation unit generates the document display surface
in which the light source image is reflected on the docu-
ment surface, and reflectance according to the paper type
and also according to the light source positioned at the
second relative position is set for each pixel in the light
source image.

6. The display processing apparatus according to claim 1,
wherein the first acquisition unit further acquires the back-
ground image photographed by a photographing unit.

7. The display processing apparatus according to claim 1,
wherein
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the second acquisition unit further acquires a first absolute
position indicating latitude and longitude of the display
unit from the detection unit, and

the calculation unit calculates the second relative position

by using the first absolute position, the first relative
position, the first posture information, and the second
posture information.

8. The display processing apparatus according to claim 1,
wherein

the second acquisition unit further acquires a second abso-

lute position indicating latitude, longitude, and altitude
of the display unit from the detection unit, and

the calculation unit calculates the second relative position

by using the second absolute position, the first relative
position, the first posture information, and the second
posture information.

9. The display processing apparatus according to claim 1,
wherein the display control unit executes control to display,
on the display unit, the preview image in which the back-
ground image and the document display surface are disposed
in a three-dimensional space.

10. A display processing method comprising:

acquiring light source information including a first relative

position of a light source with respect to a display unit;
detecting posture information of the display unit;
acquiring the posture information of the display unit at the
detecting;
acquiring document data;
calculating a second relative position of the light source
with respect to the display unit having posture specified
by second posture information by using the first relative
position, first posture information previously acquired
as the posture information, and the second posture infor-
mation acquired this time as the posture information;
generating a document display surface where a state in
which a document surface displaying the document data
is disposed in a virtual three-dimensional space and also
the light source is disposed at the second relative posi-
tion with respect to the document surface is converted to
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a two-dimensional image visually confirmed from a
viewpoint position located in a normal line of the docu-
ment surface; and

executing control to display a superimposed image on the

display unit as a preview image estimating a printing
result of the document data, the superimposed image
being obtained by superimposing a background image
of observation environment in a real space and the docu-
ment display surface.

11. A non-transitory computer-readable recording medium
that stores therein a computer program causing a computer to
execute a display processing method, the method comprising:

acquiring light source information including a first relative

position of a light source with respect to a display unit;
detecting posture information of the display unit;
acquiring the posture information of the display unit at the
detecting;
acquiring document data;
calculating a second relative position of the light source
with respect to the display unit having posture specified
by second posture information by using the first relative
position, first posture information previously acquired
as the posture information, and the second posture infor-
mation acquired this time as the posture information;

generating a document display surface where a state in
which a document surface displaying the document data
is disposed in a virtual three-dimensional space and also
the light source is disposed at the second relative posi-
tion with respect to the document surface is converted to
a two-dimensional image visually confirmed from a
viewpoint position located in a normal line of the docu-
ment surface; and

executing control to display a superimposed image on the

display unit as a preview image estimating a printing
result of the document data, the superimposed image
being obtained by superimposing a background image
of observation environment in a real space and the docu-
ment display surface.
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