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(57) ABSTRACT

The invention relates to the measurement and control of the
perceived sound loudness and/or the perceived spectral
balance of an audio signal. An audio signal is modified in
response to calculations performed at least in part in the
perceptual (psychoacoustic) loudness domain. The invention
is useful, for example, in one or more of: loudness-compen-
sating volume control, automatic gain control, dynamic
range control (including, for example, limiters, compressors,
expanders, etc.), dynamic equalization, and compensating
for background noise interference in an audio playback
environment. The invention includes not only methods but
also corresponding computer programs and apparatus.
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ADJUSTING DYNAMIC RANGE OF AN
AUDIO SIGNAL BASED ON ONE OR MORE
DYNAMIC EQUALIZATION AND/OR
DYNAMIC RANGE CONTROL
PARAMETERS

CROSS-REFERENCE TO RELATED
APPLICATION; BENEFIT CLAIM

[0001] This application claims benefit as a Continuation of
application Ser. No. 15/431,663, filed Feb. 13, 2017, which
claims benefit as a Continuation of application Ser. No.
15/143,501, filed Apr. 29, 2016, now U.S. Pat. No. 9,608,
584, issued Mar. 28, 2017, which claims benefit as a
Continuation of application Ser. No. 13/919,891, filed Jun.
17, 2013, now U.S. Pat. No. 9,350,311, issued May 24,
2016, which claims benefit as a Continuation of application
Ser. No. 13/338,126, filed Dec. 27, 2011, now U.S. Pat. No.
8,488,809, issued Jul. 16, 2013, which claims benefit as a
Continuation of application Ser. No. 11/666,252, filed Apr.
25, 2007, now U.S. Pat. No. 8,090,120, issued Jan. 3, 2012,
which is a National Stage Application under 35 U.S.C. §371
of International Application No. PCT/US05/38579, filed
Oct. 25, 2005, which claims benefit of Provisional Appli-
cation No. 60/638,607 filed Dec. 21, 2004, and also claims
benefit of Provisional Application No. 60/622,458 filed Oct.
26, 2004, the entire contents of all of which are hereby
incorporated by reference as if fully set forth herein, under
35 US.C. §120. The applicant(s) hereby rescind any dis-
claimer of claim scope in the parent application(s) or the
prosecution history thereof and advise the USPTO that the
claims in this application may be broader than any claim in
the parent application(s).

TECHNICAL FIELD

[0002] The invention relates to audio signal processing.
More particularly, the invention relates to the measurement
and control of the perceived sound loudness and/or the
perceived spectral balance of an audio signal. The invention
is useful, for example, in one or more of: loudness-compen-
sating volume control, automatic gain control, dynamic
range control (including, for example, limiters, compressors,
expanders, etc.), dynamic equalization, and compensating
for background noise interference in an audio playback
environment. The invention includes not only methods but
also corresponding computer programs and apparatus.

BACKGROUND ART

[0003] There have been many attempts to develop a sat-
isfactory objective method of measuring loudness. Fletcher
and Munson determined in 1933 that human hearing is less
sensitive at low and high frequencies than at middle (or
voice) frequencies. They also found that the relative change
in sensitivity decreased as the level of the sound increased.
An early loudness meter consisted of a microphone, ampli-
fier, meter and a combination of filters designed to roughly
mimic the frequency response of hearing at low, medium
and high sound levels.

[0004] Even though such devices provided a measurement
of the loudness of a single, constant level, isolated tone,
measurements of more complex sounds did not match the
subjective impressions of loudness very well. Sound level
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meters of this type have been standardized but are only used
for specific tasks, such as the monitoring and control of
industrial noise.

[0005] In the early 1950s, Zwicker and Stevens, among
others, extended the work of Fletcher and Munson in devel-
oping a more realistic model of the loudness perception
process. Stevens published a method for the “Calculation of
the Loudness of Complex Noise” in the Journal of the
Acoustical Society of America in 1956, and Zwicker pub-
lished his “Psychological and Methodical Basis of Loud-
ness” article in Acoustica in 1958. In 1959 Zwicker pub-
lished a graphical procedure for loudness calculation, as well
as several similar articles shortly after. The Stevens and
Zwicker methods were standardized as ISO 532, parts A and
B (respectively). Both methods involve similar steps.
[0006] First, the time-varying distribution of energy along
the basilar membrane of the inner ear, referred to as the
excitation, is simulated by passing the audio through a bank
of band-pass auditory filters with center frequencies spaced
uniformly on a critical band rate scale. Each auditory filter
is designed to simulate the frequency response at a particular
location along the basilar membrane of the inner ear, with
the filter’s center frequency corresponding to this location.
A critical-band width is defined as the bandwidth of one such
filter. Measured in units of Hertz, the critical-band width of
these auditory filters increases with increasing center fre-
quency. It is therefore useful to define a warped frequency
scale such that the critical-band width for all auditory filters
measured in this warped scale is constant. Such a warped
scale is referred to as the critical band rate scale and is very
useful in understanding and simulating a wide range of
psychoacoustic phenomena. See, for example, Psychoa-
coustics—Facts and Models by E. Zwicker and H. Fastl,
Springer-Verlag, Berlin, 1990. The methods of Stevens and
Zwicker utilize a critical band rate scale referred to as the
Bark scale, in which the critical-band width is constant
below 500 Hz and increases above 500 Hz. More recently,
Moore and Glasberg defined a critical band rate scale, which
they named the Equivalent Rectangular Bandwidth (ERB)
scale (B. C. J. Moore, B. Glasberg, T. Baer, “A Model for the
Prediction of Thresholds, Loudness, and Partial Loudness,”
Journal of the Audio Engineering Society, Vol. 45, No. 4,
April 1997, pp. 224-240). Through psychoacoustic experi-
ments using notched-noise maskers, Moore and Glasberg
demonstrated that the critical-band width continues to
decrease below 500 Hz, in contrast to the Bark scale where
the critical-band width remains constant.

[0007] Following the computation of excitation is a non-
linear compressive function that generates a quantity
referred to as “specific loudness”. Specific loudness is a
measure of perceptual loudness as a function of frequency
and time and may be measured in units of perceptual
loudness per unit frequency along a critical band rate scale,
such as the Bark or ERB scale discussed above. Finally, the
time-varying “total loudness” is computed by integrating
specific loudness across frequency. When specific loudness
is estimated from a finite set of auditory filters distributed
uniformly along a critical band rate scale, total loudness may
be computed by simply summing the specific loudness from
each filter.

[0008] Loudness may be measured in units of phon. The
loudness of a given sound in phon is the sound pressure level
(SPL) of'a 1 kHz tone having a subjective loudness equal to
that of the sound. Conventionally, the reference 0 dB for
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SPL is a root mean square pressure of 2x10~> Pascal, and
this is also therefore the reference O phon. Using this
definition in comparing the loudness of tones at frequencies
other than 1 kHz with the loudness at 1 kHz, a contour of
equal loudness can be determined for a given phon level.
FIG. 11 shows equal loudness contours for frequencies
between 20 Hz and 12.5 kHz, and for phon levels between
4.2 phon (considered to be the threshold of hearing) and 120
phon (ISO226: 1087 (E), “Acoustics—Normal equal loud-
ness level contours™). The phon measurement takes into
account the varying sensitivity of human hearing with
frequency, but the results do not allow the assessment of the
relative subjective loudnesses of sounds at varying levels
because there is no attempt to correct for the non-linearity of
the growth of loudness with SPL, that is, for the fact that the
spacing of the contours varies.

[0009] Loudness may also be measured in units of “sone”.
There is a one-to-one mapping between phon units and sone
units, as indicated in FIG. 11. One sone is defined as the
loudness of a 40 dB (SPL) 1 kHz pure sine wave and is
equivalent to 40 phon. The units of sone are such that a
twofold increase in sone corresponds to a doubling of
perceived loudness. For example, 4 sone is perceived as
twice as loud as 2 sone. Thus, expressing loudness levels in
sone is more informative. Given the definition of specific
loudness as a measure of perceptual loudness as a function
of frequency and time, specific loudness may be measured
in units of sone per unit frequency. Thus, when using the
Bark scale, specific loudness has units of sone per Bark and
likewise when using the ERB scale, the units are sone per
ERB.

[0010] As mentioned above, the sensitivity of the human
ear varies with both frequency and level, a fact well docu-
mented in the psychoacoustics literature. One of the results
is that the perceived spectrum or timbre of a given sound
varies with the acoustic level at which the sound is heard.
For example, for a sound containing low, middle and high
frequencies, the perceived relative proportions of such fre-
quency components change with the overall loudness of the
sound; when it is quiet the low and high frequency compo-
nents sound quieter relative to the middle frequencies than
they sound when it is loud. This phenomenon is well known
and has been mitigated in sound reproducing equipment by
so-called loudness controls. A loudness control is a volume
control that applies low- and sometimes also high-frequency
boost as the volume is turned down. Thus, the lower
sensitivity of the ear at the frequency extremes is compen-
sated by an artificial boost of those frequencies. Such
controls are completely passive; the degree of compensation
applied is a function of the setting of the volume control or
some other user-operated control, not as a function of the
content of the audio signals.

[0011] In practice, changes in perceived relative spectral
balance among low, middle and high frequencies depend on
the signal, in particular on its actual spectrum and on
whether it is intended to be loud or soft. Consider the
recording of a symphony orchestra. Reproduced at the same
level that a member of the audience would hear in a concert
hall, the balance across the spectrum may be correct whether
the orchestra is playing loudly or quietly. If the music is
reproduced 10 dB quieter, for example, the perceived bal-
ance across the spectrum changes in one manner for loud
passages and changes in another manner for quiet passages.
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A conventional passive loudness control does not apply
different compensations as a function of the music.

[0012] In International Patent Application No. PCT/
US2004/016964, filed May 27, 2004, published Dec. 23,
2004 as WO 2004/111994 A2, Seefeldt et al disclose, among
other things, a system for measuring and adjusting the
perceived loudness of an audio signal. Said PCT application,
which designates the United States, is hereby incorporated
by reference in its entirety. In said application, a psychoa-
coustic model calculates the loudness of an audio signal in
perceptual units. In addition, the application introduces
techniques for computing a wideband multiplicative gain,
which, when applied to the audio, results in the loudness of
the gain-modified audio being substantially the same as a
reference loudness. Application of such wideband gain,
however, changes the perceived spectral balance of the
audio.

DISCLOSURE OF THE INVENTION

[0013] In one aspect, the invention provides for deriving
information usable for controlling the specific loudness of an
audio signal by modifying the audio signal in order to reduce
the difference between its specific loudness and a target
specific loudness. Specific loudness is a measure of percep-
tual loudness as a function of frequency and time. In
practical implementations, the specific loudness of the modi-
fied audio signal may be made to approximate the target
specific loudness. The approximation may be affected not
only by ordinary signal processing considerations but also
time- and/or frequency-smoothing that may be employed in
the modifying, as described below.

[0014] Because specific loudness is a measure of percep-
tual loudness of an audio signal as a function of frequency
and time, in order to reduce the difference between the
specific loudness of the audio signal and the target specific
loudness, the modifying may modify the audio signal as a
function of frequency. Although in some cases the target
specific loudness may be time-invariant and the audio signal
itself may be a steady-state time-invariant signal, typically,
the modifying may also modify the audio signal as a
function of time.

[0015] Aspects of the present invention may also be
employed to compensate for background noise interfering in
an audio playback environment. When audio is heard in the
presence of background noise, the noise may partially or
completely mask the audio in a manner dependent on both
the level and spectrum of the audio and the level and
spectrum of the noise. The result is an alteration in the
perceived spectrum of the audio. In accordance with psy-
choacoustic studies (see, for example, Moore, Glasberg, and
Baer, “A Model for the Prediction of Thresholds, Loudness,
and Partial Loudness,” J. Audio Eng. Soc., Vol. 45, No. 4,
April 1997), one may define the “partial specific loudness”
of the audio as the perceptual loudness of the audio in the
presence of a secondary interfering sound signal, such as the
noise.

[0016] Thus, in another aspect, the invention provides for
deriving information usable for controlling the partial spe-
cific loudness of an audio signal by modifying the audio
signal in order to reduce the difference between its partial
specific loudness and a target specific loudness. Doing so
mitigates the effects of the noise in a perceptually accurate
manner. In this and other aspects of the invention that take
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an interfering noise signal into account, it is assumed that
there is access to the audio signal by itself and the secondary
interfering signal by itself

[0017] In another aspect, the invention provides for con-
trolling the specific loudness of an audio signal by modify-
ing the audio signal in order to reduce the difference between
its specific loudness and a target specific loudness.

[0018] In another aspect, the invention provides for con-
trolling the partial specific loudness of an audio signal by
modifying the audio signal in order to reduce the difference
between its partial specific loudness and a target specific
loudness.

[0019] When the target specific loudness is not a function
of the audio signal, it may be a stored or received target
specific loudness. When the target specific loudness is not a
function of the audio signal, the modifying or the deriving
may explicitly or implicitly calculate specific loudness or
partial specific loudness. Examples of implicit calculation
include, a lookup table or a “closed-form” mathematical
expression, in which specific loudness and/or partial specific
loudness is inherently determined (the term closed-form is
meant to describe a mathematical expression which can be
represented exactly using a finite number of standard math-
ematical operations and functions, such as exponentiation
and cosine). Also when the target specific loudness is not a
function of the audio signal, the target specific loudness may
be both time- and frequency-invariant or it may be only
time-invariant.

[0020] In yet another aspect, the invention provides for
processing an audio signal by processing the audio signal or
a measure of the audio signal in accordance with one or
more processes and one or more process-controlling param-
eters to produce a target specific loudness. Although the
target specific loudness may be time-invariant (“fixed”), the
target specific loudness may advantageously be a function of
the specific loudness of the audio signal. Although it may be
a static, frequency- and time-invariant signal, typically, the
audio signal itself is frequency- and time-varying, thus
causing the target specific loudness to be frequency- and
time-varying when it is a function of the audio signal.

[0021] The audio and a target specific loudness or a
representation of a target specific loudness may be received
from a transmission or reproduced from a storage medium.

[0022] The representation of a target specific loudness
may be one or more scale factors that scale the audio signal
or measure of the audio signal.

[0023] The target specific loudness of any of the above
aspects of the invention may be a function of the audio
signal or measure of the audio signal. One suitable measure
of the audio signal is the specific loudness of the audio
signal. The function of the audio signal or measure of the
audio signal may be a scaling of the audio signal or measure
of the audio signal. For example, the scaling may be one or
a combination of scalings:

[0024] (a) a time- and frequency-varying scale factor
E[b,t] scaling of the specific loudness as in the relationship

N[b.=E[bAIN[b.t];
[0025] (b) a time-varying, frequency-invariant scale factor
@[t] scaling of the specific loudness as in the relationship

N[b,t]=@[t]N[b,];
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[0026] (c) a time-invariant, frequency-varying scale factor
O[b] scaling of the specific loudness as in the relationship

N[b,t]=®[b]N[b,t]; and

[0027] (d) a time-invariant, frequency-invariant, scale fac-
tor o scaling of the specific loudness of the audio signal as
in the relationship

N[b,t]=aN[b,1],

wherein N[b,t] is the target specific loudness, N[b,t] is the
specific loudness of the audio signal, b is a measure of
frequency, and t is a measure of time.

[0028] In the case (a) of a time- and frequency-varying
scale factor, the scaling may be determined at least in part by
a ratio of a desired multiband loudness and the multiband
loudness of the audio signal. Such a scaling may be usable
as a dynamic range control. Further details of employing
aspects of the invention as a dynamic range control are set
forth below.

[0029] Also in the case (a) of a time- and frequency-
varying scale factor, the specific loudness may scaled by the
ratio of a measure of a desired spectral shape to the measure
of a spectral shape of the audio signal. Such a scaling may
be employed to transform the perceived spectrum of the
audio signal from a time-varying perceived spectrum to a
substantially time-invariant perceived spectrum. When the
specific loudness is scaled by the ratio of a measure of a
desired spectral shape to the measure of a spectral shape of
the audio signal, such a scaling may be usable as a dynamic
equalizer. Further details of employing aspects of the inven-
tion as a dynamic equalizer are set forth below.

[0030] Inthe case (b) of a time-varying, frequency-invari-
ant scale factor, the scaling may be determined at least in
part by a ratio of a desired wideband loudness and the
wideband loudness of the audio signal. Such a scaling may
be usable as an automatic gain control or dynamic range
control. Further details of employing aspects of the inven-
tion as an automatic gain control or a dynamic range control
are set forth below

[0031] In case (a) (a time- and frequency-varying scale
factor) or case (b) (a time-varying, frequency-invariant scale
factor), the scale factor may be a function of the audio signal
or measure of the audio signal.

[0032] Inboth the case (¢) of a time-invariant, frequency-
varying scale factor or the case (d) of a time-invariant,
frequency-invariant, scale factor, the modifying or the deriv-
ing may include storing the scale factor or the scale factor
may be received from an external source.

[0033] In either of cases (c¢) and (d), the scale factor may
not be a function of the audio signal or measure of the audio
signal.

[0034] In any of the various aspects of the invention and
the variations thereof, the moditying, deriving, or producing
may, variously, explicitly or implicitly calculate (1) specific
loudness, and/or (2) partial specific loudness, and/or (3) the
target specific loudness. Implicit calculations may involve,
for example, a lookup table or a closed-form mathematical
expression.

[0035] Modification parameters may be temporally
smoothed. Modification parameters may be, for example, (1)
a plurality of amplitude scaling factors relating to frequency
bands of the audio signal or (2) a plurality of filter coeffi-
cients for controlling one or more filters, such as a multi-
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tapped FIR filter or a multipole IIR filter. The scaling factors
or filter coeflicients (and the filters to which they are applied)
may be time-varying.

[0036] In calculating the function of the specific loudness
of the audio signal that defines the target specific loudness
or the inverse of that function, the process or processes
performing such calculations operates in what may be
characterized as the perceptual (psychoacoustic) loudness
domain—the input and output of the calculation are specific
loudnesses. In contrast, in applying amplitude scaling fac-
tors to frequency bands of the audio signal or applying filter
coeflicients to a controllable filtering of the audio signal, the
modification parameters operate to modify the audio signal
outside the perceptual (psychoacoustic) loudness domain in
what may be characterized as the electrical signal domain.
Although modifications to the audio signal may be made to
the audio signal in the electrical signal domain, such changes
in the electrical signal domain are derived from calculations
in the perceptual (psychoacoustic) loudness domain such
that the modified audio signal has a specific loudness that
approximates the desired target specific loudness.

[0037] By deriving modification parameters from calcu-
lations in the loudness domain, greater control over percep-
tual loudness and perceived spectral balance may be
achieved than if such modification parameters were derived
in the electrical signal domain. In addition, the use of a
basilar-membrane simulating psychoacoustic filterbank or
its equivalent in performing loudness domain calculations
may provide a more detailed control of the perceived
spectrum than in arrangements that derive modification
parameters in the electrical signal domain.

[0038] Each of the modifying, deriving, and producing
may be dependent on one or more of a measure of an
interfering audio signal, a target specific loudness, an esti-
mate of the specific loudness of the unmodified audio signal
derived from the specific loudness or partial specific loud-
ness of the modified audio signal, the specific loudness of
the unmodified audio signal, and an approximation to the
target specific loudness derived from the specific loudness or
partial specific loudness of the modified audio signal.
[0039] The modifying or deriving may derive modifica-
tion parameters at least in part from one or more of a
measure of an interfering audio signal, a target specific
loudness, an estimate of the specific loudness of the unmodi-
fied audio signal derived from the specific loudness or
partial specific loudness of the modified audio signal, the
specific loudness of the unmodified audio signal, and an
approximation to the target specific loudness derived from
the specific loudness or partial specific loudness of the
modified audio signal.

[0040] More particularly, the modifying or deriving may
derive modification parameters at least in part from

[0041] (1) one of
[0042] a target specific loudness, and
[0043] an estimate of the specific loudness of the

unmodified audio signal received from the specific
loudness of the modified audio signal, and
[0044] (2) one of

[0045] the specific loudness of the unmodified audio
signal, and

[0046] an approximation to the target specific loudness
derived from the specific loudness of the modified
audio signal,
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or, when an interfering audio signal is to be taken into
account, the modifying or deriving may derive modification
parameters at least in part from
[0047] (1) a measure of an interfering audio signal,
[0048] (2) one of
[0049] a target specific loudness, and
[0050] an estimate of the specific loudness of the
unmodified audio signal derived from the partial spe-
cific loudness of the modified audio signal, and
[0051] (3) one of
[0052] the specific loudness of the unmodified audio
signal, and
[0053] an approximation to the target specific loudness
derived from the partial specific loudness of the modi-
fied audio signal.
[0054] A feed-forward arrangement may be employed in
which the specific loudness is derived from the audio signal
and wherein the target specific loudness is received from a
source external to the method or from a storing when the
modifying or deriving includes storing a target specific
loudness. Alternatively, a hybrid feed-forward/feedback
arrangement may be employed in which an approximation to
the target specific loudness is derived from the modified
audio signal and wherein the target specific loudness is
received from a source external to the method or from a
storing when the modifying or deriving includes storing a
target specific loudness.
[0055] The modifying or deriving may include one or
more processes for obtaining, explicitly or implicitly, the
target specific loudness, one or ones of which calculates,
explicitly or implicitly, a function of the audio signal or
measure of the audio signal. In one alternative, a feed-
forward arrangement may be employed in which the specific
loudness and the target specific loudness are derived from
the audio signal, the derivation of the target specific loud-
ness employing a function of the audio signal or measure of
the audio signal. In another alternative, a hybrid feed-
forward/feedback arrangement may be employed in which
an approximation to the target specific loudness is derived
from the modified audio signal and the target specific
loudness is derived from the audio signal, the derivation of
the target specific loudness employing a function of the
audio signal or measure of the audio signal.
[0056] The modifying or deriving may include one or
more processes for obtaining, explicitly or implicitly, an
estimate of the specific loudness of the unmodified audio
signal in response to the modified audio signal, one or ones
of which calculates, explicitly or implicitly, the inverse of a
function of the audio signal or measure of the audio signal.
In one alternative, a feedback arrangement is employed in
which an estimate of the specific loudness of the unmodified
audio signal and an approximation to the target specific
loudness are derived from the modified audio signal, the
estimate of the specific loudness being calculated using the
inverse of a function of the audio signal or measure of the
audio signal. In another alternative, a hybrid feed-forward/
feedback arrangement is employed in which the specific
loudness is derived from the audio signal and the estimate of
the specific loudness of the unmodified audio signal is
derived from the modified audio signal, the derivation of the
estimate being calculated using the inverse of said function
of the audio signal or measure of the audio signal.
[0057] Modification parameters may be applied to the
audio signal to produce a modified audio signal.
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[0058] Another aspect of the invention is that there may be
a temporal and/or spatial separation of processes or devices
so that there is, in effect, an encoder or encoding and also a
decoder or decoding. For example, there may be an encod-
ing/decoding system in which the modifying or deriving
may either transmit and receive or store and also reproduce
the audio signal and either (1) modification parameters or (2)
a target specific loudness or a representation of a target
specific loudness. Alternatively, there may be, in effect, only
an encoder or encoding in which there is either a transmit-
ting or storing of the audio signal and (1) modification
parameters or (2) a target specific loudness or representation
of target specific loudness. Alternatively, as mentioned
above, there may be, in effect, only a decoder or decoding
in which there is a reception and reproduction of the audio
signal and (1) modification parameters or (2) a target specific
loudness or representation of target specific loudness.

DESCRIPTION OF THE DRAWINGS

[0059] FIG. 1 is a functional block diagram illustrating an
example of a feed-forward implementation according to
aspects of the invention.

[0060] FIG. 2 is a functional block diagram illustrating an
example of a feedback implementation according to aspects
of the invention.

[0061] FIG. 3 is a functional block diagram illustrating an
example of a hybrid feed-forward/feedback implementation
according to aspects of the invention.

[0062] FIG. 4 is a functional block diagram illustrating an
example of another hybrid feed-forward/feedback imple-
mentation according to aspects of the invention

[0063] FIG. 5 is a functional block diagram illustrating the
manner in which the unmodified audio signal and the
modification parameters as determined by any one of the
feed-forward, feedback, and hybrid feed-forward feedback
arrangements may be stored or transmitted for use, for
example, in a temporally or spatially separated device or
process.

[0064] FIG. 6 is a functional block diagram illustrating the
manner in which the unmodified audio signal and a target
specific loudness or representation thereof as determined by
any one of the feed-forward, feedback, and hybrid feed-
forward feedback arrangements may be stored or transmitted
for use, for example, in a temporally or spatially separated
device or process.

[0065] FIG. 7 is a schematic functional block diagram or
schematic flow chart showing an overview of an aspect of
the present invention.

[0066] FIG. 8 is an idealized characteristic response of a
linear filter P(z) suitable as a transmission filter in an
embodiment of the present invention in which the vertical
axis is attenuation in decibels (dB) and the horizontal axis is
a logarithmic base 10 frequency in Hertz (Hz).

[0067] FIG. 9 shows the relationship between the ERB
frequency scale (vertical axis) and frequency in Hertz (hori-
zontal axis).

[0068] FIG. 10 shows a set idealized auditory filter char-
acteristic responses that approximate critical banding on the
ERB scale. The horizontal scale is frequency in Hertz and
the vertical scale is level in decibels.

[0069] FIG. 11 shows the equal loudness contours of ISO
226. The horizontal scale is frequency in Hertz (logarithmic
base 10 scale) and the vertical scale is sound pressure level
in decibels.
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[0070] FIG. 12 shows the equal loudness contours of ISO
226 normalized by the transmission filter P(z). The horizon-
tal scale is frequency in Hertz (logarithmic base 10 scale)
and the vertical scale is sound pressure level in decibels.
[0071] FIG. 13a is an idealized chart showing wideband
and multiband gains for loudness scaling of 0.25 on a
segment of female speech. The horizontal scale is ERB
bands and the vertical scale is relative gain in decibels (dB).
[0072] FIG. 1354 is an idealized chart showing the specific
loudness, respectively, of an original signal, a wideband
gain-modified signal, and a multiband gain-modified signal.
The horizontal scale is ERB bands and the vertical scale is
specific loudness (sone/ERB).

[0073] FIG. 14aq is an idealized chart showing: L [t] as a
function of L,[t] for typical AGC. The horizontal scale is log
(L,[t]) and the vertical scale is log(L,[t]).

[0074] FIG. 145 is an idealized chart showing: L [t] as a
function of L,[t] for typical DRC. The horizontal scale is log
(L,[t]) and the vertical scale is log (L,[t]).

[0075] FIG. 15 is an idealized chart showing a typical
band-smoothing function for multiband DRC. The horizon-
tal scale is band number and the vertical scale is the gain
output for the band b.

[0076] FIG. 16 is a schematic functional block diagram or
schematic flow chart showing an overview of an aspect of
the present invention.

[0077] FIG. 17 is a schematic functional block diagram or
schematic flow chart similar to FIG. 1 that also includes
compensation for noise in a playback environment.

BEST MODE FOR CARRYING OUT THE
INVENTION

[0078] FIGS. 1 through 4 show functional block diagrams
illustrating possible feed-forward, feedback, and two ver-
sions of hybrid feed-forward/feedback implementation
examples according to aspects of the invention.

[0079] Referring to the example of a feed-forward topol-
ogy in FIG. 1, an audio signal is applied to two paths: (1) a
signal path having a process or device 2 (“Modify Audio
Signal”) capable of modifying the audio in response to
modification parameters, and (2) a control path having a
process or device 4 (“Generate Modification Parameters™)
capable of generating such modification parameters. The
Modify Audio Signal 2 in the FIG. 1 feed-forward topology
example and in each of the FIGS. 2-4 examples may be a
device or process that modifies the audio signal, for
example, its amplitude, in a frequency- and/or time-varying
manner in accordance with modification parameters M
received from the Generate Modification Parameters 4 (or
from counterpart processes or devices 4', 4" and 4™ in each
of the FIGS. 2-4 examples, respectively). The Generate
Modification Parameters 4 and its counterparts in FIGS. 2-4
each operate at least partly in the perceptual loudness
domain. The Modify Audio Signal 2 operates in the electri-
cal signal domain and produces a modified audio signal in
each of the FIG. 1-4 examples. Also in each of the FIG. 1-4
examples, the Modify Audio Signal 2 and the Generate
Modification Parameters 4 (or its counterparts) modify the
audio signal to reduce the difference between its specific
loudness and a target specific loudness.

[0080] In the FIG. 1 feed-forward example, process or
device 4 may include several processes and/or devices: a
“Calculate Target Specific Loudness™ process or device 6
that calculates a target specific loudness in response to the
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audio signal or a measure of the audio signal such as the
specific loudness of the audio signal, a “Calculate Specific
Loudness” process or device 8 that calculates the specific
loudness of the audio signal in response to the audio signal
or a measure of the audio signals such as its excitation, and
a “Calculate Modification Parameters” process or device 10
that calculates the modification parameters in response to the
specific loudness and the target specific loudness. The
Calculate Target Specific Loudness 6 may perform one or
more functions “F”, each of which may have function
parameters. For example, it may calculate the specific loud-
ness of the audio signal and then apply one or more
functions F to it to provide a target specific loudness. This
is indicated schematically in FIG. 1 as a “Select Function(s)
F and Function(s) Parameter(s)” input to process or device
6. Instead of being calculated by device or process 6, the
target specific loudness may be provided by a storing
process or device (shown schematically as a “Stored” input
to process or device 10) included in or associated with the
Generate Modification Parameters 4, or by a source external
to the overall process or device (shown schematically as the
“External” input to process or device 10). Thus, the modi-
fication parameters are based at least in part on calculations
in the perceptual (psychoacoustic) loudness domain (i.e., at
least the specific loudness and, in some cases, the target
specific loudness calculations).

[0081] The calculations performed by processes or
devices 6, 8 and 10 (and by processes or devices 12, 14, 10'
in the FIG. 2 example, 6, 14, 10" in the FIG. 3 example, and
8, 12, 10" in the FIG. 4 example) may be performed
explicitly and/or implicitly. Examples of implicit perfor-
mance include (1) a lookup table whose entries are based in
whole or in part on specific loudness and/or target specific
loudness and/or modification parameter calculations, and (2)
a closed-form mathematical expression that is inherently
based in whole or in part on specific loudness and/or target
specific loudness and/or modification parameters.

[0082] Although the calculation processes or devices 6, 8
and 10 of the FIG. 1 example (and the processes or devices
12, 14, 10' in the FIG. 2 example, 6, 14, 10" in the FIG. 3
example, and 8, 12, 10" in the FIG. 4 example) are shown
schematically and described as separate, this is for purposes
of explanation only. It will be understood that ones or all of
these processes or devices may be combined in a single
process or device or combined variously in multiple pro-
cesses or devices. For example, in the arrangement of FIG.
9 below, a feed-forward topology as in the example of FIG.
1, the process or device that calculates modification param-
eters does so in response to the smoothed excitation derived
from the audio signal and a target specific loudness. In the
FIG. 9 example, the device or process that calculates modi-
fication parameters implicitly calculates specific loudness of
the audio signal.

[0083] As an aspect of the present invention, in the
example of FIG. 1 and in other examples of embodiments of
the invention herein, the target specific loudness (N[b,t])
may be calculated by scaling the specific loudness (N[b,t])
with one or more scaling factors. The scaling may be a time-
and frequency-varying scale factor Z[b,t] scaling of the
specific loudness as in the relationship

N[b,t]=E[b,t]N[b,1],
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a time-varying, frequency-invariant scale factor ®[t] scaling
of the specific loudness as in the relationship

N[b {]=D[t]N[b,t], or

a time-invariant, frequency-varying scale factor @[b] scal-
ing of the specific loudness as in the relationship

N[b,{]=0[b]N[b,t], or

a scale factor a scaling of the specific loudness of the audio
signal as in the relationship

N[b,t]=aN[b,t],

where b is a measure of frequency (e.g., the band number)
and t is a measure of time (e.g., the block number). Multiple
scalings may also be employed, using multiple instances of
a particular scaling and/or combinations of particular scal-
ings. Examples of such multiple scalings are given below. In
some cases, as explained further below, the scaling may be
a function of the audio signal or measure of the audio signal.
In other cases, also as explained further below, when the
scaling is not a function of a measure of the audio signal, the
scaling may be otherwise determined or supplied. For
example, a user could select or apply a time- and frequency-
invariant scale factor a or a time-invariant, frequency-
varying scale factor O[b] scaling.

[0084] Thus, the target specific loudness may be expressed
as one or more functions F of the audio signal or measure of
the audio signal (the specific loudness being one possible
measure of the audio signal):

Nbyj=F(N[b.1]).
[0085] Provided that the function or functions F is invert-
ible, the specific loudness (N[b,t] of the unmodified audio

signal may be calculated as the inverse function or functions
F~! of the target specific loudness (N[b,t]):

N, i]=F" N [b1]).
[0086] As will be seen below, the inverse function or
functions F~! is calculated in the feedback and hybrid
feed-forward/feedback examples of FIGS. 2 and 4.
[0087] A “Select Function(s) and Function Parameter(s)”
input for Calculate Target Specific Loudness 6 is shown to
indicate that the device or process 6 may calculate the target
specific loudness by applying one or more functions in
accordance with one or more function parameters. For
example, the Calculate Target Specific Loudness 8 may
calculate the function or functions “F” of the specific
loudness of the audio signal in order to define the target
specific loudness. For example, the “Select Function(s) and
Function Parameter(s)” input may select one or more par-
ticular functions that fall into one or more of the above types
of'scaling, along with one or more function parameters, such
as constants (e.g., scale factors) pertaining to the functions.
[0088] The scaling factors associated with a scaling may
serve as a representation of the target specific loudness
inasmuch as the target specific loudness may be computed as
a scaling of the specific loudness, as indicated above. Thus,
in the FIG. 9 example, described below and mentioned
above, the lookup table may be indexed by scale factors and
excitations, such that the calculation of specific loudness and
target specific loudness are inherent in the table.
[0089] Whether employing a lookup table, a closed-form
mathematical expression, or some other technique, the
operation of the Generate Modification Parameters 4 (and its
counterpart processes or devices 4', 4" and 4" in each of the
FIGS. 2-4 examples) is such that the calculations are based
in the perceptual (psychoacoustic) loudness domain even
though specific loudness and target specific loudness may
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not be explicitly calculated. Either there is an explicit
specific loudness or there is a notional, implicit specific
loudness. Similarly, either there is an explicit target specific
loudness or there is a notional, implicit target specific
loudness. In any case, the calculation of modification param-
eters seeks to generate modification parameters that modify
the audio signal to reduce the difference between specific
loudness and a target specific loudness.

[0090] In a playback environment having a secondary
interfering audio signal, such as noise, the Calculate Modi-
fication Parameters 10 (and its counterpart processes or
devices 10", 10" and 10" in each of the FIGS. 2-4 examples,
respectively) may also receive as an optional input a mea-
sure of such a secondary interfering audio signal or the
secondary interfering signal itself as one of its inputs. Such
an optional input is shown in FIG. 1 (and in FIGS. 2-4) with
a dashed lead line. The measure of a secondary interfering
signal may be its excitation such as in the example of FIG.
17, described below. The application of a measure of the
interfering signal or the signal itself (it being assumed that
the interfering signal is separately available for processing)
to the Calculate Modification Parameters process or devices
10 in FIG. 1 (and its counterpart processes or devices 10",
10" and 10" in each of the FIGS. 2-4 examples, respec-
tively) permits a suitably configured such process or device
to calculate modification parameters that take the interfering
signal into account as explained further below under the
heading “Noise Compensation.” In the examples of FIGS.
2-4, the calculation of partial specific loudness assumes that
a suitable measure of an interfering signal is applied not only
to the respective Calculate Modification Parameters 10', 10",
or 10", but also to a “Calculate Approximation of Specific
Loudness of Unmodified Audio” process or device 12 and/or
a “Calculate Approximation of Target Specific Loudness”
process or device 14 in order to facilitate the calculation of
partial specific loudness by that function or device. In the
FIG. 1 feed-forward example, partial specific loudness is not
explicitly calculated—the Calculate Modification Param-
eters 10 of FIG. 1 calculates the appropriate modification
parameters to make the partial specific loudness of the
modified audio approximate the target specific loudness.
This is explained further below under the heading “Noise
Compensation.” mentioned above.

[0091] As mentioned above, in each of the FIG. 1-4
examples, the modification parameters M, when applied to
the audio signal by the Audio Signal Modifier 2, reduce the
difference between the specific loudness or the partial spe-
cific loudness of the resulting modified audio and the target
specific loudness. Ideally, the specific loudness of the modi-
fied audio signal closely approximates or is the same as the
target specific loudness. The modification parameters M
may, for example, take the form of time-varying gain factors
applied to the frequency bands derived from a filterbank or
to the coeflicients of a time-varying filter. Accordingly, in all
of the FIG. 1-4 examples, Modify Audio Signal 2 may be
implemented as, for example, a plurality of amplitude scal-
ers, each operating in a frequency band, or a time-varying
filter (e.g., a multitapped FIR filter or a multipole IIR filter).
[0092] Here and elsewhere in this document, the use of the
same reference numeral indicates that the device or process
may be substantially identical to another or others bearing
the same reference numeral. Reference numerals bearing
prime numbers (e.g., “10” ) indicates that the device or
process is similar to in structure or function but may be a
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modification of another or others bearing the same basic
reference numeral or primed versions thereof.

[0093] Under certain constraints, a nearly equivalent feed-
back arrangement of the feed-forward example of FIG. 1
may be realized. FIG. 2 depicts such an example in which
the audio signal is also applied to a Modify Audio Signal
process or device 2 in a signal path. The process or device
2 also receives the modification parameters M from a control
path in which a Generate Modification Parameters process
or device 4' in a feedback arrangement receives as its input
the modified audio signal from the output of the Modify
Audio Signal 2. Thus, in the FIG. 2 example, the modified
audio rather than the unmodified audio is applied to a control
path. The Modify Audio Signal process or device 2 and the
Generate Modification Parameters process or device 4'
modify the audio signal to reduce the difference between its
specific loudness and a target specific loudness. The process
or device 4' may include several functions and or devices: a
“Calculate Approximation of Specific Loudness of Unmodi-
fied Audio” process or device 12, a “Calculate Approxima-
tion of Target Specific Loudness” process or device 14, and
a “Calculate Modification Parameters™ process or device 10'
that calculates the modification parameters.

[0094] With the constraint that the function or functions F
is invertible, the process or device 12 estimates the specific
loudness of the unmodified audio signal by applying the
inverse function Pi to the specific loudness or partial specific
loudness of the modified audio signal. The device or process
12 may calculate an inverse function F~', as described
above. This is indicated schematically in FIG. 2 as a “Select
Inverse Function(s) F~* and Function(s) Parameter(s)” input
to process or device 12. The “Calculate Approximation of
Target Specific Loudness™ 14 operates by calculating the
specific loudness or partial specific loudness of the modified
audio signal. Such specific loudness or partial specific
loudness is an approximation of the target specific loudness.
The approximation of the specific loudness of the unmodi-
fied audio signal and the approximation of the target specific
loudness are used by the Calculate Modification Parameters
10’ to derive modification parameters M, which, if applied to
the audio signal by the Modify Audio Signal 2, reduce the
difference between the specific loudness or the partial spe-
cific loudness of the modified audio signal and the target
specific loudness. As mentioned above, these modification
parameters M may, for example, take the form of time-
varying gains applied to the frequency bands of a filterbank
or the coeflicients of a time-varying filter. In Calculate
Modification Parameters 10" practical embodiments the
feedback loop may introduce a delay between the compu-
tation and application of the modification parameters M.
[0095] As mentioned above, in a playback environment
having a secondary interfering audio signal, such as noise,
the Calculate Modification Parameters 10, ‘the Calculate
Approximation of Specific Loudness of Unmodified Audio
12, and the Calculate Approximation of Target Specific
Loudness 14 may each also receive as an optional input a
measure of such a secondary interfering audio signal or the
secondary interfering signal itself as one of its inputs and
process or device 12 and process or device 14 may each
calculate the partial specific loudness of the modified audio
signal. Such optional inputs are shown in FIG. 2 using
dashed lead lines.

[0096] As mentioned above, hybrid feed-forward/feed-
back implementation examples of aspects of the invention
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are possible. FIGS. 3 and 4 show two examples of such
implementations. In the FIGS. 3 and 4 examples, as in the
FIGS. 1 and 2 example, the audio signal is also applied to a
Modify Audio Signal process or device 2 in a signal path, but
Generate Modification Parameters (4" in FIG. 3 and 4™ in
FIG. 4) in respective control paths each receive both the
unmodified audio signal and the modified audio signal. In
both the FIGS. 3 and 4 examples, the Modify Audio Signal
2 and Generate Modification Parameters (4" and 4", respec-
tively) modify the audio signal to reduce the difference
between its specific loudness, which may be implicit, and a
target specific loudness, which may also be implicit.

[0097] In the FIG. 3 example, the Generate Modification
Parameters process or device 4' may include several func-
tions and or devices: a Calculate Target Specific Loudness 6
as in the FIG. 1 example, a Calculate Approximation of
Target Specific Loudness 14, as in the FIG. 2 feedback
example, and a “Calculate Modification Parameters” process
or device 10". As in the FIG. 1 example, in the feed-forward
portion of this hybrid feed-forward/feedback example, the
Calculate Target Specific Loudness 6 may perform one or
more functions “F”, each of which may have function
parameters. This is indicated schematically in FIG. 3 as a
“Select Function(s) F and Function(s) Parameter(s)” input to
process or device 6. In the feedback portion of this hybrid
feed-forward/feedback example, the modified audio signal is
applied to a Calculate Approximation of Target Specific
Loudness 14, as in the FIG. 2 feedback example. Process or
device 14 operates in the FIG. 3 example as it does in the
FIG. 2 example by calculating the specific loudness or
partial specific loudness of the modified audio signal. Such
specific loudness or partial specific loudness is an approxi-
mation of the target specific loudness. The target specific
loudness (from process or device 6) and the approximation
of the target specific loudness (from process or device 14)
are applied to the Calculate Modification Parameters 10" to
derive modification parameters M, which, if applied to the
audio signal by the Modify Audio Signal 2, reduce the
difference between the specific loudness of the unmodified
audio signal and the target specific loudness. As mentioned
above, these modification parameters M may, for example,
take the form of time-varying gains applied to the frequency
bands of a filterbank or the coefficients of a time-varying
filter. In practical embodiments, the feedback loop may
introduce a delay between the computation and application
of the modification parameters M. As mentioned above, in a
playback environment having a secondary interfering audio
signal, such as noise, the Calculate Modification Parameters
10" and the Calculate Approximation of Target Specific
Loudness 14 may each also receive as an optional input a
measure of such a secondary interfering audio signal or the
secondary interfering signal itself as one of its inputs and
process or device 14 may calculate the partial specific
loudness of the modified audio signal. The optional inputs
are shown in FIG. 3 using dashed lead lines.

[0098] The Calculate Modification Parameters 10" may
employ an error detecting device or function, such that
differences between its target specific loudness and target
specification loudness approximation inputs adjust the
Modification Parameters so as to reduce the differences
between the approximation of the target specific loudness
and the “actual” target specific loudness. Such adjustments
reduce the differences between the specific loudness of the
unmodified audio signal, and the target specific loudness,
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which may be implicit. Thus, the modification parameters M
may be updated based on an error between the target specific
loudness, computed in the feed-forward path from the spe-
cific loudness of the original audio using the function F, and
the target specific loudness approximation computed in the
feedback path from specific loudness or partial specific
loudness of the modified audio.

[0099] Inthe FIG. 4 example, an alternative feed-forward/
feedback example is shown. This alternative differs from the
example of FIG. 3 in that the inverse function or functions
F~! is calculated in the feedback path rather than the function
or functions F being calculated in the feed-forward path. In
the FIG. 4 example, the Generate Modification Parameters
process or device 4' may include several functions and or
devices: a Calculate Specific Loudness 8, as in the FIG. 1
feed-forward example, Calculate Approximation of Specific
Loudness of Unmodified Audio 12, as in the FIG. 2 feedback
example, and a Calculate Modification Parameters 10™. The
Calculate Specific Loudness 8, as in the FIG. 1 feed-forward
example, provides, as an input to the Calculate Modification
Parameters 10", the specific loudness of the unmodified
audio signal. As in the FIG. 2 feedback example, with the
constraint that the function or functions F is invertible, the
process or device 12 estimates the specific loudness of the
unmodified audio signal by applying the inverse function
F~! to the specific loudness or partial specific loudness of the
modified audio signal. A “Select Inverse Function(s) and
Inverse Function(s) Parameter(s)” input for Calculate
Approximation of Specific Loudness of Unmodified Audio
12 is shown to indicate that the device or process 12 may
calculate an inverse function F~, as described above. This
is indicated schematically in FIG. 4 as a “Select Inverse
Function(s) F~* and Function(s) Parameter(s)” input to pro-
cess or device 12. Thus, process or device 12 provides as
another input to the Calculate Modification Parameters 10™
an approximation to the specific loudness of the unmodified
audio signal.

[0100] As in the examples of FIGS. 1-3, the Calculate
Modification Parameters 10" derives modification param-
eters M, which, if applied to the audio signal by the Modify
Audio Signal 2, reduce the difference between the specific
loudness of the unmodified audio signal and the target
specific loudness, which is implicit in this example. As
mentioned above, the modification parameters M may, for
example, take the form of time-varying gains applied to the
frequency bands of a filterbank or the coefficients of a
time-varying filter. In practical embodiments, the feedback
loop may introduce a delay between the computation and
application of the modification parameters M. As mentioned
above, in a playback environment having a secondary inter-
fering audio signal, such as noise, the Calculate Modifica-
tion Parameters 10" and the Calculate Approximation of
Specific Loudness of the Unmodified Audio 12 may each
also receive as an optional input a measure of such a
secondary interfering audio signal or the secondary inter-
fering signal itself as one of its inputs and process or device
12 may calculate the partial specific loudness of the modi-
fied audio signal. The optional inputs are shown in FIG. 4
using dashed lead lines.

[0101] The Calculate Modification Parameters 10" may
employ an error detecting device or function, such that
differences between its specific loudness and specific loud-
ness approximation inputs produce outputs that adjust the
Modification Parameters so as to reduce the differences
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between the approximation of the specific loudness and the
“actual” specific loudness. Because the approximation of the
specific loudness is derived from the specific loudness or
partial specific loudness of the modified audio, which can be
viewed as an approximation of the target specific loudness,
such adjustments reduce the differences between the specific
loudness of the modified audio signal and the target specific
loudness, which is inherent in the function or functions F~*.
Thus, the modification parameters M may be updated based
on an error between the specific loudness, computed in the
feed-forward path from the original audio, and the specific
loudness approximation computed, using the inverse func-
tion or functions F~!, in the feedback path from specific
loudness or partial specific loudness of the modified audio.
Due to the feedback path, practical implementations may
introduce a delay between the update and application of the
modification parameters.

[0102] Although the modification parameters M in the
examples of FIGS. 1-4 when applied to a Modify Audio
Signal process or device 2 reduce the difference between the
specific loudness of the audio signal and the target specific
loudness, in practical embodiments the corresponding modi-
fication parameters produced in response to the same audio
signal may not be identical to each other.

[0103] Although not critical or essential to aspects of the
present invention, calculation of the specific loudness of the
audio signal or the modified audio signal may advanta-
geously employ techniques set forth in said International
Patent Application No. PCT/US2004/016964, published as
WO 2004/111964 A2, wherein the calculating selects, from
a group of two or more specific loudness model functions,
one or a combination of two or more of the specific loudness
model functions, the selection of which is controlled by the
measure of characteristics of the input audio signal. The
description of Specific Loudness 104 of FIG. 1, below,
describes such an arrangement.

[0104] Inaccordance with further aspects of the invention,
the unmodified audio signal and either (1) the modification
parameters or (2) the target specific loudness or a represen-
tation of the target specific loudness (e.g., scale factors
usable in calculating, explicitly or implicitly, target specific
loudness) may be stored or transmitted for use, for example,
in a temporally and/or spatially separated device or process.
The modification parameters, target specific loudness, or
representation of the target specific loudness may be deter-
mined in any suitable way, as, for example, in one of the
feed-forward, feedback, and hybrid feed-forward feedback
arrangement examples of FIGS. 1-4, as described above. In
practice, a feed-forward arrangement, such as in the example
of FIG. 1, is the least complex and fastest inasmuch as it
avoids calculations based on the modified audio signal. An
example of transmitting or storing the unmodified audio and
the modification parameters is shown in FIG. 5, while an
example of the transmitting or storing the unmodified audio
and the target specific loudness or a representation of the
target specific loudness is shown in FIG. 6.

[0105] An arrangement such as in the example of FIG. 5§
may be used to temporally and/or spatially separate the
application of the modification parameters to the audio
signal from the generation of such modification parameters.
An arrangement such as in the example of FIG. 6 may be
used to temporally and/or spatially separate both the gen-
eration and application of the modification parameters from
the generation of the target specific loudness or representa-
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tion of it. Both types of arrangements make possible a
simple low-cost playback or reception arrangement that
avoids the complexity of generating the modification param-
eters or of generating the target specific loudness. Although
a FIG. 5 type arrangement is simpler than a FIG. 6 type
arrangement, the FIG. 6 arrangement has the advantage that
the information required to be stored or transmitted may be
much less, particularly when a representation of the target
specific loudness, such as one or more scale factors are
stored or transmitted. Such a reduction in information stor-
age or transmission may be particularly useful in low-bit-
rate audio environments.

[0106] Accordingly, further aspects of the present inven-
tion are the provision of a device or process (1) that receives
or plays back, from a store or transmit device or process,
modification parameters M and applies them to an audio
signal that is also received or (2) that receives or plays back,
from a store or transmit device or process, a target specific
loudness or representation of a target specific loudness,
generates modification parameters M by applying the target
specific loudness or representation thereof to the audio
signal that is also received (or to a measure of the audio
signal such as its specific loudness, which may be derived
from the audio signal), and applies the modification param-
eters M to the received audio signal. Such devices or
processes may be characterized as decoding processes or
decoders; while the devices or processes required to produce
the stored or transmitted information may be characterized
as encoding processes or encoders. Such encoding processes
or encoders are those portions of the FIGS. 1-4 arrangement
examples that are usable to produce the information required
by the respective decoding processes or decoders. Such
decoding processors or decoders may be associated or
operative with virtually any type of process or device that
processes and/or reproduces sound.

[0107] Inone aspect of the invention, as in the example of
FIG. 5, the unmodified audio signal and the modification
parameters M produced by, for example, a modification
parameter generating process or generator such as Generate
Modification Parameters 4 of FIG. 1, 4' of FIG. 2, 4" of FIG.
3 or 4" of FIG. 4 may be applied to any suitable storage or
transmission device or function (“Store or Transmit”) 16. In
the case of using the feed-forward example of FIG. 1 as an
encoding process or an encoder, the Modify Audio Signal 2
would not be required to generate the modified audio and
could be omitted if there is no requirement to provide the
modified audio at the temporal or spatial location of the
encoder or encoding process. The Store or Transmit 16 may
include, for example, any suitable magnetic, optical or
solid-state storage and playback devices or any suitable
wired or wireless transmission and reception devices, the
choice thereof not being critical to the invention. The
played-back or received modification parameters may then
be applied to a Modity Audio Signal 2, of the type employed
in the examples of FIGS. 1-4, in order to modify the
played-back or received audio signal so that its specific
loudness approximates the target specific loudness of or
inherent in the arrangement in which the modification
parameters were derived. The modification parameters may
be stored or transmitted in any of various ways. For
example, they may be stored or transmitted as metadata
accompanying the audio signal, they may be sent in separate
paths or channels, they may be steganographically encoded
in the audio, they may be multiplexed, etc. The use of the
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modification parameters to modify the audio signal may be
optional and, if optional, their use may be selectable, for
example, by a user. For example, the modification param-
eters if applied to the audio signal might reduce the dynamic
range of the audio signal. Whether or not to employ such
dynamic range reduction could be selectable by a user.

[0108] In another aspect of the invention, as in the
example of FIG. 6, the unmodified audio signal and the
target specific loudness or representation of the target spe-
cific loudness may be applied to any suitable storage or
transmission device or function (“Store or Transmit™) 16. In
the case of using a feed-forward configuration, such as the
example of FIG. 1, as an encoding process or an encoder,
neither a Calculate Modification Parameters 10 type process
or device nor a Modify Audio Signal 2 type process or
device would be required and could be omitted if there is no
requirement to provide either the modification parameters or
the modified audio at the temporal or spatial location of the
encoder or encoding process. As in the case of the FIG. 5§
example, the Store or Transmit 16 may include, for example,
any suitable magnetic, optical or solid-state storage and
playback devices or any suitable wired or wireless trans-
mission and reception devices, the choice thereof not being
critical to the invention. The played-back or received target
specific loudness or representation of the target specific
loudness may then be applied, along with the unmodified
audio, to a Calculate Modification Parameters 10, of the type
employed in the example of FIG. 1, or to a Calculate
Modification Parameters 10", of the type employed in the
example of FIG. 3, in order to provide modification param-
eters M that may then be applied to Modify Audio Signal 2,
of the type employed in the examples of FIGS. 1-4, in order
to modify the played-back or received audio signal so that its
specific loudness approximates the target specific loudness
of or inherent in the arrangement in which the modification
parameters were derived. Although the target specific loud-
ness or representation thereof may be most readily obtained
in an encoding process or encoder of the FIG. 1 example
type, the target specific loudness or representation thereof or
an approximation to the target specific loudness or repre-
sentation thereof may be obtained in an encoding process or
encoder of the FIG. 2 through 4 example types (approxi-
mations are calculated in processes or devices 14 of FIGS.
2 and 3 and in process or device 12 of FIG. 4). The target
specific loudness or representation thereof may be stored or
transmitted in any of various ways. For example, it may be
stored or transmitted as metadata accompanying the audio
signal, it may be sent in separate paths or channels, it may
be steganographically encoded in the audio, it may be
multiplexed, etc. The use of the modification parameters
derived from the stored or transmitted target specific loud-
ness or representation to modify the audio signal may be
optional and, if optional, their use may be selectable, for
example, by a user. For example, the modification param-
eters if applied to the audio signal might reduce the dynamic
range of the audio signal. Whether or not to employ such
dynamic range reduction could be selectable by a user.
[0109] When implementing the disclosed invention as a
digital system, a feed-forward configuration is the most
practical, and examples of such configurations are therefore
described below in detail, it being understood that the scope
of the invention is not so limited.

[0110] Throughout this document, terms such as “filter” or
“filterbank™ are used herein to include essentially any form
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of recursive and non-recursive filtering such as IIR filters or
transforms, and “filtered” information is the result of apply-
ing such filters. Embodiments described below employ
filterbanks implemented by transforms.

[0111] FIG. 7 depicts greater details of an exemplary
embodiment of an aspect of the invention embodied in a
feed-forward arrangement. Audio first passes through an
analysis filterbank function or device (“Analysis Filter-
bank™) 100, which splits the audio signal into a plurality of
frequency bands (hence, FIG. 5 shows multiple outputs from
Analysis Filterbank 100, each output representing a fre-
quency band, which output carries through the various
functions or devices up to an synthesis filterbank, which
sums the bands to a combined wideband signal, as described
further below). The response of the filter associated with
each frequency band in the Analysis Filterbank 100 is
designed to simulate the response at a particular location of
the basilar membrane in the inner ear. The output of each
filter in the Analysis Filterbank 100 next passes into a
transmission filter or transmission filter function (“Trans-
mission Filter”) 101 that simulates the filtering effect of the
transmission of audio through the outer and middle ear. If
only the loudness of the audio were to be measured, the
transmission filter could be applied prior to the analysis
filterbank, but because the analysis filterbank outputs are
used to synthesize the modified audio it is advantageous to
apply the transmission filter after the filterbank. The outputs
of Transmission Filter 101 next pass into an excitation
function or device (“Excitation) 102, the outputs of which
simulate the distribution of energy along the basilar mem-
brane. The excitation energy values may be smoothed across
time by a smoothing function or device (“Smoothing™) 103.
The time constants of the smoothing function are set in
accordance with the requirements of a desired application.
The smoothed excitation signals are subsequently converted
into specific loudness in specific loudness function or device
(“Specific Loudness (SL)”) 104. Specific loudness is repre-
sented in units of sone per unit frequency. The specific
loudness component associated with each band is passed
into specific loudness modification function or device (“SL
Modification”) 105. SL Modification 105 takes as its input
the original specific loudness and then outputs a desired or
“target” specific loudness, which, according to an aspect of
the present invention, is preferably a function of the original
specific loudness (see the next heading below, entitled
“Target Specific Loudness™). The SL. Modification 105 may
operate independently on each band, or there may exist an
interdependence between or among bands (a frequency
smoothing as suggested by the cross-connecting lines in
FIG. 7), depending on the desired effect. Taking as its inputs
the smoothed excitation frequency band components from
Excitation 102 and the target specific loudness from the SL.
Modification 105, a gain solver function or device (“Gain
Solver”) 106 determines the gain that needs to be applied to
each band of the output of the Analysis Filterbank 100 in
order to transform the measured specific loudness into the
target specific loudness. The Gain Solver may be imple-
mented in various ways. For example, the Gain Solver may
include an iterative process such as in the manner of that
disclosed in said International Patent Application No. PCT/
US2004/016964, published as WO 2004/111964 A2, or,
alternatively, a table lookup. Although the gains per band
generated by the Gain Solver 106 may be smoothed further
over time by optional smoothing function or device
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(“Smoothing™) 107 in order to minimize perceptual artifacts,
it is preferred that temporal smoothing be applied elsewhere
in the overall process or device, as described elsewhere.
Finally, the gains are applied to respective bands of the
Analysis Filterbank 100 through a respective multiplicative
combining function or combiner 108, and the processed or
“modified” audio is synthesized from the gain-modified
bands in a synthesis filterbank function or device (“Synthe-
sis Filterbank) 110. In addition, the outputs from the analysis
filterbank may be delayed by a delay function or device
(“Delay”) 109 prior to application of the gains in order to
compensate for any latency associated with the gain com-
putation. Alternatively, instead of calculating gains for use in
applying gain modifications in frequency bands, the Gain
Solvers 106 may calculate filter coefficients that control a
time-varying filter, such as a multitapped FIR filter or a
multipole IIR filter. For simplicity in exposition, aspects of
the invention are mainly described as employing gain factors
applied to frequency bands, it being understood that filter
coeflicients and time-varying filters may also be employed
in practical embodiments.

[0112] In practical embodiments, processing of the audio
may be performed in the digital domain. Accordingly, the
audio input signal is denoted by the discrete time sequence
x[n] which has been sampled from the audio source at some
sampling frequency f.. It is assumed that the sequence x|n]
has been appropriately scaled so that the rms power of x[n]
in decibels given by

Ln:O

1 L
RMS5 = 1010g10[ Z xz[n]]

is equal to the sound pressure level in dB at which the audio
is being auditioned by a human listener. In addition, the
audio signal is assumed to be monophonic for simplicity of
exposition.

[0113] Analysis Filterbank 100, Transmission Filter 101,
Excitation 102, Specific Loudness 104, Specific Loudness
Modification 105, Gain Solver 106, and Synthesis Filter-
bank 110 may be described in greater detail as follows.

Analysis Filterbank 100

[0114] The audio input signal is applied to an analysis
filterbank or filterbank function (“Analysis Filterbank™) 100.
Each filter in Analysis Filterbank 100 is designed to simulate
the frequency response at a particular location along the
basilar membrane in the inner ear. The Filterbank 100 may
include a set of linear filters whose bandwidth and spacing
are constant on the Equivalent Rectangular Bandwidth
(ERB) frequency scale, as defined by Moore, Glasberg and
Baer (B. C. J. Moore, B. Glasberg, T. Baer, “A Model for the
Prediction of Thresholds, Loudness, and Partial Loudness,”
supra).

[0115] Although the ERB frequency scale more closely
matches human perception and shows improved perfor-
mance in producing objective loudness measurements that
match subjective loudness results, the Bark frequency scale
may be employed with reduced performance.

[0116] For a center frequency f in hertz, the width of one
ERB band in hertz may be approximated as:

ERB(f)=24.7(4.37/71000+1) o)
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[0117] From this relation a warped frequency scale is
defined such that at any point along the warped scale, the
corresponding ERB in units of the warped scale is equal to
one. The function for converting from linear frequency in
hertz to this ERB frequency scale is obtained by integrating
the reciprocal of Eqn. 1:

HzToERB(f) = (2a)

1
. 4f=214log, (437 /1000 +1
f24.7(4.37f/1000+1) ¥ 0810437/ /1000 + 1)

[0118] It is also useful to express the transformation from
the ERB scale back to the linear frequency scale by solving
Eqn. 2a for f:

1000 %
ERBToHz= f = mlo(dszl)’ (2b)

[0119] where e is in units of the ERB scale. FIG. 9 shows
the relationship between the ERB scale and frequency in
hertz.

[0120] The Analysis Filterbank 100 may include B audi-
tory filters, referred to as bands, at center frequencies f_[1]
. . . £B] spaced uniformly along the ERB scale. More
specifically,

e[ (a)

Sofb]=f.[b-1+ERBToHz(HzToERB(/,/b-1])+A) b=2
...B (3b)

Bl <t Ge)

where A is the desired ERB spacing of the Analysis Filter-
bank 100, and where f,,,, and f,,,, are the desired minimum
and maximum center frequencies, respectively. One may
choose A=1, and taking into account the frequency range
over which the human ear is sensitive, one may set £, =50
Hz and f,,,,=20,000 Hz. With such parameters, for example,
application of Eqns. 3a-c yields B=40 auditory filters.

[0121] The magnitude frequency response of each audi-
tory filter may be characterized by a rounded exponential
function, as suggested by Moore and Glasberg. Specifically,
the magnitude response of a filter with center frequency f_[b]

may be computed as:

Hy(f) = (1 + pgle P2 (4a)
where
|- fc[b]‘ (b)
A
AL (4e)
P = ERBULIBD

The magnitude responses of such B auditory filters, which
approximate critical banding on the ERB scale, are shown in
FIG. 10.

[0122] The filtering operations of Analysis Filterbank 100
may be adequately approximated using a finite length Dis-
crete Fourier Transform, commonly referred to as the Short-
Time Discrete Fourier Transform (STDFT), because an
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implementation running the filters at the sampling rate of the
audio signal, referred to as a full-rate implementation, is
believed to provide more temporal resolution than is nec-
essary for accurate loudness measurements. By using the
STDFT instead of a full-rate implementation, an improve-
ment in efficiency and reduction in computational complex-
ity may be achieved.

[0123] The STDFT of input audio signal x[n] is defined as:

N-1 (5a)
27rk
Xk, 1] = E wlnlx[n +tTle

n=t

where k is the frequency index, t is the time block index, N
is the DFT size, T is the hop size, and w[n] is a length N
window normalized so that

N-1 (5b)
wn] =

n=0

[0124] Note that the variable t in Eqn. 5a is a discrete
index representing the time block of the STDFT as opposed
to a measure of time in seconds. Each increment in t
represents a hop of T samples along the signal x[n]. Sub-
sequent references to the index t assume this definition.
While different parameter settings and window shapes may
be used depending upon the details of implementation, for
f.=44100 Hz, choosing N=2048, T=1024, and having w|[n]
be a Hanning window provides an adequate balance of time
and frequency resolution. The STDFT described above may
be more efficient using the Fast Fourier Transform (FFT).

[0125] Instead of the STDFT, the Modified Discrete
Cosine Transform (MDCT) may be utilized to implement
the analysis filterbank. The MDCT is a transform commonly
used in perceptual audio coders, such as Dolby AC-3. If the
disclosed system is implemented with such perceptually
coded audio, the disclosed loudness measurement and modi-
fication may be more efficiently implemented by processing
the existing MDCT coefficients of the coded audio, thereby
eliminating the need to perform the analysis filterbank
transform. The MDCT of the input audio signal x[n] is given

by:

N-L 6)
X[k, 1 =Z winlxin + (Tlcos((2x [ NYKk + 1 /2)(n + 1)),
N/D+1

2

where ng =

[0126] Generally, the hopsize T is chosen to be exactly
one-half the transform length N so that perfect reconstruc-
tion of the signal x[n] is possible.

Transmission Filter 101

[0127] The outputs of Analysis Filterbank 100 are applied
to a transmission filter or transmission filter function
(“Transmission Filter”) 101 which filters each band of the
filterbank in accordance with the transmission of audio
through the outer and middle ear. FIG. 8 depicts one suitable
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magnitude frequency response of the transmission filter,
P(f), across the audible frequency range. The response is
unity below 1 kHz, and, above 1 kHz, follows the inverse of
the threshold of hearing as specified in the ISO226 standard,
with the threshold normalized to equal unity at 1 kHz.

Excitation 102

[0128] In order to compute the loudness of the input audio
signal, a measure of the audio signals’ short-time energy in
each filter of the Analysis Filterbank 100 after application of
the Transmission Filter 101 is needed. This time and fre-
quency varying measure is referred to as the excitation. The
short-time energy output of each filter in Analysis Filterbank
100 may be approximated in Excitation Function 102
through multiplication of filter responses in the frequency
domain with the power spectrum of the input signal:

= @)

Z KIPIPKIPIX K, 2P

k:O

where b is the band number, t is the block number, and H,[k]
and P[k] are the frequency responses of the auditory filter
and transmission filter, respectively, sampled at a frequency
corresponding to STDFT or MDCT bin index k. It should be
noted that forms for the magnitude response of the auditory
filters other than that specified in Eqns. 4a-c may be used in
Eqn. 7 to achieve similar results. For example, said Inter-
national Application No. PCT/US2004/016964, published as
WO 2004/111964 A2, describes two alternatives: an audi-
tory filter characterized by a 12% order IIR transfer function,
and a low-cost “brick-wall” band pass approximation.
[0129] In summary, the output of Excitation Function 102
is a frequency domain representation of energy E in respec-
tive ERB bands b per time period t.

Time Averaging (“Smoothing”) 103

[0130] For certain applications of the disclosed invention,
as described below, it may be desirable to smooth the
excitation E[b,t] prior to its transformation to specific loud-
ness. For example, smoothing may be performed recursively
in Smoothing function 103 according to the equation:

E[b,t]=0,E[b,t]+(1-A,)E(D 1], ®

where the time constants A, at each band b are selected in
accordance with the desired application. In most cases the
time constants may be advantageously chosen to be propor-
tionate to the integration time of human loudness perception
within band b. Watson and Gengel performed experiments
demonstrating that this integration time is within the range
of 150-175 ms at low frequencies (125-200 Hz) and 40-60
ms at high frequencies (Charles S. Watson and Roy W.
Gengel, “Signal Duration and Signal Frequency in Relation
to Auditory Sensitivity” Journal of the Acoustical Society of
America, Vol. 46, No. 4 (Part 2), 1969, pp. 989-997).

Specific Loudness 104

[0131] In the specific loudness converter or conversion
function (“Specific Loudness™) 104, each frequency band of
the excitation is converted into a component value of the
specific loudness, which is measured in sone per ERB.
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[0132] Initially, in computing specific loudness, the exci-
tation level in each band of E[b,t] may be transformed to an
equivalent excitation level at 1 kHz as specified by the equal
loudness contours of ISO 226 (FIG. 11) normalized by the
transmission filter P(z) (FIG. 12):

E| sl =T\ seE[b,1], Jep)s ()]

where T, ,.(E, f) is a function that generates the level at 1
kHz, which is equally loud to level E at frequency f. In
practice, T ,;.(E, ) is implemented as an interpolation of a
look-up table of the equal loudness contours, normalized by
the transmission filter. Transformation to equivalent levels at
1 kHz simplifies the following specific loudness calculation.
[0133] Next, the specific loudness in each band may be
computed as:

N{b,tj=a[b,1]Nyp[b,1i]+(1-a[b,)])Nyz/[0.1],

where N,z[b,t] and N z[b,t] are specific loudness values
based on a narrowband and wideband signal model, respec-
tively. The value alb,t] is an interpolation factor lying
between 0 and 1 that is computed from the audio signal. Said
International Application No. PCT/US2004/016964, pub-
lished as WO 2004/111964 A2, describes a technique for
calculating o b,t] from the spectral flatness of the excitation.
It also describes “narrowband” and “wideband” signal mod-
els in greater detail.

[0134] The narrowband and wideband specific loudness
values N,z[b,t] and N, [b,t] may be estimated from the
transformed excitation using the exponential functions:

10)

Npglb, 1] =

Nyglm, 1] =

Ey,[b, 1] (11a)

TQlkHz

SNB _
] - 1], Eviaiel, 11 > TQy 14,

G,
Nyglb, 1] ={ NB[(

0,

G
Nwglm, t] = { WB[(

0,

otherwise

Eya,[b, 1] (11b)

SwB
] - )
70y,

Ey b, 1] > TQyyy,

otherwise

where TQ, ;. is the excitation level at threshold in quiet for
a 1 kHz tone. From the equal loudness contours (FIGS. 11
and 12) TQ, ;. equals 4.2 dB. One notes that both of these
specific loudness functions are equal to zero when the
excitation is equal to the threshold in quiet. For excitations
greater than the threshold in quiet, both functions grow
monotonically with a power law in accordance with Ste-
vens’ law of intensity sensation. The exponent for the
narrowband function is chosen to be larger than that of the
wideband function, making the narrowband function
increase more rapidly than the wideband function. The
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specific selection of exponents § and gains G for the
narrowband and wideband cases and are chosen to match
experimental data on the growth of loudness for tones and
noise.

[0135] Moore and Glasberg suggest that the specific loud-
ness should be equal to some small value instead of zero
when the excitation is at the threshold of hearing. Specific
loudness should then decrease monotonically to zero as the
excitation decreases to zero. The justification is that the
threshold of hearing is a probabilistic threshold (the point at
which a tone is detected 50% of the time), and that a number
of tones, each at threshold, presented together may sum to a
sound that is more audible than any of the individual tones.
In the disclosed application, augmenting the specific loud-
ness functions with this property has the added benefit of
making the gain solver, discussed below, behave more
appropriately when the excitation is near threshold. If the
specific loudness is defined to be zero when the excitation is
at or below threshold, then a unique solution for the gain
solver does not exist for excitations at or below threshold. If,
on the other hand, specific loudness is defined to be mono-
tonically increasing for all values of excitation greater than
or equal to zero, as suggested by Moore and Glasberg, then
a unique solution does exist. Loudness scaling greater than
unity will always result in a gain greater than unity and vice
versa. The specific loudness functions in Eqns. 11a and 11b
may be altered to have the desired property according to:

o

E (b, 1] (e

TQlkHz

FlkHz[ba [] > /lTQllkHZ

E b, 7 INB
exp{KNg(— log( ;Z;[ ]] + CNB] }, otherwise
LkHz
E Awa (11d)
Ey,lb, 1] —
Gwa ( Wiz ] -1}, Evinelb, 1] > ATQ
701,

Ep[b, 1]
701,

TWB
] + CWB] }, otherwise

exp{KWB(_log(

where the constant A is greater than one, the exponent 1) is
less than one, and the constants K and C are chosen so that
the specific loudness function and its first derivative are
continuous at the point E; ,.[b,t]=ATQ; 1z

[0136] From the specific loudness, the overall or “total”
loudness L[t] is given by the sum of the specific loudness
across all bands b:

(12

Specific Loudness Modification 105

[0137] In the specific loudness modification function
(“Specific Loudness Modification™) 105, the target specific
loudness, referred to as N[b,t], may be calculated from the
specific loudness of SL 104 (FIG. 7) in various ways
depending on the desired application of the overall device or
process. As is described in greater detail below, a target
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specific loudness may be calculated using a scale factor a,
for example, in the case of a volume control. See Eqn. 16
below and its associated description. In the case of automatic
gain control (AGC) and dynamic range control (DRC), a
target specific loudness may be calculated using a ratio of
desired output loudness to input loudness. See Eqns. 17 and
18 below and their associated descriptions. In the case of
dynamic equalization, a target specific loudness may be
calculated using a relationship set forth in Eqn. 23 and its
associated description.

Gain Solver 106

[0138] In this example, for each band b and every time
interval t, the Gain Solver 106 takes as its inputs the
smoothed excitation E[b,t] and the target specific loudness
N[b,t] and generates gains G[b,t] used subsequently for
modifying the audio. Letting the function W{+} represent the
non-linear transformation from excitation to specific loud-
ness such that

N[b,t]=®{E[b,t]}, 13)

the Gain Solver finds G[b,t] such that
Nib,t]=¥{G?[bAE[b,t]}. (14a)

[0139] The Gain Solvers 106 determine frequency- and
time-varying gains, which, when applied to the original
excitation, result in a specific loudness that, ideally, is equal
to the desired target specific loudness. In practice, the Gain
Solvers determine frequency- and time-varying gains, which
when applied to the frequency-domain version of the audio
signal results in modifying the audio signal in order to
reduce the difference between its specific loudness and the
target specific loudness. Ideally, the modification is such that
the modified audio signal has a specific loudness that is a
close approximation of the target specific loudness. The
solution to Eqn. 14a may be implemented in a variety of
ways. For example, if a closed form mathematical expres-
sion for the inverse of the specific loudness, represented by
P-1{el exists, then the gains may be computed directly by
re-arranging equation 14a:

Ai (14b)
-1 b.
v J ¥i(f1e.0)
I

Elb, 1]

[0140] Alternatively, if a closed form solution for W~"{«}
does not exist, an iterative approach may be employed in
which for each iteration equation 14a is evaluated using a
current estimate of the gains. The resulting specific loudness
is compared with the desired target and the gains are updated
based on the error. If the gains are updated properly, they
will converge to the desired solution. Another method
involves pre-computing the function WO for a range of
excitation values in each band to create a look-up table.
From this look-up table, one obtains an approximation of the
inverse function W'{+} and the gains may then be computed
from equation 14b. As mentioned earlier, the target specific
loudness may be represented by a scaling of the specific
loudness:

N[b t{]=E[b,t]N[b,t] (14¢)
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[0141] Substituting equation 13 into 14c and then 14c into
14b yields an alternative expression for the gains:

= — (14d)
Glb. 1] = ¥ (u[b]%[t;‘l‘i]E[b, 1)

[0142] We see that the gains may be expressed purely as
a function of the excitation E[b,t] and the specific loudness
scaling Z[b,t]. Therefore, the gains may be computed
through evaluation of 14d or an equivalent lookup table
without ever explicitly computing the specific loudness or
target specific loudness as intermediate values. However,
these values are implicitly computed through use of equation
14d. Other equivalent methods for computing the modifi-
cation parameters through either explicit or implicit com-
putation of the specific loudness and target specific loudness
may be devised, and this invention is intended to cover all
such methods.

Synthesis Filterbank 110

[0143] As described above, Analysis Filterbank 100 may
be implemented efficiently through use of the Short-time
Discrete Fourier Transform (STDFT) or the Modified Dis-
crete Cosine Transform, and the STDFT or MDCT may be
used similarly to implement Synthesis Filterbank 110. Spe-
cifically, letting X[k,t] represent the STDFT or MDCT of'the
input audio, as defined earlier, the STDFT or MDCT of the
processed (modified) audio in Synthesis Filterbank 110 may
be calculated as

Rk, 1 =ZG[b, AS,[KI1X [k, - d], (15)
b

where S,[k] is the response of the synthesis filter associated
with band b, and d is the delay associated with delay block
109 in FIG. 7. The shape of the synthesis filters S,[k] may
be chosen the same as the filters utilized in the analysis
filterbank, H,[k], or they may be modified to provide perfect
reconstruction in the absence of any gain modification (i.e.,
when G[b,t]=1). The final processed audio may then be
generated through inverse Fourier or modified cosine trans-
form of X[k.t] and overlap-add synthesis, as is familiar to
one skilled in the art.

Target Specific Loudness

[0144] The behavior of arrangements embodying aspects
of the invention such as the examples of FIGS. 1-7 is
dictated mainly by the manner in which the target specific
loudness N[b,t] is calculated. Although the invention is not
limited by any particular function or inverse function for
calculating target specific loudness, several such functions
and suitable applications for them will now be described.

Time-Invariant and Frequency-Invariant Function
Suitable for Volume Control

[0145] A standard volume control adjusts the loudness of
an audio signal by applying a wideband gain to the audio.
Generally, the gain is coupled to a knob or slider that is
adjusted by a user until the loudness of the audio is at the
desired level. An aspect of the present invention allows for
a more psychoacoustically consistent way of implementing
such a control. According to this aspect of the invention,
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rather than having a wideband gain coupled to the volume
control that results in a change of gain by the same amount
across all frequency bands, which may cause a change in the
perceived spectrum, a specific loudness scaling factor is
associated with the volume control adjustment instead so
that the gain in each of multiple frequency bands is changed
by an amount that takes into account the human hearing
model so that, ideally, there is no change in the perceived
spectrum. In the context of this aspect of the invention and
an exemplary application thereof, “constant” or “time-in-
variant” is intended to allow for changes in the setting of a
volume control scale factor from time to time, for example,
by a user. Such “time-invariance” is sometimes referred to
as “quasi time-invariant,” “quasi-stationary,” “piecewise
time-invariant,” “piecewise stationary,” “step-wise time-
invariant,” and “step-wise stationary.” Given such a scale
factor, a, the target specific loudness may be calculated as
the measured specific loudness multiplied by a:

2 <

N[b,t]=aN[b,t]. (16)

[0146] Because total loudness L[t] is the sum of specific
loudness N[b,t] across all bands b, the above modification
also scales the total loudness by a factor of a, but it does so
in a way that preserves the same perceived spectrum at a
particular time for changes in the volume control adjust-
ment. In other words, at any particular time, a change in the
volume control adjustment results in a change in perceived
loudness but no change in the perceived spectrum of the
modified audio versus the perceived spectrum of the
unmodified audio. FIG. 13a depicts the resulting multiband
gains G[b,t] across the bands “b” at a particular time “t”
when 0=0.25 for an audio signal consisting of female
speech. For comparison, the wideband gain required to scale
the original total loudness by 0.25 (the horizontal line), as in
a standard volume control, is also plotted. The multiband
gain GJb,t] increases at low and high frequency bands in
comparison to the middle frequency bands. This is consis-
tent with equal-loudness contours indicating that the human
ear is less sensitive at low and high frequencies.

[0147] FIG. 135 depicts the specific loudness for the
original audio signal, the wideband gain-modified signal as
modified in accordance with a prior art volume control, and
the multiband gain-modified signal as modified in accor-
dance with this aspect of the invention. The specific loud-
ness of the multiband gain modified signal is that of the
original scaled by 0.25. The specific loudness of the wide-
band gain modified signal has changed its spectral shape
with respect to that of the original unmodified signal. In this
case, the specific loudness has, in a relative sense, lost
loudness at both the low and the high frequencies. This is
perceived as a dulling of the audio as its volume is turned
down, a problem that does not occur with the multiband
modified signal whose loudness is controlled by gains
derived in the perceptual loudness domain.

[0148] Along with the distortion of the perceived spectral
balance associated with a traditional volume control there
exists a second problem. A property of loudness perception,
which is reflected in the loudness model reflected in Equa-
tions 11a-11d, is that loudness of a signal at any frequency
decreases more rapidly as signal level approaches the thresh-
old of hearing. As a result, the electrical attenuation required
to impart the same loudness attenuation to a softer signal is
less than that required for a louder signal. A traditional
volume control imparts a constant attenuation regardless of
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signal level, and therefore soft signals become “too soft”
with respect to louder signals as the volume is turned down.
In many cases this results in the loss of detail in the audio.
Consider the recording of a castanet in a reverberant room.
In such a recording the main “hit” of the castanet is quite
loud in comparison to the reverberant echoes, but it is the
reverberant echoes that convey the size of the room. As the
volume is turned down with a traditional volume control, the
reverberant echoes become softer with respect to the main
hit and eventually disappear below the threshold of hearing,
leaving a “dry” sounding castanet. The loudness based
volume control prevents the disappearance of the softer
portions of the recordings by boosting the softer reverberant
portion of the recording relative to the louder main hit so that
the relative loudness between these sections remains con-
stant. In order to achieve this effect, the multiband gains
GJb,t] must vary over time at a rate that is commensurate
with the human temporal resolution of loudness perception.
Because the multiband gains G[b,t] are computed as a
function of the smoothed excitation E[b,t], selection of the
time constants A, in Eqn. 8 dictates how quickly the gains
may vary across time in each band b. As mentioned earlier,
these time constants may be selected to be proportionate the
integration time of human loudness perception within band
b and thus yield the appropriate variation of G[b,t] over time.
It should be noted that if the time constants are chosen
inappropriately (either too fast or too slow), then perceptu-
ally objectionable artifacts may be introduced in the pro-
cessed audio.

Time Invariant and Frequency-Variant Function
Suitable for Fixed Equalization

[0149] Insome applications, one may wish to apply a fixed
perceptual equalization to the audio, in which case the target
specific loudness may be computed by applying a time-
invariant but frequency-variant scale factor ®[b] as in the
relationship

N[b,t]=©[b]N[b,],

wherein N[b,1] is the target specific loudness, N[b,t] is the
specific loudness of the audio signal, b is a measure of
frequency, and t is a measure of time. In this case, the scaling
may vary from band to band. Such an application may be
useful for emphasizing, for example, the portion of the
spectrum dominated by speech frequencies in order to boost
intelligibility.

Frequency-Invariant and Time-Variant Function
Suitable for Automatic Gain and Dynamic Range
Control

[0150] The techniques of automatic gain and dynamic
range control (AGC and DRC) are well known in the audio
processing field. In an abstract sense, both techniques mea-
sure the level of an audio signal in some manner and then
gain-modify the signal by an amount that is a function of the
measured level. For the case of AGC, the signal is gain-
modified so that its measured level is closer to a user
selected reference level. With DRC, the signal is gain-
modified so that the range of the signal’s measured level is
transformed into some desired range. For example, one may
wish to make the quiet portions of the audio louder and the
loud portions quieter. Such a system is described by Rob-
inson and Gundry (Charles Robinson and Kenneth Gundry,
“Dynamic Range Control via Metadata,” 107” Convention
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of the AES, Preprint 5028, Sep. 24-27, 1999, New York).
Traditional implementations of AGC and DRC generally
utilize a simple measurement of audio signal level, such as
smoothed peak or root mean square (rms) amplitude, to
drive the gain modification. Such simple measurements
correlate to some degree to the perceived loudness of the
audio, but aspects of the present invention allow for more
perceptually relevant AGC and DRC by driving the gain
modifications with a measure of loudness based on a psy-
choacoustic model. Also, many traditional AGC and DRC
systems apply the gain modification with a wideband gain,
thereby incurring the aforementioned timbral (spectral) dis-
tortions in the processed audio. Aspects of the present
invention, on the other hand, utilize a multiband gain to
shape the specific loudness in a manner that reduces or
minimizes such distortions.

[0151] Both the AGC and DRC applications employing
aspects of the present invention are characterized by a
function that transforms or maps an input wideband loud-
ness L,[t] into a desired output wideband loudness L [t],
where the loudness is measured in perceptual loudness units,
such as sone. The input wideband loudness L,[t] is a function
of'the input audio signal’s specific loudness N[b.,t]. Although
it may be the same as the input audio signal’s total loudness,
it may be a temporally-smoothed version of the audio
signal’s total loudness.

[0152] FIGS. 14a and 145 depict examples of mapping
functions typical for an AGC and a DRC, respectively.
Given such a mapping in which L _[t] is a function of L,[t],
the target specific loudness may be calculated as

. L, 17
Nib, 1= L—[[[[]]N[b, 7. an

i

[0153] The audio signal’s original specific loudness N[b,t]
is simply scaled by the ratio of the desired output wideband
loudness to the input wideband loudness to yield an output
specific loudness N[b,t]. For an AGC system, the input
wideband loudness L,[t] should generally be a measure of
the long-term total loudness of the audio. This can be
achieved by smoothing the total loudness L[t] across time to
generate L,[t].

[0154] In comparison to an AGC, a DRC system reacts to
shorter term changes in a signal’s loudness, and therefore
L,[t] can simply be made equal to L[t]. As a result, the
scaling of specific loudness, given by L [t]/L,[t], may fluc-
tuate rapidly leading to unwanted artifacts in the processed
audio. One typical artifact is the audible modulation of a
portion of the frequency spectrum by some other relatively
unrelated portion of the spectrum. For example, a classical
music selection might contain high frequencies dominated
by a sustained string note, while the low frequencies contain
a loud booming timpani. Whenever the timpani hits, the
overall loudness L,[t] increases, and the DRC system applies
attenuation to the entire specific loudness. The strings are
then heard to “pump” down and up in loudness with the
timpani. Such cross pumping in the spectrum is a problem
with traditional wideband DRC systems as well, and a
typical solution involves applying DRC independently to
different frequency bands. The system disclosed here is
inherently multiband due to the filterbank and the calcula-
tion of specific loudness that employs a perceptual loudness
model, and therefore modifying a DRC system to operate in
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a multiband fashion in accordance with aspects of the
present invention is relatively straightforward and is next
described.

Frequency-Variant and Time-Variant Function
Suitable for Dynamic Range Control

[0155] The DRC system may be expanded to operate in a
multiband or frequency-variant fashion by allowing the
input and output loudness to vary independently with band
b. These multiband loudness values are referenced as L,[b,t]
and L_[b,t], and the target specific loudness may then be
given by

(18)

where L [b,t] has been calculated from or mapped from
L,[b.t], as illustrated in FIG. 145, but independently for each
band b. The input multiband loudness L,[b,t] is a function of
the input audio signal’s specific loudness N[b,t]. Although it
may be the same as the input audio signal’s specific loud-
ness, it may be a temporally-smoothed and/or frequency-
smoothed version of the audio signal’s specific loudness.

[0156] The most straightforward way of calculating L,[b,t]
is to set it equal to the specific loudness N[b,t]. In this case,
DRC is performed independently on every band in the
auditory filterbank of the perceptual loudness model rather
than in accordance with the same input versus output
loudness ratio for all bands as just described above under the
heading “Frequency-Invariant and Time-Variant Function
Suitable for Automatic Gain and Dynamic Range Control.”
In a practical embodiment employing 40 bands, the spacing
of these bands along the frequency axis is relatively fine in
order to provide an accurate measure of loudness. However,
applying a DRC scale factor independently to each band
may cause the processed audio to sound “torn apart”. To
avoid this problem, one may choose to calculate L,[b,t] by
smoothing specific loudness N[b,t] across bands so that the
amount of DRC applied from one band to the next does not
vary as drastically. This may be achieved by defining a
band-smoothing filter Q(b) and then smoothing the specific
loudness across all bands ¢ according to the standard con-
volution sum:

Lib, 1] = Z Ob - eN[e, 1. 19

wherein Nfc,t | is the specific loudness of the audio signal
and Q(b—c) is the band-shifted response of the smoothing
filter. FIG. 15 depicts one example of such a band-smooth-
ing filter.

[0157] If the DRC function that calculates [,[b,t] as a
function of L [b,t] is fixed for every band b, then the type of
change incurred to each band of the specific loudness N[b,t]
will vary depending on the spectrum of the audio being
processed, even if the overall loudness of the signal remains
the same. For example, an audio signal with loud bass and
quiet treble may have the bass cut and the treble boosted. A
signal with quiet bass and loud treble may have the opposite
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occur. The net effect is a change in the timbre or perceived
spectrum of the audio, and this may be desirable in certain
applications.

[0158] However, one may wish to perform multiband
DRC without modifying the average perceived spectrum of
the audio. One might want the average modification in each
band to be roughly the same while still allowing the short-
term variations of the modifications to operate indepen-
dently between and among bands. The desired effect may be
achieved by forcing the average behavior of the DRC in each
band to be the same as that of some reference behavior. One
may choose this reference behavior as the desired DRC for
the wideband input loudness L,[t]. Let the function L _[t]
=DRC{L,[t]} represent the desired DRC mapping for the
wideband loudness. Then let L,[t] represent a time-averaged
version of the wideband input loudness, and let T,[b,t]
represent a time-averaged version of the multiband input
loudness L,[b,t]. The multiband output loudness may then be
calculated as

Lib, 1] { Ll } (20)
LIb, i = == prc! =221, b
il Lib, 1
[0159] Note that the multiband input loudness is first

scaled to be in the same average range as the wideband input
loudness. The DRC function designed for the wideband
loudness is then applied. Lastly, the result is scaled back
down to the average range of the multiband loudness. With
this formulation of multiband DRC, the benefits of reduced
spectral pumping are retained, while at the same time
preserving the average perceived spectrum of the audio.

Frequency-Variant and Time-Variant Function
Suitable for Dynamic Equalization

[0160] Another application of aspects of the present inven-
tion is the intentional transformation of the audio’s time-
varying perceived spectrum to a target time-invariant per-
ceived spectrum while still preserving the original dynamic
range of the audio. One may refer to this processing as
Dynamic Equalization (DEQ). With traditional static equal-
ization, a simple fixed filtering is applied to the audio in
order to change its spectrum. For example, one might apply
a fixed bass or treble boost. Such processing does not take
into account the current spectrum of the audio and may
therefore be inappropriate for some signals, i.e., signals that
already contain a relatively large amount of bass or treble.
With DEQ, the spectrum of the signal is measured and the
signal is then dynamically modified in order to transform the
measured spectrum into an essentially static desired shape.
For aspects of the present invention, such a desired shape is
specified across bands in the filterbank and referred to as
EQ[b]. In a practical embodiment, the measured spectrum
should represent the average spectral shape of the audio that
may be generated by smoothing the specific loudness N[b,t]
across time. One may refer to the smoothed specific loud-
ness as N[b,t]. As with the multiband DRC, one may not
want the DEQ modification to vary drastically from one
band to the next, and therefore a band-smoothing function
may be applied to generate a band-smoothed spectrum
L[b.t]:
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I, f = Z Ob - oN[e, 1. ey

[0161] In order to preserve the original dynamic range of
the audio, the desired spectrum EQ[b] should be normalized
to have the same overall loudness as the measured spectral
shape given by L[b,t]. One may refer to this normalized
spectral shape as Lp[b,t]:

22

[0162] Finally, the target specific loudness is calculated as
- . (23)
Nib, 1] = (f[b’ d ] Leolb 1 vy, 4,
rolb, 1] I, 1

where f is a user-specified parameter ranging from zero to
one, indicating the degree of DEQ that is to be applied.
Looking at Eqn. 23, one notes that when =0, the original
specific loudness is unmodified, and when =1, the specific
loudness is scaled by the ratio of the desired spectral shape
to the measured spectral shape.

[0163] One convenient way of generating the desired
spectral shape EQ[b] is for a user to set it equal to L[b,t] as
measured for some piece of audio whose spectral balance
the user finds pleasing. In a practical embodiment, for
example as shown in FIG. 16, the user may be provided a
button or other suitable actuator 507 that, when actuated,
causes a capture of the current measure of the audio’s
spectral shape T[b,t], and then stores this measure as a preset
(in Target Specific Loudness Preset Capture and Store 506)
that may later be loaded into EQ[b] when DEQ is enabled
(as by preset select 508). FIG. 16 is a simplified version of
FIG. 7 in which only a single line is shown to represent
multiple bands from Analysis Filterbank 100 to Synthesis
Filterbank 110. The FIG. 17 example also provides a
Dynamic EQ Specific Loudness (SL) Modification 505 that
provides a modification to the specific loudness measured by
function or device 104 in accordance with dynamic equal-
ization, as explained above.

Combined Processing

[0164] One may wish to combine all the previously
described processing, including Volume Control (VC),
AGC, DRC, and DEQ), into a single system. Because each of
these processes may be represented as a scaling of the
specific loudness, all of them are easily combined as fol-
lows:

NIb 1= pefb.1]E 4 cclbtEprclb.t]EpEa[b,t])N/D,
1], (24)

where ZE[b,t] represents the scale factors associated with
process “*”. A single set of gains G[b,t] may then be
calculated for the target specific loudness that represents the
combined processing.
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[0165] In some cases, the scale factors of one or a com-
bination of the loudness modification processes may fluc-
tuate too rapidly over time and produce artifacts in the
resulting processed audio. It may therefore be desirable to
smooth some subset of these scaling factors. In general, the
scale factors from VC and DEQ varying smoothly over time,
but smoothing the combination of the AGC and DRC scale
factors may be required. Let the combination of these scale
factors be represented by

Edb.t1=E6clb t]Eprelbit] (25)

[0166] The basic notion behind the smoothing is that the
combined scale factors should react quickly when the spe-
cific loudness is increasing, and that the scale factors should
be more heavily smoothed when the specific loudness is
decreasing. This notion corresponds to the well-known
practice of utilizing a fast attack and a slow release in the
design of audio compressors. The appropriate time constants
for smoothing the scale factors may be calculated by
smoothing across time a band-smoothed version of the
specific loudness. First a band-smoothed version of the
specific loudness is computed:

Llb, 1] = Z Ob - eN[e, 1. (26)

wherein Nfc,t] is the specific loudness of the audio signal
and Q(b-c) is the band-shifted response of the smoothing
filter as in Eqn. 19, above.

[0167] The time-smoothed version of this band-smoothed
specific loudness is then calculated as

L[b,tj=hfb,t]L{b,t]+(1-A[bt])L[b,1~1] 27

where the band dependent smoothing coefficient A[b,t] is
given by

b Afast» LIb, 11> LIb, 1] (28)
b= Ao LIb, 1 <Ib, 1]

[0168] The smoothed combined scale factors are then
calculated as

Ee/b,t]= MO E fB,1]+(1=hag/B,1])E c[b,2-1], (29)

where A, [b.t] is a band-smoothed version of A[b,t]:

1 30
Aylb, ] = [W]Z Qb — A, 1]. G0

[0169] Band smoothing of the smoothing coefficient pre-
vents the time-smoothed scale factors from changing dras-
tically across bands. The described scale factor time- and
band-smoothing results in processed audio containing fewer
objectionable perceptual artifacts.

Noise Compensation

[0170] In many audio playback environments there exists
background noise that interferes with the audio that a
listener wishes to hear. For example, a listener in a moving
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automobile may be playing music over the installed stereo
system and noise from the engine and road may significantly
alter the perception of the music. In particular, for parts of
the spectrum in which the energy of the noise is significant
relative to the energy of the music, the perceived loudness of
the music is reduced. If the level of the noise is large enough,
the music is completely masked. With respect to an aspect
of the current invention, one would like to choose gains
GJb,t] so that the specific loudness of the processed audio in
the presence of the interfering noise is equal to the target
specific loudness N[b,t]. To achieve this effect, one may
utilize the concept of partial loudness, as defined by Moore
and Glasberg, supra. Assume that one is able to obtain a
measurement of the noise by itself and a measurement of the
audio by itself. Let E,[b,t] represent the excitation from the
noise and let E ,[b,t] represent the excitation from the audio.
The combined specific loudness of the audio and the noise
is then given by

Neorlbt]=V{E [b,t]+En{b.1]}. (€)Y}

where, again, W{*} represents the non-linear transformation
from excitation to specific loudness. One may assume that a
listener’s hearing partitions the combined specific loudness
between the partial specific loudness of the audio and the
partial specific loudness of the noise in a way that preserves
the combined specific loudness:

Nrorb,t]=N4[b,t]+Ny[b,1]. (32)

[0171] The partial specific loudness of the audio, N ,[b,t],
is the value one wishes to control, and therefore one must
solve for this value. The partial specific loudness of the noise
may be approximated as

Eqn[b, 1] (33)

) CHEVD. 0+ E b, 1) - HEr b1

Nyl 1=

[0172] where E[b,t] is the masked threshold in the
presence of the noise, E,,[b] is the threshold of hearing in
quiet at band b, and x is an exponent between zero and one.

[0173] Combining Eqns. 31-33 one arrives at an expres-
sion for the partial specific loudness of the audio:

Nulb, 1] =WEA[b, 1] + Ex[b, 1]} — (34

(Y 6. 01+ E 6, 1)~ W o)

&
=

[0174] One notes that when the excitation of the audio is
equal to the masked threshold of the noise (E[b,t]=E[b,
t]), the partial specific loudness of the audio is equal to the
loudness of a signal at the threshold in quiet, which is the
desired outcome. When the excitation of the audio is much
greater than that of the noise, the second term in Eqn. 34
vanishes, and the specific loudness of the audio is approxi-
mately equal to what it would be if the noise were not
present. In other words, as the audio becomes much louder
than the noise, the noise is masked by the audio. The
exponent ¥ is chosen empirically to give a good fit to data
on the loudness of a tone in noise as a function of the
signal-to-noise ratio. Moore and Glasberg have found that a
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value of k=0.3 is appropriate. The masked threshold of the
noise may be approximated as a function of the noise
excitation itself:

Eqn(b,t]=K[b,{{Ex[b,t]+Ero[b] €D

where K[b] is a constant that increases at lower frequency
bands. Thus, the partial specific loudness of the audio given
by Eqn. 34 may be represented abstractly as a function of the
excitation of the audio and the excitation of the noise:

N[b]=P{E4[b,t], Enpsay. (36)

[0175] A modified gain solver may then be utilized to
calculate the gains GIb,t] such that the partial specific
loudness of the processed audio in the presence of the noise
is equal to the target specific loudness:

N[b,]=®{G’[b,]E 4[b,t], Exfb,t]} G7

[0176] FIG. 17 depicts the system of FIG. 7 with the
original Gain Solver 106 replaced by the described Noise
Compensating Gain Solver 206 (note that the multiple
vertical lines between blocks representing the multiple
bands of the filterbank have been replaced by a single line
to simplify the diagram). In addition, the figure depicts the
measurement of the noise excitation (by Analysis Filterbank
200, Transmission Filter 201, Excitation 202 and Smoothing
203 in a manner corresponding to the operation of blocks
100, 101, 102 and 103) that feeds into the new gain solver
206 along with the excitation of the audio (from Smoothing
103) and the target specific loudness (from SI, Modification
105).

[0177] In its most basic mode of operation, the SI. Modi-
fication 105 in FIG. 17 may simply set the target specific
loudness N[b,t] equal to the original specific loudness of the
audio N[b,t]. In other words, the SL. Modification provides
a frequency-invariant, scale factor o scaling of the specific
loudness of the audio signal, wherein a=1. With an arrange-
ment such as in FIG. 17, the gains are calculated so that the
perceived loudness spectrum of the processed audio in the
presence of the noise is equal to the loudness spectrum of the
audio in the absence of the noise. Additionally, any one or
combination of ones of the previously described techniques
for computing the target specific loudness as a function of
the original, including VC, AGC, DRC, and DEQ, may be
utilized in conjunction with the noise compensating loud-
ness modification system.

[0178] In a practical embodiment, the measurement of the
noise may be obtained from a microphone placed in or near
the environment into which the audio will be played. Alter-
natively, a predetermined set of template noise excitations
may be utilized that approximate the anticipated noise
spectrum under various conditions. For example, the noise
in an automobile cabin may be pre-analyzed at various
driving speeds and then stored as a look-up table of noise
excitation versus speed. The noise excitation fed into the
Gain Solver 206 in FIG. 17 may then be approximated from
this look-up table as the speed of the automobile varies.

Implementation

[0179] The invention may be implemented in hardware or
software, or a combination of both (e.g., programmable
logic arrays). Unless otherwise specified, the algorithms
included as part of the invention are not inherently related to
any particular computer or other apparatus. In particular,
various general-purpose machines may be used with pro-
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grams written in accordance with the teachings herein, or it
may be more convenient to construct more specialized
apparatus (e.g., integrated circuits) to perform the required
method steps. Thus, the invention may be implemented in
one or more computer programs executing on one or more
programmable computer systems each comprising at least
one processor, at least one data storage system (including
volatile and non-volatile memory and/or storage elements),
at least one input device or port, and at least one output
device or port. Program code is applied to input data to
perform the functions described herein and generate output
information. The output information is applied to one or
more output devices, in known fashion.

[0180] Each such program may be implemented in any
desired computer language (including machine, assembly, or
high level procedural, logical, or object oriented program-
ming languages) to communicate with a computer system.
In any case, the language may be a compiled or interpreted
language.

[0181] Each such computer program is preferably stored
on or downloaded to a storage media or device (e.g., solid
state memory or media, or magnetic or optical media)
readable by a general or special purpose programmable
computer, for configuring and operating the computer when
the storage media or device is read by the computer system
to perform the procedures described herein. The inventive
system may also be considered to be implemented as a
computer-readable storage medium, configured with a com-
puter program, where the storage medium so configured
causes a computer system to operate in a specific and
predefined manner to perform the functions described
herein.

[0182] A number of embodiments of the invention have
been described. Nevertheless, it will be understood that
various modifications may be made without departing from
the spirit and scope of the invention. For example, some of
the steps described herein may be order independent, and
thus can be performed in an order different from that
described.

What is claimed is:

1. A method comprising:

receiving, by a decoding device, encoded audio informa-

tion and metadata associated with an audio signal, the
metadata including one or more dynamic range control
(DRC) parameters, and one or more dynamic equal-
ization parameters; and

modifying, by the decoding device, the audio information

using the one or more DRC parameter values to adjust
the dynamic range of the audio signal in accordance
with the dynamic equalization parameters.

2. The method of claim 1, wherein the DRC parameters
and dynamic equalization parameters are configured to
provide a multiband gain to shape audio signal loudness to
reduce or minimize distortion of the spectral content.

3. The method of claim 1, wherein the DRC parameters
are configured to reduce the dynamic range of the audio
signal.

4. The method of claim 1, wherein the DRC parameters
are configured for noisy environments.

5. The method of claim 1, wherein the dynamic equal-
ization parameters are combined with the DRC parameters
to modify gains applied to the audio information.

6. The method of claim 1, wherein the metadata includes
a target loudness for the audio signal, and the modifying
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includes reducing a difference between the audio signal
loudness and the target loudness.

7. The method of claim 1, wherein the target loudness is
based on a measurement of the audio signal.

8. The method of claim 1, wherein the audio information
is modified by at least the DRC parameters in a subband
domain.

9. The method of claim 1, wherein the encoded audio
information and metadata are received from a transmission.

10. The method of claim 1, wherein the DRC parameters
are frequency and time varying.

11. An apparatus for decoding audio signals, comprising:

one or more processors;

memory configured to store instructions, which when

executed by the one or more processors, cause the

processors to perform operations comprising:

receiving, by a decoding device, encoded audio infor-
mation and metadata associated with an audio signal,
the metadata including one or more dynamic range
control (DRC) parameters, and one or more dynamic
equalization parameters; and

modifying, by the decoding device, the audio informa-
tion using the one or more DRC parameter values to
adjust the dynamic range of the audio signal in
accordance with the dynamic equalization param-
eters.
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12. The apparatus of claim 11, wherein the DRC param-
eters and dynamic equalization parameters are configured to
provide a multiband gain to shape audio signal loudness to
reduce or minimize distortion of the spectral content.

13. The apparatus of claim 11, wherein the DRC param-
eters are configured to reduce the dynamic range of the audio
signal.

14. The apparatus of claim 11, wherein the DRC param-
eters are configured for noisy environments.

15. The apparatus of claim 11, wherein the dynamic
equalization parameters are combined with the DRC param-
eters to modify gains applied to the audio information.

16. The apparatus of claim 11, wherein the metadata
includes a target loudness for the audio signal, and the
modifying includes reducing a difference between the audio
signal loudness and the target loudness.

17. The apparatus of claim 11, wherein the target loudness
is based on a measurement of the audio signal.

18. The apparatus of claim 11, wherein the audio infor-
mation is modified by at least the DRC parameters in a
subband domain.

19. The apparatus of claim 11, wherein the encoded audio
information and metadata are received from a transmission.

20. The apparatus of claim 11, wherein the DRC param-
eters are frequency and time varying.
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