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ENHANCED SYSTEM , METHOD , AND 
DEVICES FOR CAPTURING INAUDIBLE 

TONES ASSOCIATED WITH MUSIC 

PRIORITY 

[ 0001 ] This application claims priority to U.S. Provisional 
Patent Application Ser . No. 62 / 524,835 entitled 
ENHANCED SYSTEM , METHOD , AND DEVICES FOR 
UTILIZING INAUDIBLE TONES WITH MUSIC filed on 
Jun . 26 , 2017 and is a continuation of U.S. Utility patent 
application Ser . No. 16 / 019,257 entitled ENHANCED SYS 
TEM , METHOD , AND DEVICES FOR UTILIZING 
INAUDIBLE TONES WITH MUSIC , the entirety of each 
which is incorporated by reference herein . 

music . A song is initiated with enhanced features . A deter 
mination is made whether inaudible tones including infor 
mation or data are associated with a portion of the song . The 
associated inaudible tone is played . Playback of the song is 
continued . Another embodiments provides a device includ 
ing a processor for executing a set of instructions and a 
memory for storing the set of instructions . The instructions 
are executed to perform the method described above . 
[ 0008 ] Yet another embodiment provides a method for 
utilizing inaudible tones for music . Music and inaudible 
tones associated with the music are receiving utilizing an 
electronic device including at least a display . Information 
associated with the inaudible tones is extracted . The infor 
mation associated with the inaudible tones is communicated . 
Another embodiments provides a receiving device including 
a processor for executing a set of instructions and a memory 
for storing the set of instructions . The instructions are 
executed to perform the method described above . 
[ 0009 ] Yet another embodiment provides a system for 
utilizing inaudible tones in music . The system includes a 
transmitting device that broadcasts music synchronized with 
one or more inaudible tones . The system includes a receiv 
ing device that receives the inaudible tones , extracts infor 
mation associated with the inaudible tones , and communi 
cates the information associated with the inaudible tones . 

BACKGROUND 

I. Field of the Disclosure 

[ 0002 ] The illustrative embodiments relate to music . More 
specifically , but not exclusively , the illustrative embodi 
ments relate to enhancing music through associating avail 
able information . 

BRIEF DESCRIPTION OF THE DRAWINGS 

II . Description of the Art 
[ 0003 ] Teaching , learning , and playing music may be very 
challenging for individuals . It may be even more difficult for 
students and others with limited exposure to music notes , 
theory , or instruments . Unfortunately , music advancement 
has not kept pace with advancements in technology and 
resources to create , teach , learn , and play music more easily 
and increase accessibility for individuals of all skill levels , 
cognition , and abilities . 

SUMMARY OF THE DISCLOSURE 

[ 0010 ] Illustrated embodiments are described in detail 
below with reference to the attached drawing figures , which 
are incorporated by reference ein , and where : 
[ 0011 ] FIG . 1 is a pictorial representation of a system for 
utilizing inaudible tones in accordance with an illustrative 
embodiment ; 
[ 0012 ] FIG . 2 is a flowchart of a process for utilizing 
inaudible tones in accordance with an illustrative embodi 
ment ; 
[ 0013 ] FIG . 3 is a flowchart of a process for processing 
inaudible tones in accordance with an illustrative embodi 
ment . 
[ 0014 ] FIGS . 4 and 5 are a first embodiment of sheet 
music including notations for utilizing a system in accor 
dance with illustrative embodiments ; 
[ 0015 ] FIGS . 6 and 7 are a second embodiment of sheet 
music including notations for utilizing an inaudible system 
in accordance with illustrative embodiments ; and 
[ 0016 ] FIG . 8 depicts a computing system in accordance 
with an illustrative embodiment . 

[ 0004 ] The illustrative embodiments provide a system , 
method , and device for capturing inaudible tones from 
music . A song is received . Inaudible tones are detected in the 
song . Information associated with the inaudible tones is 
extracted from the song . The information associated with the 
inaudible tones is communicated to a user . Another embodi 
ment provides a device including a processor for executing 
a set of instructions and a memory for storing the set of 
instructions . The set of instructions are executed to perform 
the method ( s ) herein described . 
[ 0005 ] Another embodiment provides a method for utiliz 
ing the inaudible tones with music . Music is received 
utilizing an electronic device including at least a display . 
Inaudible tones in the music are detected . Information 
associated with the inaudible tones of the music is extracted . 
The information associated with the inaudible tones is 
communicated to a user utilizing at least the display of the 
electronic device . 
[ 0006 ] Yet another embodiment provides a system for 
utilizing inaudible tones in music . A transmitting device is 
configured to broadcast music including one or more inau 
dible tones . A receiving devices receives the music , detects 
inaudible tones in the music , extracts information associated 
with the inaudible tones of the music , and communicates 
information associated with the inaudible tones to a user 
through the receiving device , wherein the information 
includes at least notes associated with the music . 
[ 0007 ] Yet another illustrative embodiment provides a 
system , method , and device for utilizing inaudible tones for 

DETAILED DESCRIPTION OF THE 
DISCLOSURE 

[ 0017 ] The illustrative embodiments provide a system and 
method for utilizing inaudible tones integration with visual 
sheet music , inaudible time codes , musical piece displays , 
live music capture , execution , and marking , and musical 
accompaniment suggestions . The illustrative embodiments 
may be implemented utilizing any number of musical instru 
ments , wireless devices , computing devices , or so forth . For 
example , an electronic piano may communicate with a smart 
phone to perform the processes and embodiments herein 
described . The illustrative embodiments may be utilized to 
create , learn , play , observe , or teach music . 
[ 0018 ] The illustrative embodiments may utilize inaudible 
tones to communicate music information , such as notes 
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being played . A visual and text representation of the note , 
notes , or chords may be communicated . The illustrative 
embodiments may be utilized for recorded or live music or 
any combination thereof . The inaudible tones may be 
received and processed by any number of devices to display 
or communicate applicable information . 
[ 0019 ] FIG . 1 is a pictorial representation of a system 100 
for utilizing inaudible tones in accordance with an illustra 
tive embodiment . In one embodiment , the system 100 of 
FIG . 1 may include any number of devices 101 , networks , 
components , software , hardware , and so forth . In one 
example , the system 100 may include a wireless device 102 , 
a tablet 104 utilizing a graphical user interface 105 , a laptop 
106 ( altogether devices 101 ) , a network 110 , a network 112 , 
a cloud network 114 , servers 116 , databases 118 , and a music 
platform 120 including at least a logic engine 122 , and 
memory 224. The cloud network 114 may further commu 
nicate with third - party resources 130 . 
[ 0020 ] In one embodiment , the system 100 may be utilized 
by any number of users to learn , play , teach , observe , or 
review music . For example , the system 100 may be utilized 
with musical instruments 132. The musical instruments 132 
may represent any number of acoustic , electronic , net 
worked , percussion , wind , string , or other instruments of any 
type . In one embodiment , the wireless device 12 , tablet 104 , 
or laptop 106 may be utilized to display information to a 
user , receiver user input , feedback , commands , and / or 
instructions , record music , store data and information , play 
inaudible tones associated with music , and so forth . 
[ 0021 ] The system 100 may be utilized by one or more 
users at a time . In on embodiment , an entire band , class , 
orchestra , or so forth may utilize the system 100 at one time 
utilizing their own electronic devices or assigned or other 
wise provided devices . The devices 101 may communicate 
utilizing one or more of the networks 110 , 112 and the cloud 
network 114 to synchronize playback , inaudible tones , and 
the playback process . In one embodiment , software operated 
by the devices of the system 100 may synchronize the 
playback and learning process . For example , mobile appli 
cations executed by the devices 101 may perform synchro 
nization , communications , displays , and the processes 
herein described . The devices 101 may play inaudible tones 
as well as detect music , tones , inaudible tones , and input 
received from the instruments 132 . 
[ 0022 ] The inaudible tones discussed in the illustrative 
embodiments may be produced from the known tone spec 
trum in an audio range that is undetectable to human ears . 
The inaudible tone range is used to carry data transmissions 
to implement processes , perform synchronization , commu 
nicate / display information , and so forth . Any number of 
standard or specialized devices may perform data recogni 
tion , decoding , encoding , transmission , and differentiation 
via the inaudible tone data embedded in the inaudible tones . 
[ 0023 ] The inaudible tones may be combined in various 
inaudible tone ranges that are undetectable to human ears . 
The known human tone range of detection can vary from 20 
Hz to 20,000 Hz . The illustrative embodiments utilize the 
inaudible tone spectrum in the ranges of 18 Hz to 20 Hz and 
8 KHz to 22 KHz , which both fall under the category of 
inaudible frequencies . The inaudible tones at 8 kHz , 10 kHz , 
12 kHz , 14 kHz , 15 kHz , 16 kHz , 17 kHz , 17.4 kHz , 18 kHz , 
19 kHz , 20 kHz , 21 kHz , and 22 kHz may be particularly 
useful . The illustrative embodiments may also utilize Alpha 
and Beta tones which use varied rates of inaudible tone 

frequency modulation and sequencing to ensure a broader 
range of the inaudible tone frequency spectrum is available 
from each singular inaudible tone range . The illustrative 
embodiments may also utilize audible tones to perform the 
processes , steps , and methods herein described . 
[ 0024 ] The inaudible tones carry data that is processed and 
decoded via microphones , receivers , sensors , or tone pro 
cessors . The microphones and logic that perform inaudible 
tone processing be pre - installed on a single purpose listening 
device or installed in application format on any standard 
fixed or mobile device with a built - in microphone and 
processor . The inaudible tones include broadcast data from 
various chips or tone transmission beacons , which are rec 
ognized and decoded at the microphone and logic . 
[ 0025 ] The devices 101 are equipped to detect and decode 
data contained in the inaudible signals sent from any number 
of other sources . The devices 101 as well as the associated 
inaudible tone applications or features be programmed in an 
always on , passive listening , scheduled listening mode or 
based on environmental conditions , location ( e.g. , school , 
classroom , field , venue , etc. ) , or other conditions , settings , 
and / or parameters . In one embodiment , the music - based data 
and information may also be associated with the inaudible 
tones so that it does not have to be encoded or decoded . 
( 0026 ] The devices 101 may be portable or fixed to a 
location ( e.g. , teaching equipment for a classroom ) . In one 
embodiment , the devices 101 may be programmed to only 
decode tones and data specific to each system utilization . 
The devices 101 may also be equipped to listen for the 
presence or absence of specific tones and recognize the 
presence of each specific tone throughout a location or 
environment . The devices 101 may also be utilized to grant , 
limit or deny access to the system or system data based on 
the specific tone . 
[ 0027 ] In one embodiment , the inaudible tones associated 
with a particular piece of music , data , or information may be 
stored in the memories of the devices 101 of the system 100 , 
in the databases 118 , or the memory 124 of the music 
platform 120 or in other memories , storage , hardware , or 
software . Similarly , the devices 101 of the system 100 may 
execute software that coordinates the processes of the sys 
tem 100 as well as the playback of the inaudible tones . 
[ 0028 ] In one embodiment , cloud network 114 or the 
music platform 120 may coordinate the methods and pro 
cesses described herein as well as software synchronization , 
communication , and processes . The software may utilize 
any number of speakers , microphones , tactile components 
( e.g. , vibration components , etc. ) graphical user interfaces , 
such as the graphical user interface 105 to communicate and 
receive indicators , inaudible tones , and so forth . 
[ 0029 ] The system 100 and devices may utilize speakers 
and microphones as inaudible tone generators and inaudible 
tone receivers to link music 107 , such as sheet music 
notation or tablature - based notes to the tempo of a song 
creating a visual musical score . The process utilizes sound 
analysis tools on live and pre - produced musical pieces 107 
or may be used with other tablature , standard sheet music , 
and sheet music creation tools ( music 107 ) . 
[ 0030 ] The inaudible tone recognition tool ties sheet music 
107 to the actual audio version of a song and in real - time to 
visually broadcasts each note 109 ( notes , chord ) that each 
instrument or voice produced during the progression of a 
song and visually displays the note in conjunction with the 
rhythm of the song through an inaudible tone . The note 109 
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may represent a single note , multiple notes , groups or sets of 
notes , or a chord . As shown , the note 109 may be displayed 
by the graphical user interface 105 by an application 
executed by the wireless device 104. The note 109 may be 
displayed graphically as a music node as well as the asso 
ciated text or description , such as “ a ” . The note 109 may also 
indicate other information , such as treble clef or bass clef . 
[ 0031 ] In another embodiment , primary or key notes 109 
of the music 107 may be displayed to the devices 101 based 
on information from the inaudible tones . Alternatively , a 
user ( e.g. , teacher , student , administrator , etc. ) may select 
preselect or indicate in real - time the notes 109 from the 
music 107 to be displayed . The note 109 may be displayed 
individually or as part of the music 105. For example , the 
note 109 may light up , move , shake , or be otherwise be 
animated when played . 
[ 0032 ] As noted , any number of devices 101 may be 
utilized to display the associated music 105 , notes 109 , and 
content . In addition , one of the devices 101 may coordinate 
the display and playback of information , such as a cell 
phone , table , server , personal computer , gaming device , or 
so forth . 
[ 0033 ] Any number of flags , instructions , codes , inaudible 
tones , or other indicators may be associated with the notes 
109 , information , instructions , commands , or data associ 
ated with the music 107. As a result , the indicators may show 
the portion of the music being played . The indicators may 
also provide instructions or commands or be utilized to 
automatically implement an action , program , script , activity , 
prompt , display message , or so forth . The indicators may 
also include inaudible codes that may be embedded within 
music to perform any number of features or functions . 
[ 0034 ] Inaudible time codes are placed within the piece of 
music 107 indicating the title and artist , the availability of 
related sheet music for the song , the start and finish of each 
measure , the vocal and instrumental notes or song tablature 
for each measure , and the timing and tempo fluctuations 
within a measure . The system 100 may also visually pre 
indicate when a specific instrument or groups of instruments 
will enter in on the piece of music 107. Through the 
utilization of inaudible time codes embedded in the song and 
its measures the system can adjust the notes to the tempo and 
rhythm of music 107 that has numerous or varied tempo 
changes . 
[ 0035 ] Multiple different inaudible tones may be associ 
ated with the different information outlined herein . The 
inaudible tones may facilitate teaching , learning , playing , or 
otherwise being involved with music playing , practice , or 
theory . For example , the inaudible tones may be embedded 
in the soundtrack of a broadcast . The inaudible tones may be 
delivered through any number of transmissions utilizing 
digital or analog communications standards , protocols , or 
signals . For example , the inaudible tones may represent 
markers resulting in the ability to play back and display 
sheet music notes 109 on time and synchronized with the 
music . 
[ 0036 ] The music 107 or song data may include artist , 
title , song notes , tablature , and other information for a 
specific piece of music are transmitted from the song data 
contained in the inaudible tones via a network broadcast , 
wireless signal , satellite signal , terrestrial signal , direction 
connection , peer - to - peer connection , software based com 
munication , via a music player , to a device , mobile device , 
wearable , e - display , electronic equalizer , holographic dis 

play , projected , or streamed to a digital sheet music stand or 
other implementation that visually displays the notes 109 
and tempo that each specific instrument will play . 
[ 0037 ] Through the user interface 106 , a digital display , or 
visually projected musical representation each instrument 
and its associated notes 109 may be displayed in unison as 
the piece of music 107 plays . In one embodiment , each 
instrument in a musical piece 107 may be is assigned a color 
indicator or other visual representations . The display may 
also be selectively activated to highlight specific instrumen 
tal musical pieces . The instrument and representative color 
is visually displayed in a musical staff in standard musical 
notation format or in single or grouped notes 109 format that 
represent one or a chorded group of the 12 known musical 
notes A - G # or may be visually displayed as a standard 
tablature line that that displays the musical notes 109 in a 
number - based tablature format . 
[ 0038 ] In one embodiment , one of the devices 101 may be 
a car radio . The car radio may display the notes 109 of the 
music 107. The system 100 may be effective in communi 
cating the inaudible tones to any device within range to 
receive the inaudible tones . For example , the range of the 
inaudible tones may be only be limited by the acoustic and 
communications properties of the environment . 
[ 0039 ] Live Music Capture , Execution , and Marking : In 
one embodiment , the system 100 utilizes a software - based 
sound capture process that is compatible with the devices 
101 used to capture the inaudible tone song data . The 
devices 101 may capture the inaudible tone song data and in 
real - time capture , produce and analyze a real - time progres 
sion of the actual visual musical piece 107 in conjunction 
with the piece 107 being played by a live band , live 
orchestra , live ensemble performance , or other live music 
environment . The sound capture devices 101 that capture the 
inaudible song data may also capture each live instrumental 
note as it is played by a single instrument or group of 
performers ' and is indicated with a visual representation that 
indicates a played note 105 is on time with the software 
based internal metronome marking the time in a musical 
piece 107 . 
[ 0040 ] The system 100 may indicate if each note 105 is 
played correctly which displays the note 105 in green as a 
correctly executed note , or if the note 105 is off beat or 
incorrect the note 109 displays red on the metronome tick as 
an incorrectly executed note , the metronome may also 
indicate if a specific instruments note was played too fast or 
too slow . The system 100 may also generate a report for each 
instrument and each instrumentalist's overall success rate 
for each note , timing , and other performance characteristics 
as played in a musical score . The report may be saved or 
distributed as needed or authorized . 
[ 0041 ] Musical Accompaniment Suggestions : The system 
100 may also make rhythmic or tempo based suggestions in 
addition to suggest new musical accompaniment that isn't 
included or heard in the original music piece 107. For 
example , the suggestions may be utilized to teach individu 
als how to perform improvisation and accompaniment . The 
system 100 may group specific instruments and may also 
indicate where other instruments may be added to fit into a 
piece of music 107. The system 100 may also make recom 
mendations where new musical instrumental elements might 
fit into an existing piece of music 107. This also includes 
suggested instrumental or vocal elements , computer gener 
ated sounds , or other musical samples . The system 100 may 
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indicate where groups of instruments share the same notes 
and rhythm pattern in the music 107. The system 100 may 
allow conductors or music composers to create and modify 
music 107 in real - time as it is being played or created . 
[ 0042 ] FIG . 2 is a flowchart of a process for utilizing 
inaudible tones in accordance with an illustrative embodi 
ment . In one embodiment , a song may represent electronic 
sheet music , songs , teaching aids , digital music content , or 
any type of musical content . The process of FIG . 2 may be 
performed by an electronic device , system , or component . 
For example , a personal computer ( e.g. , desktop , laptop , 
tablet , etc. ) , wireless device , DJ system , or other device may 
be utilized . The process of FIG . 2 may begin by initiating a 
song with enhanced features ( 202 ) . The song may be initi 
ated for audio or visual playback , display , communication , 
review , teaching , projection , or so forth . In one example , the 
song may be initiated to teach an orchestral group of a 
middle school the song . The song may include a number of 
parts , notes , and musical combinations for each of the 
different participants . The song may also represent a song 
played for recreation by a user travelling in a vehicle ( e.g. , 
car , train , plane , boat , etc. ) . 
[ 0043 ] Next , the device determines whether there are 
inaudible tones including information or data associated 
with a portion of the song ( step 204 ) . Step 204 may be 
performed repeatedly for different portions or parts of the 
song corresponding to lines , measures , notes , flats , bars , 
transitions , verse , chorus , bridge , intro , scale , coda , nota 
tions , lyrics , melody , solo , and so forth . In one embodiment , 
each different portion of the song may be associated with 
inaudible information and data . 
[ 0044 ] Next , the device plays the associated inaudible tone 
( step 206 ) . The inaudible tone may be communicated 
through any number of speakers , transmitters , emitters , or 
other output devices of the device or in communication with 
the device . In one embodiment , the inaudible tone is simul 
taneously broadcast as part of the song . The inaudible tones 
represent a portion of the song that is unhearable by the 
listeners . 

[ 0045 ] Next , the device continues playback of the song 
( step 208 ) . Playback is continued until the song has been 
completed , the user selects to end the process , or so forth . In 
one embodiment , during step 208 , the device may move 
from one portion of the song to the next portion of the song 
( e.g. , moving from a first note to a second note ) . As noted , 
the playback may include real - time or recorded content . In 
one example , the content is a song played by a band at a 
concert . In another example , the content may represent a 
classical orchestral piece played from a digital file . 
[ 0046 ] Next , the device returns again to determine 
whether there is inaudible information or data associated 
with a portion of the song ( step 204 ) . As noted , the process 
of FIG . 2 is performed repeatedly until the song is com 
pleted . 
[ 0047 ] FIG . 3 is a flowchart of a process for processing 
inaudible tones in accordance with an illustrative embodi 
ment . The process of FIG . 3 may be performed by any 
number of receiving devices . In one embodiment , the pro 
cess may begin by detecting an inaudible tone in a song ( step 
302 ) . The number and types of devices that may detect the 
inaudible tones is broad and diverse . The devices may be 
utilized for learning , teaching , entertainment , collaboration , 
development , or so forth . 

[ 0048 ] Next , the device extracts information associated 
with the inaudible tones ( step 304 ) . The data and informa 
tion may be encoded in the inaudible tones in any number of 
analog or digital packets , protocols , formats , or signals ( e.g. , 
data encryption standard ( DES ) , triple data encryption stan 
dard , Blowfish , RC4 , RC2 , RC6 , advanced encryption stan 
dard ) . Any number of ultrasonic frequencies and modula 
tion / demodulation may be utilized for data decoding , such 
as chirp technology . The device may utilize any number of 
decryption schemes , processes , or so forth . The information 
may be decoded as the song is played . As previously noted , 
the information may be synchronized with the playback of 
the song . In some embodiments , network , processing , and 
other delays may be factored in to retrieve the information 
in a timely manner for synchronization . For example , the 
inaudible tones may be sent slightly before a note is actually 
played so that step 306 is being performed as the associated 
note is played . 
[ 0049 ] Next , the device communicates information asso 
ciated with the inaudible tones ( step 306 ) . In one embodi 
ment , the device may display each note / chord of the song as 
it is played . For example , a zoomed visual view of the note 
and the text description may be provided ( e.g. , see for 
example note 109 of FIG . 1 ) . The information may also be 
displayed utilizing tactile input , graphics , or other content 
that facilitate learning , understanding , and visualization of 
the song . The communication of the information may help 
people learn and understand notes , tempo , and other infor 
mation associated with the song . During step 306 , the device 
may also perform any number of actions associated with the 
inaudible tones . 
[ 0050 ] In one embodiment , the device may share the 
information with any number of other devices proximate the 
device . For example , the information may be shared through 
a direct connection , network , or so forth . 
[ 0051 ] FIGS . 4 and 5 are a first embodiment of sheet 
music 400 including notations for utilizing a system in 
accordance with illustrative embodiments . FIGS . 6 and 7 are 
a second embodiment of sheet music 600 including nota 
tions for utilizing an inaudible system in accordance with 
illustrative embodiments . The embodiments shown in FIGS . 
4-7 represent various versions of Amazing Grace . In one 
embodiment , time codes 402 of the measures ( bars ) and 
tempo show how the illustrative embodiments utilize indi 
cators to display music . In one embodiment , the indicators 
may each be associated with inaudible tones . For example , 
at time code 10.74 the inaudible tone may communicate 
content to display the note “ e ” visually as well as textually . 
As shown by the time codes 402 any number of note / chord 
combinations may also be displayed . In addition , the time 
codes 402 may be applicable to different verses of the song . 
[ 0052 ] The illustrative embodiments may take the form of 
an entirely hardware embodiment , an entirely software 
embodiment ( including firmware , resident software , micro 
code , etc. ) or an embodiment combining software and 
hardware aspects that may all generally be referred to herein 
as a “ circuit , ” “ module ” or “ system . ” Furthermore , embodi 
ments of the inventive subject matter may take the form of 
a computer program product embodied in any tangible 
medium of expression having computer usable program 
code embodied in the medium . The described embodiments 
may be provided as a computer program product , or soft 
ware , that may include a machine - readable medium having 
stored thereon instructions , which may be used to program 
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a computing system ( or other electronic device ( s ) ) to per 
form a process according to embodiments , whether pres 
ently described or not , since every conceivable variation is 
not enumerated herein . A machine - readable medium 
includes any mechanism for storing or transmitting infor 
mation in a form ( e.g. , software , processing application ) 
readable by a machine ( e.g. , a computer ) . The machine 
readable medium may include , but is not limited to , mag 
netic storage medium ( e.g. , floppy diskette ) ; optical storage 
medium ( e.g. , CD - ROM ) ; magneto - optical storage medium ; 
read only memory ( ROM ) ; random access memory ( RAM ) ; 
erasable programmable memory ( e.g. , EPROM and 
EEPROM ) ; flash memory ; or other types of medium suitable 
for storing electronic instructions . In addition , embodiments 
may be embodied in an electrical , optical , acoustical or other 
form of propagated signal ( e.g. , carrier waves , infrared 
signals , digital signals , etc. ) , or wireline , wireless , or other 
communications medium . 
[ 0053 ] Computer program code for carrying out opera 
tions of the embodiments may be written in any combination 
of one or more programming languages , including an object 
oriented programming language such as Java , Smalltalk , 
C ++ or the like and conventional procedural programming 
languages , such as the “ C ” programming language or similar 
programming languages . The program code may execute 
entirely on a user's computer , partly on the user's computer , 
as a stand - alone software package , partly on the user's 
computer and partly on a remote computer or entirely on the 
remote computer or server . In the latter scenario , the remote 
computer may be connected to the user's computer through 
any type of network , including a local area network ( LAN ) , 
a wireless personal area network ( WPAN ) , or a wide area 
network ( WAN ) , or the connection may be made to an 
external computer ( e.g. , through the Internet using an Inter 
net Service Provider ) . 
[ 0054 ] FIG . 8 depicts a computing system 800 in accor 
dance with an illustrative embodiment . For example , the 
computing system 800 may represent a device , such as the 
wireless device 102 of FIG . 1. The computing system 800 
includes a processor unit 801 ( possibly including multiple 
processors , multiple cores , multiple nodes , and / or imple 
menting multi - threading , etc. ) . The computing system 
includes memory 807. The memory 807 may be system 
memory ( e.g. , one or more of cache , SRAM , DRAM , zero 
capacitor RAM , Twin Transistor RAM , eDRAM , EDO 
RAM , DDR RAM , EEPROM , NRAM , RRAM , SONOS , 
PRAM , etc. ) or any one or more of the above already 
described possible realizations of machine - readable media . 
The computing system also includes a bus 803 ( e.g. , PCI , 
ISA , PCI - Express , HyperTransport® , InfiniBand® , NuBus , 
etc. ) , a network interface 806 ( e.g. , an ATM interface , an 
Ethernet interface , a Frame Relay interface , SONET inter 
face , wireless interface , etc. ) , and a storage device ( s ) 809 
( e.g. , optical storage , magnetic storage , etc. ) . 
[ 0055 ] The system memory 807 embodies functionality to 
implement all or portions of the embodiments described 
above . The system memory 807 may include one or more 
applications or sets of instructions for implementing a 
communications engine to communicate with one or more 
electronic devices or networks . The communications engine 
may be stored in the system memory 807 and executed by 
the processor unit 802. As noted , the communications engine 
may be similar or distinct from a communications engine 
utilized by the electronic devices ( e.g. , a personal area 

communications application ) . Code may be implemented in 
any of the other devices of the computing system 800. Any 
one of these functionalities may be partially ( or entirely ) 
implemented in hardware and / or on the processing unit 801 . 
For example , the functionality may be implemented with an 
application specific integrated circuit , in logic implemented 
in the processing unit 801 , in a co - processor on a peripheral 
device or card , etc. Further , realizations may include fewer 
or additional components not illustrated in FIG . 8 ( e.g. , 
video cards , audio cards , additional network interfaces , 
peripheral devices , etc. ) . The processor unit 801 , the storage 
device ( s ) 809 , and the network interface 805 are coupled to 
the bus 803. Although illustrated as being coupled to the bus 
803 , the memory 807 may be coupled to the processor unit 
801. The computing system 800 may further include any 
number of optical sensors , accelerometers , magnetometers , 
microphones , gyroscopes , temperature sensors , and so forth 
for verifying user biometrics , or environmental conditions , 
such as motion , light , or other events that may be associated 
with the wireless earpieces or their environment . 
[ 0056 ] The illustrative embodiments are not to be limited 
to the particular embodiments and examples described 
herein . In particular , the illustrative embodiments contem 
plate numerous variations in the type of ways in which 
embodiments of the invention may be applied to music 
teaching , playback , and communication utilizing inaudible 
tones . The foregoing description has been presented for 
purposes of illustration and description . It is not intended to 
be an exhaustive list or limit any of the disclosure to the 
precise forms disclosed . It is contemplated that other alter 
natives or exemplary aspects are considered included in the 
disclosure . The description is merely examples of embodi 
ments , processes or methods of the invention . It is under 
stood that any other modifications , substitutions , and / or 
additions may be made , which are within the intended spirit 
and scope of the disclosure . For the foregoing , it can be seen 
that the disclosure accomplishes at least all of the intended 
objectives . 
[ 0057 ] The previous detailed description is of a small 
number of embodiments for implementing the invention and 
is not intended to be limiting in scope . The following claims 
set forth a number of the embodiments disclosed with 
greater particularity . 
What is claimed is : 
1. A method for capturing inaudible tones from music , 

comprising : 
receiving a song ; 
detecting inaudible tones in the song ; 
extracting information associated with the inaudible tones 

of the song ; 
communicating the information associated with the inau 

dible tones to a user . 
2. The method of claim 1 , wherein the detecting further 

comprises : 
determining whether the inaudible tones are associated 

with a portion of the song . 
3. The method of claim 1 , wherein the song is music with 

enhanced features , and wherein the inaudible tones are 
frequencies that are not discernable by humans . 

4. The method of claim 1 , wherein communicating the 
information includes displaying notes associated with the 
song as played . 

5. The method of claim 1 , wherein the song represents live 
music or recorded music . 
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6. The method of claim 1 , wherein the song and the 
inaudible tones are received by a microphone of an elec 
tronic device . 

7. The method of claim 1 , wherein the electronic device 
executes an application for detecting the inaudible tones . 

8. The method of claim 1 , wherein the information 
includes artist , title , notes , chords , and tablature for one or 
more instruments associated with the song . 

9. The method of claim 1 , wherein the detecting further 
comprises : 

generating the inaudible tones in real - time in response to 
receiving the song . 

10. The method of claim 1 , wherein the notes include each 
instrumental , voice , and note associated with the music , and 
wherein the music is a song . 

11. The method of claim 2 , wherein displaying the notes 
further comprises displaying and moving the sheet music 
notes , tablatures , measures , and instructions associated with 
the music in synchronization with each musical or tempo 
change in the music . 

12. The method of claim 6 , wherein a plurality of different 
portions of the song are associated with a plurality of 
inaudible tones and associated information . 

13. The method of claim 1 , wherein the information 
included in the inaudible tones of the music represents sheet 
music , notes , tablatures , measures , or musical instructions . 

14. A method for utilizing inaudible tones for music , 
comprising : 

receiving music utilizing an electronic device including at 
least a display ; 

detecting inaudible tones in the music ; 
extracting information associated with the inaudible tones 

of the music ; and 

communicating the information associated with the inau 
dible tones to a user utilizing at least the display of the 
electronic device . 

15. The method of claim 14 , wherein the inaudible tones 
are audio frequencies that are not discernable by humans , 
wherein the inaudible tones are embedded in the music . 

16. The method of claim 14 , further comprising : 
implementing one or more actions associated with the 

information extracted from inaudible tones utilizing the 
electronic device . 

17. The method of claim 14 , wherein the information 
includes one or more of notes , tablatures , measures , and 
instructions . 

18. A system for utilizing inaudible tones in music , 
comprising : 

a transmitting device configured to broadcast music 
including one or more inaudible tones ; 

a receiving device that receives the music , detects inau 
dible tones in the music , extracts information associ 
ated with the inaudible tones of the music , and com 
municates the information associated with the 
inaudible tones to a user through the receiving device , 
wherein the information includes at least notes associ 
ated with the music . 

19. The system of claim 16 , wherein the transmitting 
device utilizes one or more speakers to broadcast the music 
and the inaudible tones , wherein the receiving device uti 
lizes one or more microphones or sensors to receive the 
inaudible tones , and wherein the inaudible tones are audio 
frequencies that are not discernable by humans . 
20. The system of claim 16 , wherein the inaudible tones 

are received by a plurality of devices simultaneously , 
wherein the information is uniquely associated with 
profile available on each of the plurality of devices . 

user 


