
US 20210099936A1 
IN 

( 19 ) United States 
( 12 ) Patent Application Publication ( 10 ) Pub . No .: US 2021/0099936 A1 

GUPTA et al . ( 43 ) Pub . Date : Apr. 1 , 2021 

( 30 ) Foreign Application Priority Data ( 54 ) METHOD FOR NETWORK STATE 
IDENTIFICATION AND ELECTRONIC 
DEVICE THEREFOR Jan. 23 , 2018 ( KR ) 10-2018-0008282 

Aug. 8 , 2018 ( KR ) 10-2018-0092687 
Publication Classification ( 71 ) Applicant : Samsung Electronics Co. , Ltd. , 

Suwon - si , Gyeonggi - do ( KR ) 

( 72 ) Inventors : Ashish GUPTA , Suwon - si ( KR ) ; 
Yonghae CHOI , Suwon - si ( KR ) ; 
Gibeom KIM , Suwon - si ( KR ) ; Heewon 
HWANG , Suwon - si ( KR ) 

( 21 ) Appl . No .: 15 / 733,418 

( 51 ) Int . Ci . 
H04W 36/14 ( 2006.01 ) 
H04W 36/30 ( 2006.01 ) 
H04W 80/06 ( 2006.01 ) 

( 52 ) U.S. CI . 
CPC H04W 36/14 ( 2013.01 ) ; H04W 80/06 

( 2013.01 ) ; H04W 36/30 ( 2013.01 ) 
( 57 ) ABSTRACT 
An electronic device according to various embodiments of 
the present invention can include a method comprising the 
steps of : identifying the state of a transport protocol ; deter 
mining a communication state of the electronic device on the 

of the state of the transport protocol ; and changing a 
network on the basis of the communication state . Other 
embodiments are also possible . 

( 22 ) PCT Filed : Jan. 22 , 2019 

PCT / KR2019 / 000900 ( 86 ) PCT No .: 
$ 371 ( c ) ( 1 ) , 
( 2 ) Date : Jul . 23 , 2020 

400 

START 

IDENTIFY STATE OF 
TRANSPORT PROTOCOL I 2401 

DETERMINE COMMUNICATION STATE 
BASED ON IDENTIFIED STATE OF 

TRANSPORT PROTOCOL 
403 

CHANGE NETWORK BASED ON 
COMMUNICATION STATE 0 h 405 

END 



Patent Application Publication Apr. 1 , 2021 Sheet 1 of 45 US 2021/0099936 A1 

100 
2 ? 

ELECTRONIC DEVICE ( 101 ) MEMORY ( 130 ) PROGRAM ( 140 ) 
VOLATILE MEMORY 

( 132 ) INPUT 
DEVICE 
( 150 ) 

APPLICATION 
( 146 ) 

DISPLAY 
DEVICE 
( 160 ) 

NON - VOLATILE 
MEMORY ( 134 ) 
INTERNAL 

MEMORY ( 136 ) 
MIDDLEWARE 

( 144 ) SOUND 
OUTPUT 
DEVICE 
( 155 ) 

EXTERNAL 
i MEMORY ( 138 ) ! OPERATING 

SYSTEM ( 142 ) 

PROCESSOR 
( 120 ) 

COMMUNICATION 
MODULE ( 190 ) 

WIRELESS 
i COMMUNICATION 

MODULE ( 192 ) 
BATTERY 

( 189 ) 1 
MAIN 

PROCESSOR 
( 121 ) WIRED 

1 COMMUNICATION | 
MODULE ( 194 ) 1 

POWER 
MANAGEMENT 

MODULE 
( 188 ) 

| AUXILIARY ! 
PROCESSOR 

( 123 ) 

SECOND 
NETWORK 

( 199 ) 

ELECTRONIC 
DEVICE 
( 104 ) SUBSCRIBER ANTENNA 

IDENTIFICATION | MODULE 
MODULE ( 196 ) ( 197 ) FIRST 

NETWORK 
( 198 ) M ? AUDIO MODULE 

( 170 ) 
SENSOR 

MODULE ( 176 ) 
INTERFACE 

( 177 ) 
CONNECTING 
TERMINAL 

( 178 ) 

ELECTRONIC 
DEVICE 
( 102 ) 

SERVER 
( 108 ) HAPTIC 

MODULE 
( 179 ) 

CAMERA 
MODULE ( 180 ) 

FIG.1 



Patent Application Publication Apr. 1 , 2021 Sheet 2 of 45 US 2021/0099936 A1 

200 
2 

Processor 120 

Transport protocol state 
identification unit 210 

Communication state 
determination unit 220 

Network change unit -230 

FIG.2A 



Patent Application Publication Apr. 1 , 2021 Sheet 3 of 45 US 2021/0099936 A1 

240 
2 

192 
Antenna module 

( 197 ) 

Wireless communication 
module 

1 
1 
1 

297-1 250 MST communication 
module 

1 

297-3 260 NFC communication 
module 

1 
1 

188 
1 
1 
1 
1 Power management module 
1 297-5 270 Wireless charging 

module 1 
1 

FIG.2B 



Patent Application Publication Apr. 1 , 2021 Sheet 4 of 45 US 2021/0099936 A1 

300 
21 

START 

IDENTIFY NETWORK STATE - 301 

CONTROL ELECTRONIC DEVICE BASED 
ON IDENTIFIED NETWORK STATE | - 303 

END 

FIG.3 



Patent Application Publication Apr. 1 , 2021 Sheet 5 of 45 US 2021/0099936 A1 

400 
2 

START 

IDENTIFY STATE OF 
TRANSPORT PROTOCOL h 401 

DETERMINE COMMUNICATION STATE 
BASED ON IDENTIFIED STATE OF 

TRANSPORT PROTOCOL 
- 403 

CHANGE NETWORK BASED ON 
COMMUNICATION STATE h 405 

END 

FIG.4 



Patent Application Publication Apr. 1 , 2021 Sheet 6 of 45 US 2021/0099936 A1 

500 
2 ? 

Client 
( 501 ) 

Server 
( 503 ) 

LISTEN 
( 505 ) 

CLOSED 

SYN_SENT 
( 507 ) syn 

SYN_RECEIVED 
( 509 ) 

syn + ack 
ESTABLISHED 

( 511 ) 
ack 

ESTABLISHED 
( 511 ) 

data transfer 

FIN_WAIT_1 
( 513 ) fin 

CLOSE_WAIT 
( 515 ) 

-ack 
FIN_WAIT_2 

( 517 ) LAST_ACK 
( 519 ) 

fin 
TIME_WAIT 

( 521 ) 
: 

( 2MSL ) 
ack 

CLOSED 
( 523 ) 

CLOSED 

FIG.5 



Patent Application Publication Apr. 1 , 2021 Sheet 7 of 45 US 2021/0099936 A1 

600 
160 602 2 

lll O 9:44 pm 
Ssns80 a 

test1 6:56 PM 

test2 6:56 PMI 12 604 
606 test3 6:56 PM 

test4 6:56 PM 

test5 6:56 PM 

test6 6:56 PM 

test7 6:56 PM 

test8 6:56 PM 

test 10 6:56 PM O 

Type a message 

FIG.6 



710 

START 

Patent Application Publication 

705 

701 

703 

707 

NO 

NO 

NO 

HAS NEW ETRANSMISSION BEEN DETECTED ? 

NO 

HAS NEW LAST ACKNOWLEDGEMENT 
NO 

RESPONSE BEEN DETECTED ? 

HAS NEW CONNECTION RELEASE SIGNAL BEEN DETECTED ? 

HAS NEW 

709 

CONNECTION ESTABLISHMENT REQUEST BEEN DETECTED AND NEW CONNECTION ESTABLISHMENT SOCKET NOT BEEN DETECTED ? 

HAS ACKNOWLEDGEMENT RESPONSE TO CONNECTION ESTABLISHMENT REQUEST BEEN NOT DETECTED ? 

YES 

RETURN 
YESI 

RETURN 

RETURN 

RETURN 

YES 

RETURN 

Apr. 1 , 2021 Sheet 8 of 45 

YES 

YES 

711 

ACCUMULATE RED FLAGS RETURN 
FIG.7A 

US 2021/0099936 A1 



START 

720 

Patent Application Publication 

717 

719 

721 

IS 

NUMBER OF 713 TRANSMISSION 

HAS 

PACKETS GREATER 

NEW 715 

THAN NUMBER OF 

CONNECTION 

RECEPTION PACKETS , HAS 

RELEASE SIGNAL 

NEW CONNECTION 

BEEN DETECTED , HAS 

ESTABLISHMENT SOCKET BEEN 

NO 

NEW RETRANSMISSION 

NO 

BEEN DETECTED , AND IS 

DETECTED , AND IS SUM OF NUMBER OF RECEPTION 

NUMBER OF TRANSMISSION 

PACKETS AND NUMBER 

PACKETS SMALLER 

OF TRANSMISSION 

THAN 

PACKETS 

THRESHOLD ? 

SMALLER THAN RETURN 

RETURN 

THRESHOLD ? 

NO 

NO 

NO 

IS RSSI LESS THAN THRESHOLD ? 

IS LINK SPEED LESS THAN THRESHOLD ? 

IS LOSS GREATER THAN THRESHOLD ? 

RETURN 

RETURN 

RETURN 

YES 

YES 

YES 

Apr. 1 , 2021 Sheet 9 of 45 

YES 

YES 

ACCUMULATE RED FLAG 

| 7 -723 

RETURN 

US 2021/0099936 A1 

FIG.7B 



Patent Application Publication Apr. 1 , 2021 Sheet 10 of 45 US 2021/0099936 A1 

800 
START 

801 

DETECT SOCKET FOR NEW CONNECTION 
ESTABLISHMENT 

YES 

HAS 803 
CONNECTION 

ESTABLISHMENT 
REQUEST STATE BEEN CHANGED TO 

CONNECTION - ESTABLISHED 
STATE ? 

INO 

YES 

IS SUM 805 
OF NUMBER OF 

TRANSMISSION PACKETS 
AND NUMBER OF RECEPTION 
PACKETS GREATER THAN 

THRESHOLD ? 

NO 

807 
HAVE NEW 

CONNECTION RELEASE 
WAITING TIME AND NEW 

TIME - WAITING STATE BEEN 
DETECTED ? 

NO 

YES 809 

DETERMINE COMMUNICATION 
STATE TO BE GOOD STATE 

RETURN 

FIG.8 



Patent Application Publication Apr. 1 , 2021 Sheet 11 of 45 US 2021/0099936 A1 

900 
2 - 

START 

901 
YES IS COMMUNICATION 

STATE GOOD STATE ? 

VNO 
903 

HAS NEW 
SOCKET FOR CONNECTION 
ESTABLISHMENT BEEN 

DETECTED ? 

YES 

NO 

YES 

905 HAS 
NEW CONNECTION 

ESTABLISHMENT REQUEST STATE 
BEEN DETECTED ? 

VNO 
907 

| NUMBER OF 
TRANSMISSION PACKETS 

NUMBER OF RECEPTION PACKETSI 
> THRESHOLD ? 

NO 

YES 

5909 
DETERMINE COMMUNICATION 
STATE TO BE POOR STATE 

RETURN 

FIG.9 



Patent Application Publication Apr. 1 , 2021 Sheet 12 of 45 US 2021/0099936 A1 

1000 
12 ? 

START 

51001 
DETECT SOCKET FOR PERFORMING 

RETRANSMISSION 

1003 
IS NUMBER 

OF TRANSMISSION 
PACKETS SMALLER THAN NUMBER 

OF RECEPTION 
PACKETS ? 

NO 

YES 

1005 IS 
EACH OF LINK 

SPEED , SNR , OR RSSI 
GREATER THAN CORRESPONDING 

DESIGNATED THRESHOLD ? 

NO 

YES 51007 
DETERMINE COMMUNICATION 
STATE TO BE BLOCKED STATE 

RETURN D 
FIG.10 



Patent Application Publication Apr. 1 , 2021 Sheet 13 of 45 US 2021/0099936 A1 

1100 

START 

51101 
DETECT NEW SOCKET FOR CONNECTION 

ESTABLISHMENT 

1103 

NO HAS NEW CONNECTION 
ESTABLISHMENT REQUEST STATE 

BEEN DETECTED ? 

YES 

1105 IS SUM 
OF NUMBER OF 

TRANSMISSION PACKETS AND 
NUMBER OF RECEPTION PACKETS 

SMALLER THAN 
THRESHOLD ? 

NO 

YES 51107 
DETERMINE COMMUNICATION 
STATE TO BE SLUGGISH STATE 

RETURN D 
FIG.11 



Patent Application Publication Apr. 1 , 2021 Sheet 14 of 45 US 2021/0099936 A1 

1200 
22 ? 

START 

31201 
IDENTIFY STATE OF 

TRANSPORT PROTOCOL 

51203 
DETECT WIRELESS 

COMMUNICATION STATE 

1205 
YES 

POOR STATE ? 

NO 

1207 
YES 

BLOCKED STATE ? 

NO 

1209 
NO SLUGGISH STATE ? 

YES 

51211 
CHANGE NETWORK 

END 

FIG.12 



Patent Application Publication Apr. 1 , 2021 Sheet 15 of 45 US 2021/0099936 A1 

1300 

START 

MONITOR STATE OF TRANSPORT PROTOCOL 1301 

DISPLAY COMMUNICATION STATE h -1303 

END 

FIG.13 



Patent Application Publication Apr. 1 , 2021 Sheet 16 of 45 US 2021/0099936 A1 

101 1400 
160 JO9 : 44 pm 

Application appeared to 
Experience Trouble while 

Accessing Internet 

1409 Jill : Hey Davec 

Jill : Let's catch up for 
dinner after the movie 

messaging 

101 
160 

101 
160 160 9:44 pm 9:44 pm 9:44 pm 

-101 
1403-3 

Application appears to 
Experience Trouble while | 1403-1 Accessing Internet 

1407 1401 
I Application appeared to 
Experience Trouble while 

Accessing Internet on 
" SSID " 

Vil y Jill : Hey Dave Jill : Hey Dave o 

Jill Let's catch up for 
dinner after the movie 

Jill : Let's catch up for 
dinner after the movie 

Jill : Let's catch up for 
dinner after the movie 

messaging messaging messaging 

101 
160 19:44 pm 

1405-1 
Jill Hey Dava 
Application is experiencing 
network issues . Would you 

like to Switch to LTE ? 
Yes No 

1405-3 
messaging 

FIG.14 



1500 

Patent Application Publication 

ul 09:44 pm 
= 

< Dev Se 

X ? X 

1501 

JI JI Nj 
x Nj xNj Xfg 

X X 

Fou 

05-08 08 : 54 : 12.581 Package name = com.kakao.talk 
05-08 08 : 54 : 12.581 RSSI : -56 

05-08 08 : 54 : 12.646 Checking Blocking E1 SO FO TWO CWO R1 CGO LO 

05-08 08 : 54 : 13.651 Package name = com.kakao.talk 
05-08 08 : 54 : 13.652 RSSI : -56 

05-08 08 : 54 : 13.848 Checking Blocking E1 SO FO TWO CWO R1 CGO LO 

05-08 08 : 54 : 14.853 Package name = com.kakao.talk 
05-08 08 : 54 : 14.853 RSSI : -56 

05-08 08 : 54 : 14.970 Checking Blocking E1 SO FO TWO CWO R1 CGO LO 

05-08 08 : 54 : 14.979 Package name = com.kakao.talk 
05-08 08 : 54 : 14.979 RSSI : -56 

05-08 08 : 54 : 16.039 Checking Blocking E1 SO FO TWO CWO R1 CGO LO 

05-08 08 : 54 : 17.043 Package name = com.kakao.talk 

1507 

05-08 08 : 54 : 17.043 RSSI : -57 

05-08 08 : 54 : 17.142 Blocking E1 SO FO TWO CWO R1 CGO LO 

1503 

2:45 AM Hi 2:45 AMGO 2:45 AM Ju 2:46 AM Hhi 
2:46 AM Jj ) 

2:46 AM Govy 2:46 AMH 
2:47 AM XiOxyuo 2:47 AM Opcyovu 2:47 AM UCC 

# 

Apr. 1 , 2021 Sheet 17 of 45 

1505 

+ 

TL 

1 

FIG.15A 

US 2021/0099936 A1 



1510 

Patent Application Publication 

9:44 pm 

Asns Asns 
Active 1mo ago 

3 4 5 6 

1509 

05-09 13 : 55 : 17.213 Package name = com.google.android.talk 
05-09 13 : 55 : 17.213 RSSI : -44 

05-09 13 : 55 : 17.238 No Blocking / Delay E6 SO FO TWO CWO RO CGO LO 

05-09 13 : 55 : 18.242 Package name = com.google.android.talk 
05-09 13 : 55 : 18.242 RSSI : -44 

05-09 13 : 55 : 18.262 No Blocking / Delay E6 SO FO TWO CWO RO CGO LO 

05-09 13 : 55 : 19.267 Package name = com.google.android.talk 
05-09 13 : 55 : 19.267 RSSI : -45 

05-09 13 : 55 : 19.440 No Blocking / Delay E6 SO FO TWO CWO RO CGO LO 

05-09 13 : 55 : 20.443 Package name = com.google.android.talk 
05-09 13 : 55 : 20.443 RSSI : -45 

05-09 13 : 55 : 20.464 No Blocking / Delay E6 SO FO TWO CWO RO CGO LO 

1513 

05-09 13 : 55 : 21.469 Package name = com.google.android.talk 
05-09 13 : 55 : 21.469 RSSI : -44 

05-09 13 : 55 : 21.512 No Blocking / Delay E6 SO FO TWO CWO RO CGO LO 

7 8 9 10 

Apr. 1 , 2021 Sheet 18 of 45 

11 12 12 Now 

1511 

Write a message 

0 . 

F 

0 

? 

FIG.15B 

US 2021/0099936 A1 



Patent Application Publication Apr. 1 , 2021 Sheet 19 of 45 US 2021/0099936 A1 

1600 
2 ? 

16158 
active open 

1610 Starting point 
CLOSED 7 appl : passive open 

send : < nothing > 1611 1613 
recy : SYN LISTEN appi : active open 

send : SYN , ACK passive open 41612 send : SYN 
1615 

1614 recy : RST recy : SYN 1617 1616 
send : SYN.ACK SYN_RCVD . appl : close I. SYN_SENT or timeout 

1621 recv : SYN , ACK 
162541 send : ACK 1618 1623 1619 

send : < nothing > appl : close ESTABLISHED recy : FIN 
send : FIN 1 appl : close send : ACK 

1627 send : FIN 1629 passive close 
1622 1631 1624 recy : FIN CLOSE_WAIT 1620 

send : ACK FIN_WAIT_1 CLOSING appl : close 
1637 1633 send : FIN recy : ACK 

recv : ACK send : < nothing -1635 recv : FIN , ACK 1639- ; recv : ACK send : < nothing > send : ACK LAST_ACK send : < nothing > ? T 
1643 1626 1641 

FIN_WAIT_2 TIME WAIT 1628 recv : FIN active close send : ACK 
1630 

recy : ACK 

appl 

( 1601 ) 
( 1602 ) 
( 1603 ) 
( 1604 ) 
( 1605 ) 

recv 
send 

FIG.16 



Patent Application Publication Apr. 1 , 2021 Sheet 20 of 45 US 2021/0099936 A1 

1700 
2 

START 

IDENTIFY AT LEAST ONE OF STATE OF 
TRANSPORT PROTOCOL AND COUNT OF 
SOCKETS OF TRANSPORT PROTOCOL 

h 1701 

DETERMINE WHETHER BACKHAUL 
FAILURE HAS OCCURRED BASED ON 
AT LEAST ONE OF IDENTIFIED STATE 
OF TRANSPORT PROTOCOL AND 

IDENTIFIED COUNT OF SOCKETS OF 
TRANSPORT PROTOCOL 

1703 

CONTROL BACKHAUL FAILURE BASED 
ON BACKHAUL FAILURE 

DETERMINATION 
_1705 

END 

FIG.17 



Patent Application Publication Apr. 1 , 2021 Sheet 21 of 45 US 2021/0099936 A1 

1800 101 
1802 2 

cull 9:44 pm 

Helen 
160 

What is that name ? ? 

1804 09:04 

Uh ? What ? ? 

1806 09:04 

Hmm , why don't 
messages get delivered ? x 

1808 09:05 

FIG.18 



Patent Application Publication Apr. 1 , 2021 Sheet 22 of 45 US 2021/0099936 A1 

1900 
2 

START D 
IDENTIFY INCREASE IN TOTAL COUNT OF 
SOCKETS OF TRANSPORT PROTOCOL AND 
MAINTENANCE OR DECREASE OF COUNT OF 
CONNECTION - ESTABLISHED SOCKETS OF 

TRANSPORT PROTOCOL 

1901 

DETERMINE WHETHER BACKHAUL 
FAILURE HAS OCCURRED BASED ON 

RESULT OF IDENTIFICATION 
- _1903 

END 

FIG.19 



Patent Application Publication Apr. 1 , 2021 Sheet 23 of 45 US 2021/0099936 A1 

2000 
2 

4 

3 

Count ( 2002 ) 
2 

1 

N 1 
1 

0 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Polling cycle ( 2004 ) 

New connection establishment ( 2006 ) 
-New connection establishment request ( 2008 ) 

FIG.20 



Patent Application Publication Apr. 1 , 2021 Sheet 24 of 45 US 2021/0099936 A1 

2100 

START 

IDENTIFY THAT NUMBER OF RECEPTION 
PACKETS OR NUMBER OF TRANSMISSION 
PACKETS IS INSUFFICIENT AND NUMBER OF 
RETRANSMISSION SEGMENTS OF TRANSPORT 

PROTOCOL INCREASES 

- 2101 

DETERMINE WHETHER BACKHAUL FAILURE 
HAS OCCURRED BASED ON RESULT OF 

IDENTIFICATION 
- 2103 

END 

FIG.21 



2200 

Patent Application Publication 

5 4 . 

Count ( 2202 ) 3 

2 1 

1 

2 

3 

6 

7 

8 

9 

4 

5 Polling cycle ( 2204 ) 

Apr. 1 , 2021 Sheet 25 of 45 

Transport protocol transmission packet ( 2206 ) 
------- Transport protocol reception packet ( 2208 ) - Transport protocol retransmission segment ( 2210 ) 

FIG.22A 

US 2021/0099936 A1 



Patent Application Publication Apr. 1 , 2021 Sheet 26 of 45 US 2021/0099936 A1 

2250 
24 

501 503 501 503 

Client Server Client Server 

Data 1 Data1 
2251-1 2255-1 

Acknowledgement 
response 1 

Data 1 
-Retransmission 1 

2253-1 2255-2 
Data2 2251-2 

x 
Data1 

-Retransmission2 Acknowledgement 
response 2 2255-3 -X 

2253-2 Data1 
-Retransmission 3 

2251-3 2255-4 -X Data2 
X 

Data3 
-Retransmission 1 

2251-4 
Acknowledgement 

response 3 
2253-3 

FIG.22B 



Patent Application Publication Apr. 1 , 2021 Sheet 27 of 45 US 2021/0099936 A1 

2300 
+2 - 

START 

IDENTIFY INSUFFICIENT NUMBER OF 
RECEPTION PACKETS OR NUMBER OF 

TRANSMISSION PACKETS AND ERROR IN 
RECEPTION SEGMENT OF TRANSPORT 

PROTOCOL 

2301 

DETERMINE WHETHER BACKHAUL 
FAILURE HAS OCCURRED BASED ON 

RESULT OF IDENTIFICATION 
h 2303 

END 

FIG.23 



2400 

Patent Application Publication 

2 

5 4 

Count ( 2402 ) 3 

2 1 0 

JE 

1 

Apr. 1 , 2021 Sheet 28 of 45 

2 

3 

6 

7 

8 8 

9 

4 

5 Polling cycle ( 2404 ) 

Transport protocol transmission packet ( 2406 ) Transport protocol reception packet ( 2408 ) Error in reception segment of transport protocol ( 2410 ) 

FIG.24A 

US 2021/0099936 A1 



Patent Application Publication Apr. 1 , 2021 Sheet 29 of 45 US 2021/0099936 A1 

2450 
2 

503 501 501 
> 

Client 

503 
2 

Server Server Client 
Data 1 Data1 

2451-1 2455-1 
Acknowledgement 

response 1 
Acknowledgement 

response 1 

2453-1 2457-1 
Data2 Data2 

2451-2 2455-2 
Data2 Data2 

2451-3 2455-3 

Acknowledgement 
response 2 Data2 

2455-4 
2453-2 

FIG.24B 



Patent Application Publication Apr. 1 , 2021 Sheet 30 of 45 US 2021/0099936 A1 

2500 
2 ~ 

START 

DISPLAY BACKHAUL FAILURE - 2501 

DISPLAY NETWORK 
CHANGE INDICATOR - 2503 

END 

FIG.25 



Patent Application Publication Apr. 1 , 2021 Sheet 31 of 45 US 2021/0099936 A1 

2600 
12 ? 

2602 

1 

Internet connection is lost 2604 

1 
1 

Wi - Fi connection is lost . 
Switch to data network 

( 3G / 4G ) ? Charges may apply . 
2606 

1 

2608 NO Yes 2610 

FIG.26 



Patent Application Publication Apr. 1 , 2021 Sheet 32 of 45 US 2021/0099936 A1 

2700 
2710 w 

1 1 
1 Internet connection is lost 2712 

Wi - Fi connection is lost . 
Connect to another AP ? 

2714 

2716 NO Yes 2718 

2720 2722 

AP switch 

Wi - Fi connection is lost . Choose 
another AP to which to connect 

from list below . 
2724 

1 
1 
1 

ç ADDRESS 1_2726-1 
ADDRESS 2_2726-2 
ADDRESS 3 2726-3 
ADDRESS 42726-4 
ADDRESS 5 ~ 2726-5 
ADDRESS 6 ~ 2726-6 

FIG.27 



Patent Application Publication Apr. 1 , 2021 Sheet 33 of 45 US 2021/0099936 A1 

2800 
2802 

< Advanced 
2804 Adaptive Wi - Fi 

Automatically switch between Wi - Fi 
and mobile data and save frequently 
used Wi - Fi networks . 2806 

Hotspot 2.0 
Automatically connect to Wi - Fi network 
of service provider . Wi - Fi profile of service 
provider may be downloaded . 

? 

Manage networks 
Manage your saved Wi - Fi networks . 

FIG.28 



Patent Application Publication Apr. 1 , 2021 Sheet 34 of 45 US 2021/0099936 A1 

2900 
2 

START 

IDENTIFY EXTERNAL DEVICE TO WHICH 
INFORMATION ON BACKHAUL FAILURE IS TO BE 

TRANSMITTED 
h 2901 

TRANSMIT INFORMATION ON BACKHAUL 
FAILURE TO IDENTIFIED EXTERNAL DEVICE - 2903 

END 

FIG.29 



Patent Application Publication Apr. 1 , 2021 Sheet 35 of 45 US 2021/0099936 A1 

3010 
2 

101 3001 

O 

Detect backhaul 
failure 

3012 1 
3014-4 

3014-6 
3014-1 3014-2 

FIG.30A 



Patent Application Publication Apr. 1 , 2021 Sheet 36 of 45 US 2021/0099936 A1 

3020 

101 3001 

3026 

Detect backhaul 
failure O 3024-3 

3024-4 
3024-1 3024-2 

FIG.30B 



Patent Application Publication Apr. 1 , 2021 Sheet 37 of 45 US 2021/0099936 A1 

3100 

START 

STORE INFORMATION RELATING TO BACKHAUL 
FAILURE WHEN BACKHAUL FAILURE OCCURS | -3 - 3101 

CONTROL DISPLAY DEVICE BY USING STORED 
INFORMATION RELATING TO BACKHAUL FAILURE - 3103 

END 

FIG.31 



Patent Application Publication Apr. 1 , 2021 Sheet 38 of 45 US 2021/0099936 A1 

3200 START 

3201 
ACQUIRE INFORMATION RELATING TO 

TRANSPORT PROTOCOL 

YES 

3203 
HAS COUNT 

OF CONNECTION - ESTABLISHED 
SOCKETS OF TRANSPORT PROTOCOL 

BEEN INCREASED ? 

YES 

VNO 
3205 

IS RECEPTION 
PACKET OR TRANSMISSION 

PACKET GOOD ? 

NO 
3207 

HAS TOTAL 
COUNT OF SOCKETS OF 

TRANSPORT PROTOCOL BEEN 
INCREASED ? 

YES 

VNO 
3209 HAS 

RETRANSMISSION 
SEGMENT COUNT OF TRANSPORT 

PROTOCOLS BEEN 
INCREASED ? 

YES 

NO 
3211 

HAS 
NUMBER OF ERRORS 

IN RECEPTION SEGMENT OF RANSPORT 
PROTOCOL BEEN 
DECREASED ? 

YES 

NO 

EXAMINE WHETHER BACKHAUL 
FAILURE HAS OCCURRED 3213 

CONTROL BACKHAUL FAILURE 3215 

END 

FIG.32 



Patent Application Publication Apr. 1 , 2021 Sheet 39 of 45 US 2021/0099936 A1 

3300 
START ? 2 

ACQUIRE THRESHOLDS h 3301 

EXAMINE NEW 
CONNECTION - ESTABLISHED STATE OR 

TIME - WAITING STATE 
h -3303 

EXAMINE IN - SEGMENT ERROR - 3305 

EXAMINE RETRANSMISSION h -3307 

EXAMINE BACKHAUL h -3309 

UPDATE COUNT h -3311 

END 

FIG.33 



Patent Application Publication Apr. 1 , 2021 Sheet 40 of 45 US 2021/0099936 A1 

3400 
* 2 

START 

ACQUIRE PLURALITY OF THRESHOLDS - 3401 

ACQUIRE RSSI THRESHOLD 1 - -3403 

ACQUIRE PLURALITY OF COUNTS - -3405 

CONFIGURE COUNT - 3407 

END 

FIG.34 



START 

3500 

53501 

ACQUIRE CURRENT RSSI VALUE 

Patent Application Publication 

3503 

CURRENT RSSI VALUE > RSSI_LOW_SIGNAL_THRESHOLD ? 
YES 

5 
3505 

CONFIGURE INTERNET CONNECTION COUNTER THRESHOLD = 
THRESHOLD_BACKHAUL_CONNECTIVITY_CHECK_HIGH , AND WAITING 

CYCLE THRESHOLD = THRESHOLD_WAITING_CHECK_HIGH 

NO 

3507 

YES 

RSSI_POOR_SIGNAL_THRESHOLD < CURRENT RSSI VALUE < RSSI_LOW_SIGNAL_THRESHOLD ? 

Apr. 1 , 2021 Sheet 41 of 45 

$ 3509 

NO 

53511 

CONFIGURE INTERNET CONNECTION COUNTER THRESHOLD = THRESHOLD_BACKHAUL_CONNECTIVITY_CHECK_POOR , AND WAITING CYCLE THRESHOLD = THRESHOLD_WAITING_CHECK_POOR 

CONFIGURE INTERNET CONNECTION COUNTER THRESHOLD = THRESHOLD_BACKHAUL_CONNECTIVITY_CHECK_LOW , AND WAITING CYCLE THRESHOLD = THRESHOLD_WAITING_CHECK_LOW 
END 

US 2021/0099936 A1 

FIG.35 



3600 

START 

* 2 ~ 

Patent Application Publication 

NO 

3605 

TCP IN - USE COUNT > PREVIOUS TCP IN - USE COUNT ? 

NO 

3603 

TIME - WAITING COUNT > PREVIOUS TIME - WAITING COUNT ? 

3601 

CURRENT TCP CONNECTION - ESTABLISHED COUNT > PREVIOUS TCP CONNECTION - ESTABLISHED COUNT ? 

NO 

YES 

YES 

3611 

3609 

VYES 

3607 

INTERNET CONNECTION COUNTER + = 
TCP IN - USE COUNT - PREVIOUS TCP IN - USE COUNT 

NO 

WAITING CYCLE THRESHOLD > THRESHOLD_WAITING_ 
CYCLE_CHECK_POOR ? 

CONFIGURE IN - SEGMENT ERROR WAITING CYCLE = 0 , AND RETRANSMISSION SEGMENT WAITING CYCLE = 0 

YES 

3617 

INTERNET CONNECTION COUNTER > 0 ? 

Apr. 1 , 2021 Sheet 42 of 45 

YES 

53613 

5 
3615 

CONFIGURE INTERNET 
CONNECTION COUNTER = 0 , 

AND INTERNET CONNECTION 
WAITING CYCLE = 0 

NO 

INTERNET CONNECTION COUNTER ++ 

END 

US 2021/0099936 A1 

FIG.36 



START 

3700 

Patent Application Publication 

3701 

NO 

IN - SEGMENT ERROR 
COUNT DIFFERENCE > 0 ? YES 

3705 

3703 

IN - SEGMENT ERROR COUNT DIFFERENCE + 
OUT - SEGMENT ERROR COUNT DIFFERENCE 

THRESHOLD_TCP_POOR_SEG_RX_TX ? 

NO 

NO 

IN - SEGMENT ERROR 
WAITING CYCLE > 0 ? 

Apr. 1 , 2021 Sheet 43 of 45 

YES 

YES 

53707 

IN - SEGMENT ERROR WAITING CYCLE ++ END 

FIG.37 

US 2021/0099936 A1 



3800 

START 

Patent Application Publication 

3801 

RETRANSMISSION SEGMENT COUNT DIFFERENCE 

NO 

> 0 ? 
YES 

3803 

NO 

3805 

RETRANSMISSION SEGMENT WAITING CYCLE > 0 ? 

NO 

IN - SEGMENT COUNT DIFFERENCE TCP_POOR_SEG_RX ? 

Apr. 1 , 2021 Sheet 44 of 45 

YES 

YES 

3807 

RETRANSMISSION SEGMENT WAITING CYCLE ++ END 

FIG.38 

US 2021/0099936 A1 



3900 

START 

3905 

3903 

3901 

Patent Application Publication 

NO 

NO 

IN - SEGMENT ERROR WAITING CYCLE > WAITING CYCLE THRESHOLD ? 

NO 

RETRANSMISSION SEGMENT WAITING CYCLE > WAITING CYCLE THRESHOLD ? 

INTERNET CONNECTION COUNTER > INTERNET CONNECTION COUNTER THRESHOLD ? 

YES 

YES 

LYES 

3907 

NO 

INTERNET CONNECTION WAITING CYCLE > WAITING CYCLE THRESHOLD ? 

3911 

INTERNET CONNECTION WAITING CYCLE > THRESHOLD_MAX_WAITING_CYCLE ? 

YES 

Apr. 1 , 2021 Sheet 45 of 45 

YES 

5 3909 

BACKHAUL = TRUE 

NO 

END 

US 2021/0099936 A1 

FIG.39 



US 2021/0099936 A1 Apr. 1 , 2021 
1 

BRIEF DESCRIPTION OF THE DRAWINGS METHOD FOR NETWORK STATE 
IDENTIFICATION AND ELECTRONIC 

DEVICE THEREFOR 

CROSS - REFERENCE TO RELATED 
APPLICATIONS 

[ 0001 ] This application is a 371 National Stage of Inter 
national Application No. PCT / KR2019 / 000900 , filed Jan. 
22 , 2019 , which claims priority to Korean Patent Applica 
tion No. 10-2018-0008282 , filed Jan. 23 , 2018 , and Korean 
Patent Application No. 10-2018-0092687 , filed Aug. 8 , 
2018 , the disclosures of which are herein incorporated by 
reference in their entirety . 

BACKGROUND 

1. Field 

[ 0002 ] Various embodiments of the disclosure relate to an 
apparatus and method for network state identification by an 
electronic device . 

2. Description of Related Art 
[ 0003 ] Recently , in order to cope with the exponential 
increase in the number of smartphone users with the intro 
duction of smartphones , efforts have been made to provide 
optimal network services to a user . For example , the optimal 
network services can provide a seamless Internet experience 
for a user regardless of whether a Wi - Fi or a cellular network 
is being used by selecting the optimal network for the user 
to access the Internet . In order to provide optimal network 
services to the user , methods of measuring a user's network 
environment and selecting a network so that the user can 
smoothly use network services have been discussed . For 
example , an electronic device can analyze a state of a 
transport layer protocol represented by a transmission con 
trol protocol ( TCP ) , thereby providing an optimal network 
environment for a user . 

[ 0008 ] FIG . 1 illustrates a block diagram of an electronic 
device in a network environment according to various 
embodiments of the disclosure ; 
[ 0009 ] FIG . 2A illustrates a block diagram 200 of an 
electronic device according to various embodiments of the 
disclosure ; 
[ 0010 ] FIG . 2B illustrates a block diagram 240 of a 
wireless communication module , a power management 
module , and an antenna module of an electronic device 
according to various embodiments of the disclosure ; 
[ 0011 ] FIG . 3 illustrates a flowchart 300 of an electronic 
device according to various embodiments of the disclosure ; 
[ 0012 ] FIG . 4 illustrates a flowchart 400 of an electronic 
device for identifying a state of a transport protocol to 
determine a communication state according to various 
embodiments of the disclosure ; 
[ 0013 ] FIG . 5 illustrates a sequence diagram 500 illustrat 
ing data transmission using a transmission control protocol 
( TCP ) according to various embodiments of the disclosure ; 
[ 0014 ] FIG . 6 illustrates an example 600 of an interface of 
an electronic device , the interface being displayed on the 
electronic device when a communication state is a blocked 
state according to various embodiments of the disclosure ; 
[ 0015 ] FIG . 7A illustrates a flowchart 710 illustrating 
accumulation of red flags according to various embodiments 
of the disclosure ; 
[ 0016 ] FIG . 7B illustrates a flowchart 720 illustrating 
accumulation of red flags according to various embodiments 
of the disclosure ; 
[ 0017 ] FIG . 8 illustrates a flowchart 800 for determining a 
good state according to various embodiments of the disclo 
sure ; 
[ 0018 ] FIG . 9 illustrates a flowchart 900 for determining a 
poor state according to various embodiments of the disclo 
sure ; 
[ 0019 ] FIG . 10 illustrates a flowchart 1000 for determin 
ing a blocked state according to various embodiments of the 
disclosure ; 
[ 0020 ] FIG . 11 illustrates a flowchart 1100 for determining 
a sluggish state according to various embodiments of the 
disclosure ; 
[ 0021 ] FIG . 12 illustrates a flowchart 1200 for identifying 
a communication state and changing a network according to 
various embodiments of the disclosure ; 
[ 0022 ] FIG . 13 illustrates a flowchart 1300 of an electronic 
device for monitoring a state of a transport layer protocol 
according to various embodiments of the disclosure ; 
[ 0023 ] FIG . 14 illustrates an example 1400 of an interface 
of an electronic device for monitoring a state of a transport 
layer protocol according to various embodiments of the 
disclosure ; 
[ 0024 ] FIG . 15A illustrates an example 1500 of an inter 
face of an electronic device , the interface being displayed on 
the electronic device when a communication state is a 
blocked state according to various embodiments of the 
disclosure ; 
[ 0025 ] FIG . 15B illustrates an example 1510 of an inter 
face of an electronic device , the interface being displayed on 
the electronic device when a communication state is a good 
state according to various embodiments of the disclosure ; 
[ 0026 ] FIG . 16 illustrates a sequence diagram 1600 illus 
trating a change in a state of a transport protocol socket 
according to various embodiments of the disclosure ; 

SUMMARY 

[ 0004 ] Various embodiments of the disclosure provide a 
method for network state identification by an electronic 
device and an electronic device therefor . 
[ 0005 ] According to various embodiments of the disclo 
sure , a method of operating an electronic device may 
include : identifying a state of a transport protocol ; deter 
mining a communication state of an electronic device based 
on the state of the transport protocol ; and changing a 
network based on the communication state . 
[ 0006 ] According to various embodiments of the disclo 
sure , an electronic device may include : a communication 
module ; at least one processor ; and a memory operatively 
connected to the at least one processor , wherein the memory 
stores instructions that , when executed , cause the at least one 
processor to : identify a state of a transport protocol ; deter 
mine a communication state of the electronic device based 
on the state of the transport protocol ; and change a network 
based on the communication state . 
[ 0007 ] According to various embodiments , an electronic 
device and a method of operating the same may identify a 
network state by using a transport protocol so as to more 
efficiently identify the network state compared to conven 
tional methods . 
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[ 0027 ] FIG . 17 illustrates a flowchart 1700 of an electronic 
device for determining whether a backhaul failure has 
occurred based on at least one of a state of a transport 
protocol and a count of sockets of a transport protocol 
according to various embodiments of the disclosure ; 
[ 0028 ] FIG . 18 illustrates an example 1800 of an interface 
of an electronic device , the interface indicating a backhaul 
failure according to various embodiments of the disclosure ; 
[ 0029 ] FIG . 19 illustrates a flowchart 1900 of an electronic 
device for determining whether a backhaul failure has 
occurred based on a total count of sockets and a count of 
connection - established sockets of a transport protocol 
according to various embodiments of the disclosure ; 
[ 0030 ] FIG . 20 illustrates a graph 2000 illustrating an 
example of determining whether a backhaul failure has 
occurred based on a total count of sockets and a count of 
connection - established sockets of a transport protocol 
according to various embodiments of the disclosure ; 
[ 0031 ] FIG . 21 illustrates a flowchart 2100 of an electronic 
device for determining whether a backhaul failure has 
occurred based on a retransmission state of a transport 
protocol according to various embodiments of the disclo 
sure ; 
[ 0032 ] FIG . 22A illustrates a graph 2200 indicating an 
example of determining whether a backhaul failure has 
occurred based on a retransmission state of a transport 
protocol according to various embodiments of the disclo 
sure ; 
[ 0033 ] FIG . 22B illustrates a sequence diagram 2250 
indicating an example of determining whether a backhaul 
failure has occurred based on a retransmission state accord 
ing to various embodiments of the disclosure ; 
[ 0034 ] FIG . 23 illustrates a flowchart 2300 of an electronic 
device for determining whether a backhaul failure has 
occurred based on a reception error of a transport protocol 
according to various embodiments of the disclosure ; 
[ 0035 ] FIG . 24A illustrates a graph 2400 indicating an 
example of determining whether a backhaul failure has 
occurred based on a reception error of a transport protocol 
according to various embodiments of the disclosure ; 
[ 0036 ] FIG . 24B illustrates a sequence diagram 2450 
indicating an example of determining whether a backhaul 
failure has occurred based on a reception error of a transport 
protocol according to various embodiments of the disclo 
sure ; 

[ 0037 ] FIG . 25 illustrates a flowchart 2500 of an electronic 
device displaying a backhaul failure and a network change 
indicator according to various embodiments of the disclo 
sure ; 

[ 0038 ] FIG . 26 illustrates an example 2600 of an interface 
of an electronic device , the interface displaying a network 
change indicator at the time of a backhaul failure according 
to various embodiments of the disclosure ; 
[ 0039 ] FIG . 27 illustrates an example 2700 of an interface 
of an electronic device , the interface displaying a change to 
another access point ( AP ) at the time of a backhaul failure 
according to various embodiments of the disclosure ; 
[ 0040 ] FIG . 28 illustrates an example 2800 of an interface 
of an electronic device , the interface displaying a network 
change indicator as an option at the time of a backhaul 
failure according to various embodiments of the disclosure ; 

[ 0041 ] FIG . 29 illustrates a flowchart 2900 of an electronic 
device for sharing information on a backhaul failure with 
other electronic devices according to various embodiments 
of the disclosure ; 
[ 0042 ] FIG . 30A illustrates an example 3010 of sharing , at 
the time of the backhaul failure , information on a backhaul 
failure with another electronic device connected to the same 
AP according to various embodiments of the disclosure ; 
[ 0043 ] FIG . 30B illustrates an example 3020 of sharing , at 
the time of the backhaul failure , information on a backhaul 
failure with another electronic device connected to the same 
AP according to various embodiments of the disclosure ; 
[ 0044 ] FIG . 31 illustrates a flowchart 3100 of an electronic 
device for storing information relating to a backhaul failure 
and providing service according to various embodiments of 
the disclosure ; 
[ 0045 ] FIG . 32 illustrates a flowchart 3200 of an electronic 
device for examining whether a backhaul failure has 
occurred and controlling a backhaul failure according to 
various embodiments of the disclosure ; 
[ 0046 ] FIG . 33 illustrates a flowchart 3300 of an electronic 
device illustrating an implementation procedure for exam 
ining whether a backhaul failure has occurred according to 
various embodiments of the disclosure ; 
[ 0047 ] FIG . 34 illustrates a flowchart 3400 of an electronic 
device for acquiring a threshold according to various 
embodiments of the disclosure ; 
[ 0048 ] FIG . 35 illustrates a flowchart 3500 of an electronic 
device for acquiring a received signal strength indication 
( RSSI ) threshold according to various embodiments of the 
disclosure ; 
[ 0049 ] FIG . 36 illustrates a flowchart 3600 of an electronic 
device for examining a new connection - established state and 
a time - waiting state according to various embodiments of 
the disclosure ; 
[ 0050 ] FIG . 37 illustrates a flowchart 3700 of an electronic 
device for examining an in - segment error and an out 
segment error according to various embodiments of the 
disclosure ; 
[ 0051 ] FIG . 38 illustrates a flowchart 3800 of an electronic 
device for examining a retransmission segment according to 
various embodiments of the disclosure ; and 
[ 0052 ] FIG . 39 illustrates a flowchart 3900 of an electronic 
device for examining a backhaul state according to various 
embodiments of the disclosure . 

DETAILED DESCRIPTION 

[ 0053 ] Hereinafter , various embodiments will be 
described with reference to the accompanying drawings . 
[ 0054 ] FIG . 1 is a block diagram illustrating an electronic 
device 101 in a network environment 100 according to 
various embodiments . Referring to FIG . 1 , the electronic 
device 101 in the network environment 100 may commu 
nicate with an electronic device 102 via a first network 198 
( e.g. , a short - range wireless communication network ) , or an 
electronic device 104 or a server 108 via a second network 
199 ( e.g. , a long - range wireless communication network ) . 
According to an embodiment , the electronic device 101 may 
communicate with the electronic device 104 via the server 
108. According to an embodiment , the electronic device 101 
may include a processor 120 , memory 130 , an input device 
150 , a sound output device 155 , a display device 160 , an 
audio module 170 , a sensor module 176 , an interface 177 , a 
haptic module 179 , a camera module 180 , a power manage 
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ment module 188 , a battery 189 , a communication module 
190 , a subscriber identification module ( SIM ) 196 , or an 
antenna module 197. In some embodiments , at least one 
( e.g. , the display device 160 or the camera module 180 ) of 
the components may be omitted from the electronic device 
101 , or one or more other components may be added in the 
electronic device 101. In some embodiments , some of the 
components may be implemented as single integrated cir 
cuitry . For example , the sensor module 176 ( e.g. , a finger 
print sensor , an iris sensor , or an illuminance sensor ) may be 
implemented as embedded in the display device 160 ( e.g. , a 
display ) 
( 0055 ] The processor 120 may execute , for example , soft 
ware ( e.g. , a program 140 ) to control at least one other 
component ( e.g. , a hardware or software component ) of the 
electronic device 101 coupled with the processor 120 , and 
may perform various data processing or computation . 
According to one embodiment , as at least part of the data 
processing or computation , the processor 120 may load a 
command or data received from another component ( e.g. , 
the sensor module 176 or the communication module 190 ) 
in volatile memory 132 , process the command or the data 
stored in the volatile memory 132 , and store resulting data 
in non - volatile memory 134. According to an embodiment , 
the processor 120 may include a main processor 121 ( e.g. , 
a central processing unit ( CPU ) or an application processor 
( AP ) ) , and an auxiliary processor 123 ( e.g. , a graphics 
processing unit ( GPU ) , an image signal processor ( ISP ) , a 
sensor hub processor , or a communication processor ( CP ) ) 
that is operable independently from , or in conjunction with , 
the main processor 121. Additionally or alternatively , the 
auxiliary processor 123 may be adapted to consume less 
power than the main processor 121 , or to be specific to a 
specified function . The auxiliary processor 123 may be 
implemented as separate from , or as part of the main 
processor 121 . 
[ 0056 ] The auxiliary processor 123 may control at least 
some of functions or states related to at least one component 
( e.g. , the display device 160 , the sensor module 176 , or the 
communication module 190 ) among the components of the 
electronic device 101 , instead of the main processor 121 
while the main processor 121 is in an inactive ( e.g. , sleep ) 
state , or together with the main processor 121 while the main 
processor 121 is in an active state ( e.g. , executing an 
application ) . According to an embodiment , the auxiliary 
processor 123 ( e.g. , an image signal processor or a commu 
nication processor ) may be implemented as part of another 
component ( e.g. , the camera module 180 or the communi 
cation module 190 ) functionally related to the auxiliary 
processor 123 . 
[ 0057 ] The memory 130 may store various data used by at 
least one component ( e.g. , the processor 120 or the sensor 
module 176 ) of the electronic device 101. The various data 
may include , for example , software ( e.g. , the program 140 ) 
and input data or output data for a command related thereto . 
The memory 130 may include the volatile memory 132 or 
the non - volatile memory 134 . 
[ 0058 ] The program 140 may be stored in the memory 130 
as software , and may include , for example , an operating 
system ( OS ) 142 , middleware 144 , or an application 146 . 
[ 0059 ] The input device 150 may receive a command or 
data to be used by other component ( e.g. , the processor 120 ) 
of the electronic device 101 , from the outside ( e.g. , a user ) 
of the electronic device 101. The input device 150 may 

include , for example , a microphone , a mouse , a keyboard , or 
a digital pen ( e.g. , a stylus pen ) . 
[ 0060 ] The sound output device 155 may output sound 
signals to the outside of the electronic device 101. The sound 
output device 155 may include , for example , a speaker or a 
receiver . The speaker may be used for general purposes , 
such as playing multimedia or playing record , and the 
receiver may be used for an incoming calls . According to an 
embodiment , the receiver may be implemented as separate 
from , or as part of the speaker . 
[ 0061 ] The display device 160 may visually provide infor 
mation to the outside ( e.g. , a user ) of the electronic device 
101. The display device 160 may include , for example , a 
display , a hologram device , or a projector and control 
circuitry to control a corresponding one of the display , 
hologram device , and projector . According to an embodi 
ment , the display device 160 may include touch circuitry 
adapted to detect a touch , or sensor circuitry ( e.g. , a pressure 
sensor ) adapted to measure the intensity of force incurred by 
the touch . 
[ 0062 ] The audio module 170 may convert a sound into an 
electrical signal and vice versa . According to an embodi 
ment , the audio module 170 may obtain the sound via the 
input device 150 , or output the sound via the sound output 
device 155 or a headphone of an external electronic device 
( e.g. , an electronic device 102 ) directly ( e.g. , wiredly ) or 
wirelessly coupled with the electronic device 101 . 
[ 0063 ] The sensor module 176 may detect an operational 
state ( e.g. , power or temperature ) of the electronic device 
101 or an environmental state ( e.g. , a state of a user ) external 
to the electronic device 101 , and then generate an electrical 
signal or data value corresponding to the detected state . 
According to an embodiment , the sensor module 176 may 
include , for example , a gesture sensor , a gyro sensor , an 
atmospheric pressure sensor , a magnetic sensor , an accel 
eration sensor , a grip sensor , a proximity sensor , a color 
sensor , an infrared ( IR ) sensor , a biometric sensor , a tem 
perature sensor , a humidity sensor , or an illuminance sensor . 
[ 0064 ] The interface 177 may support one or more speci 
fied protocols to be used for the electronic device 101 to be 
coupled with the external electronic device ( e.g. , the elec 
tronic device 102 ) directly ( e.g. , wiredly ) or wirelessly . 
According to an embodiment , the interface 177 may include , 
for example , a high definition multimedia interface ( HDMI ) , 
a universal serial bus ( USB ) interface , a secure digital ( SD ) 
card interface , or an audio interface . 
[ 0065 ] A connecting terminal 178 may include a connector 
via which the electronic device 101 may be physically 
connected with the external electronic device ( e.g. , the 
electronic device 102 ) . According to an embodiment , the 
connecting terminal 178 may include , for example , a HDMI 
connector , a USB connector , a SD card connector , or an 
audio connector ( e.g. , a headphone connector ) . 
[ 0066 ] The haptic module 179 may convert an electrical 
signal into a mechanical stimulus ( e.g. , a vibration or a 
movement ) or electrical stimulus which may be recognized 
by a user via his tactile sensation or kinesthetic sensation . 
According to an embodiment , the haptic module 179 may 
include , for example , a motor , a piezoelectric element , or an 
electric stimulator . 
[ 0067 ] The camera module 180 may capture a still image 
or moving images . According to an embodiment , the camera 
module 180 may include one or more lenses , image sensors , 
image signal processors , or flashes . 
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[ 0068 ] The power management module 188 may manage 
power supplied to the electronic device 101. According to 
one embodiment , the power management module 188 may 
be implemented as at least part of , for example , a power 
management integrated circuit ( PMIC ) . 
[ 0069 ] The battery 189 may supply power to at least one 
component of the electronic device 101. According to an 
embodiment , the battery 189 may include , for example , a 
primary cell which is not rechargeable , a secondary cell 
which is rechargeable , or a fuel cell . 
[ 0070 ] The communication module 190 may support 
establishing a direct ( e.g. , wired ) communication channel or 
a wireless communication channel between the electronic 
device 101 and the external electronic device ( e.g. , the 
electronic device 102 , the electronic device 104 , or the 
server 108 ) and performing communication via the estab 
lished communication channel . The communication module 
190 may include one or more communication processors 
that are operable independently from the processor 120 ( e.g. , 
the application processor ( AP ) ) and supports a direct ( e.g. , 
wired ) communication or a wireless communication . 
According to an embodiment , the communication module 
190 may include a wireless communication module 192 
( e.g. , a cellular communication module , a short - range wire 
less communication module , or a global navigation satellite 
system ( GNSS ) communication module ) or a wired com 
munication module 194 ( e.g. , a local area network ( LAN ) 
communication module or a power line communication 
( PLC ) module ) . A corresponding one of these communica 
tion modules may communicate with the external electronic 
device via the first network 198 ( e.g. , a short - range com 
munication network , such as BluetoothTM , wireless - fidelity 
( Wi - Fi ) direct , or infrared data association ( IrDA ) ) or the 
second network 199 ( e.g. , a long - range communication 
network , such as a cellular network , the Internet , or a 
computer network ( e.g. , LAN or wide area network ( WAN ) ) . 
These various types of communication modules may be 
implemented as a single component ( e.g. , a single chip ) , or 
may be implemented as multi components ( e.g. , multi chips ) 
separate from each other . The wireless communication mod 
ule 192 may identify and authenticate the electronic device 
101 in a communication network , such as the first network 
198 or the second network 199 , using subscriber information 
( e.g. , international mobile subscriber identity ( IMSI ) ) stored 
in the subscriber identification module 196 . 

[ 0071 ] The antenna module 197 may transmit or receive a 
signal or power to or from the outside ( e.g. , the external 
electronic device ) of the electronic device 101. According to 
an embodiment , the antenna module 197 may include an 
antenna including a radiating element composed of a con 
ductive material or a conductive pattern formed in or on a 
substrate ( e.g. , PCB ) . According to an embodiment , the 
antenna module 197 may include a plurality of antennas . In 
such a case , at least one antenna appropriate for a commu 
nication scheme used in the communication network , such 
as the first network 198 or the second network 199 , may be 
selected , for example , by the communication module 190 
( e.g. , the wireless communication module 192 ) from the 
plurality of antennas . The signal or the power may then be 
transmitted or received between the communication module 
190 and the external electronic device via the selected at 
least one antenna . According to an embodiment , another 
component ( e.g. , a radio frequency integrated circuit 

( RFIC ) ) other than the radiating element may be additionally 
formed as part of the antenna module 197 . 
[ 0072 ] At least some of the above - described components 
may be coupled mutually and communicate signals ( e.g. , 
commands or data ) therebetween via an inter - peripheral 
communication scheme ( e.g. , a bus , general purpose input 
and output ( GPIO ) , serial peripheral interface ( SPI ) , or 
mobile industry processor interface ( MIPI ) ) . 
[ 0073 ] According to an embodiment , commands or data 
may be transmitted or received between the electronic 
device 101 and the external electronic device 104 via the 
server 108 coupled with the second network 199. Each of the 
electronic devices 102 and 104 may be a device of a same 
type as , or a different type , from the electronic device 101 . 
According to an embodiment , all or some of operations to be 
executed at the electronic device 101 may be executed at one 
or more of the external electronic devices 102 , 104 , or 108 . 
For example , if the electronic device 101 should perform a 
function or a service automatically , or in response to a 
request from a user or another device , the electronic device 
101 , instead of , or in addition to , executing the function or 
the service , may request the one or more external electronic 
devices to perform at least part of the function or the service . 
The one or more external electronic devices receiving the 
request may perform the at least part of the function or the 
service requested , or an additional function or an additional 
service related to the request , and transfer an outcome of the 
performing to the electronic device 101. The electronic 
device 101 may provide the outcome , with or without further 
processing of the outcome , as at least part of a reply to the 
request . To that end , a cloud computing , distributed com 
puting , or client - server computing technology may be used , 
for example . 
[ 0074 ] FIG . 2A illustrates a block diagram 200 of an 
electronic device according to various embodiments of the 
disclosure . For example , the electronic device may include 
all or part of the electronic device 101 shown in FIG . 1 . 
[ 0075 ] Referring to FIG . 2A , the electronic device 101 
may include at least one processor 120 ( e.g. , an AP ) . 
According to various embodiments , the processor 120 may 
include a transport protocol state identification unit 210 , a 
communication state determination unit 220 , and a network 
change unit 230 , but is not limited thereto , and some 
components may be omitted . According to an embodiment 
of the disclosure , the transport protocol state identification 
unit 210 , the communication state determination unit 220 , 
and the network change unit 230 may be configured as a 
module configured using separate hardware or software 
outside the processor 120 . 
[ 0076 ] The transport protocol state identification unit 210 
may identify a state of a transport protocol in order to 
determine a communication state of the electronic device . 
According to various embodiments of the disclosure , the 
transport protocol may include a transmission control pro 
tocol ( TCP ) . The TCP may provide connection - oriented 
communication . In the connection - oriented communication , 
communication may be performed after preparation for 
starting communication with a communication partner , 
before data communication is started . In the connection 
procedure , the TCP may indicate various socket states , and 
the electronic device may identify a dynamically changing 
state of a TCP socket . 
[ 0077 ] According to various embodiments , the communi 
cation state determination unit 220 may determine a com 
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munication state of the electronic device based on the 
identified state of the TCP socket . For example , the com 
munication state may include states such as data transmis 
sion and reception signal strength of the electronic device 
and blocking by a network firewall . According to various 
embodiments , a table predefined in order to determine the 
communication state according to the state of the TCP 
socket may be stored in a memory 130. According to various 
embodiments , the communication state may include a poor 
state , a good state , a blocked state , and a sluggish state . 
According to various embodiments , the communication 
state may indicate Internet service quality . For example , 
when a user may smoothly use an application which requires 
an Internet connection , the processor 120 may determine 
that the Internet service quality is good and determine the 
communication state to be a good state . When the user fails 
to smoothly use an application which requires an Internet 
connection , the processor 120 may determine that the Inter 
net service quality is bad and determine the communication 
state to be a poor state . 
[ 0078 ] According to various embodiments , the network 
change unit 230 may change the network to which the 
electronic device is connected based on the determined 
communication state . For example , in the case where the 
communication state of the electronic device is the blocked 
state , a Wi - Fi network environment is good , but the com 
munication is blocked by a firewall . Therefore , the network 
change unit 230 may change a network from the Wi - Fi 
network to a cellular network . In another example , in some 
countries , even in a cellular network environment , permis 
sion to use a specific app may be blocked by the firewall . 
Accordingly , the network change unit 230 may notify the 
user of the blocked state and change the network from the 
cellular network to the Wi - Fi network . 

[ 0079 ] According to various embodiments , since the pro 
cessor 120 may not detect the blocking , by the firewall , of 
the specific application only by measuring the network 
quality , the processor 120 may detect a state of a socket of 
a transport layer protocol and change the network . For 
example , the transport layer protocol may include a user 
datagram protocol ( UDP ) , TCP , and the like . Among these , 
TCP is a protocol for controlling transmission of information 
in a network , and allows a series of octets to be stably and 
sequentially exchanged without error between programs 
running on a computer or a smartphone connected to a local 
area network , an intranet , or the Internet . The above - de 
scribed socket may be an endpoint for connecting commu 
nication between a plurality of entities that perform com 
munication . Since all applications use sockets for 
transmitting and receiving data , applications interacting with 
other electronic devices may produce a socket pattern . In 
various embodiments of the disclosure , the processor 120 
may use the socket pattern to detect the communication state 
of the electronic device . The communication state may 
include the user experience of the user who uses the elec 
tronic device . For example , the user experience may include 
states such as the data transmission and reception signal 
strength of the electronic device and blocking by the net 
work firewall . According to various embodiments , the pro 
cessor 120 may identify the state of the TCP socket and 
determine the communication state based on the state of the 
identified TCP socket . After determining the communication 
state , the processor 120 may change the network based on 

the determined communication state . For example , the net 
work may be changed from the Wi - Fi network to the cellular 
network . 
[ 0080 ] In various embodiments , the electronic device 101 
may include a communication module 190 , a processor 120 , 
and a memory 130 operatively connected to the processor 
120. The memory 130 may store instructions that , when 
executed , cause the processor 120 to : identify a state of a 
transport protocol ; determine a communication state of the 
electronic device 101 based on the state of the identified 
transport protocol ; and change a network based on the 
determined communication state of the electronic device 
101. In an embodiment , the state of the transport protocol 
may include a state of a TCP socket used by an application 
executed in the electronic device 101. In an embodiment , the 
communication state of the electronic device 101 may be 
determined to be at least one of a good state , a poor state , a 
blocked state , and a sluggish state . 
[ 0081 ] In an embodiment , the instructions stored in the 
memory 130 of the electronic device 101 may cause the at 
least one processor 120 to : detect a TCP socket for a 
connection establishment ; identify whether a state of the 
TCP socket is changed from a connection establishment 
request state to a connection - established state ; identify 
whether the sum of the number of transmission data packets 
of an application executed in the electronic device 101 and 
the number of reception data packets of an application 
executed in the electronic device 101 is greater than a 
threshold ; identify whether the state of the TCP socket is a 
connection - release - waiting state and a time - waiting state ; 
and , when the TCP socket for connection establishment is 
detected , the state of the TCP socket is changed from the 
connection establishment request state to the connection 
established state , the sum of the number of transmission data 
packets and the number of reception data packets is greater 
than the threshold , or the connection - release - waiting state 
and the time - waiting state are identified , determine the 
communication state of the electronic device 101 to be a 
good state . 
[ 0082 ] In an embodiment , the instructions stored in the 
memory 130 of the electronic device 101 may cause the 
processor 120 to : identify whether the communication state 
of the electronic device 101 is a good state ; detect a TCP 
socket for connection establishment ; identify whether a state 
of the TCP socket is a connection establishment request 
state ; identify whether the number of transmission data 
packets of an application executed in the electronic device 
101 is greater than the number of reception data packets of 
an application executed in the electronic device 101 ; and , 
when the communication state is not a good state , the TCP 
socket for the connection establishment is detected , the 
connection establishment request state is identified , and the 
number of transmission data packets is greater than the 
number of reception data packets , determine the communi 
cation state of the electronic device 101 to be a poor state . 
[ 0083 ] In an embodiment , the instructions stored in the 
memory 130 of the electronic device 101 may cause the 
processor 120 to : detect a TCP socket for performing 
retransmission ; identify whether the number of transmission 
data packets of an application executed in the electronic 
device 101 and the number of reception data packets of an 
application executed in the electronic device 101 are smaller 
than a threshold ; identify whether a link speed , a signal - to 
noise ratio ( SNR ) , and received signal strength indication 
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( RSSI ) of the electronic device 101 are greater than a 
threshold ; and , when the TCP socket for the retransmission 
is detected , the number of transmission data packets and the 
number of reception data packets are smaller than a thresh 
old , and the link speed , the SNR , and the RSSI are greater 
than corresponding thresholds , determine the communica 
tion state of the electronic device 101 to be a blocked state . 
In an embodiment , the blocked state may include a state in 
which an application executed in the electronic device 101 
is blocked by a network firewall . 
[ 0084 ] In an embodiment , the instructions stored in the 
memory 130 of the electronic device 101 may cause the 
processor 120 to : detect a TCP socket for connection estab 
lishment ; identify whether a state of the TCP socket is a new 
connection establishment request state ; identify whether the 
sum of the number of transmission data packets of an 
application executed in the electronic device 101 and the 
number of reception data packets of an application executed 
in the electronic device 101 is smaller than a threshold ; and , 
when the TCP socket for the connection establishment is 
detected , the new connection establishment request state is 
identified , and the sum of the number of transmission data 
packets and the number of reception data packets is smaller 
than the threshold ; determine the communication state of the 
electronic device 101 to be a sluggish state . 
[ 0085 ] FIG . 2B is a block diagram 200 illustrating the 
wireless communication module 192 , the power manage 
ment module 188 , and the antenna module 197 of the 
electronic device 101 according to various embodiments . 
Referring to FIG . 2B , the wireless communication module 
192 may include a magnetic secure transmission ( MST ) 
communication module 250 or a near - field communication 
( NFC ) module 260 , and the power management module 188 
may include a wireless charging module 270. In such a case , 
the antenna module 197 may include a plurality of antennas 
that include a MST antenna 297-1 connected with the MST 
communication module 250 , a NFC antenna 297-3 con 
nected with the NFC communication module 260 , and a 
wireless charging antenna 297-5 connected with the wireless 
charging module 270. For ease of description , the same 
components as those described in regard to FIG . 1 are briefly 
described or omitted from the description . 
[ 0086 ] The MST communication module 250 may receive 
a signal containing control information or payment infor 
mation such as card information from the processor 120 , 
generate a magnetic signal corresponding to the received 
signal , and then transfer the generated magnetic signal to the 
external electronic device 102 ( e.g. , a point - of - sale ( POS ) 
device ) via the MST antenna 297-1 . To generate the mag 
netic signal , according to an embodiment , the MST com 
munication module 250 may include a switching module 
( not shown ) that includes one or more switches connected 
with the MST antenna 297-1 , and control the switching 
module to change the direction of voltage or current sup 
plied to the MST antenna 297-1 according to the received 
signal . The change of the direction of the voltage or current 
allows the direction of the magnetic signal ( e.g. , a magnetic 
field ) emitted from the MST antenna 297-1 to change 
accordingly . If detected at the external electronic device 102 , 
the magnetic signal with its direction changing may cause an 
effect ( e.g. , a waveform ) similar to that of a magnetic field 
that is generated when a magnetic card corresponding to the 
card information associated with the received signal is 
swiped through a card reader of the electronic device 102 . 

According to an embodiment , for example , payment - related 
information and a control signal that are received by the 
electronic device 102 in the form of the magnetic signal may 
be further transmitted to an external server 108 ( e.g. , a 
payment server ) via the network 199 . 
[ 0087 ] The NFC communication module 260 may obtain 
a signal containing control information or payment infor 
mation such as card information from the processor 120 and 
transmit the obtained signal to the external electronic device 
102 via the NFC antenna 297-3 . According to an embodi 
ment , the NFC communication module 260 may receive 
such a signal transmitted from the external electronic device 
102 via the NFC antenna 297-3 . 
[ 0088 ] The wireless charging module 270 may wirelessly 
transmit power to the external electronic device 102 ( e.g. , a 
cellular phone or wearable device ) via the wireless charging 
antenna 297-5 , or wirelessly receive power from the external 
electronic device 102 ( e.g. , a wireless charging device ) . The 
wireless charging module 270 may support one or more of 
various wireless charging schemes including , for example , a 
magnetic resonance scheme or a magnetic induction 
scheme . 
[ 0089 ] According to an embodiment , some of the MST 
antenna 297-1 , the NFC antenna 297-3 , or the wireless 
charging antenna 297-5 may share at least part of their 
radiators . For example , the radiator of the MST antenna 
297-1 may be used as the radiator of the NFC antenna 297-3 
or the wireless charging antenna 297-5 , or vice versa . In 
such a case , the antenna module 197 may include a switch 
ing circuit ( not shown ) adapted to selectively connect ( e.g. , 
close ) or disconnect ( e.g. open ) at least part of the antennas 
297-1 , 297-3 , or 297-5 , for example , under the control of the 
wireless communication module 192 ( e.g. , the MST com 
munication module 250 or the NFC communication module 
260 ) or the power management module ( e.g. , the wireless 
charging module 270 ) . For example , when the electronic 
device 101 uses a wireless charging function , the NFC 
communication module 260 or the wireless charging module 
270 may control the switching circuit to temporarily dis 
connect at least one portion of the radiators shared by the 
NFC antenna 297-3 and the wireless charging antenna 297-5 
from the NFC antenna 297-3 and to connect the at least one 
portion of the radiators with the wireless charging antenna 
297-5 . 
[ 0090 ] According to an embodiment , at least one function 
of the MST communication module 250 , the NFC commu 
nication module 260 , or the wireless charging module 270 
may be controlled by an external processor ( e.g. , the pro 
cessor 120 ) . According to an embodiment , at least one 
specified function ( e.g. , a payment function ) of the MST 
communication module 250 or the NFC communication 
module 260 may be performed in a trusted execution envi 
ronment ( TEE ) . According to an embodiment , the TEE may 
form an execution environment in which , for example , at 
least some designated area of the memory 130 is allocated 
to be used for performing a function ( e.g. , a financial 
transaction or personal information - related function ) that 
requires a relatively high level of security . In such a case , 
access to the at least some designated area of the memory 
130 may be restrictively permitted , for example , according 
to an entity accessing thereto or an application being 
executed in the TEE . 
[ 0091 ] According to various embodiments , an electronic 
device ( e.g. , the electronic device 101 of FIG . 1 ) may 
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include a communication module ( e.g. , the communication 
module 190 of FIG . 1 ) , at least one processor ( e.g. , the 
processor 120 of FIG . 1 ) , and a memory ( e.g. , the memory 
130 of FIG . 1 ) operatively connected to the at least one 
processor , wherein the memory 130 may store instructions 
that , when executed , cause the at least one processor 120 to : 
identify a state of a transport protocol ; determine a commu 
nication state of the electronic device 101 based on the state 
of the transport protocol ; and change a network based on the 
communication state . 
[ 0092 ] In various embodiments , the state of the transport 
protocol may include a state of transmission control 
protocol ( TCP ) socket used by an application executed in the 
electronic device . 
[ 0093 ] In various embodiments , the communication state 
may be determined to be at least one of a good state , a poor 
state , a blocked state , and a sluggish state . 
[ 0094 ] In various embodiments , the instructions may 
cause the at least one processor to : detect a TCP socket for 
connection establishment ; identify whether a state of the 
TCP socket is changed from a connection establishment 
request state to a connection - established state ; identify 
whether the sum of the number of transmission data packets 
of an application executed in the electronic device and the 
number of reception data packets of an application executed 
in the electronic device is greater than a threshold ; identify 
whether the state of the TCP socket is a connection - release 
waiting state and a time - waiting state ; and , when the TCP 
socket for the connection establishment is detected , the state 
of the TCP socket is changed from the connection estab 
lishment request state to the connection - established state , 
the sum of the number of transmission data packets and the 
number of reception data packets is greater than the thresh 
old , or the connection - release - waiting state and the time 
waiting state are identified , determine the communication 
state to be the good state . 
[ 0095 ] In various embodiments , the instructions may 
cause the at least one processor to : identify whether the 
communication state is a good state ; detect a TCP socket for 
connection establishment ; identify whether state of the 
TCP socket is a connection establishment request state ; 
identify whether the number of transmission data packets of 
an application executed in the electronic device is greater 
than the number of reception data packets of an application 
executed in the electronic device ; and , when the communi 
cation state is not a good state , the TCP socket for the 
connection establishment is detected , the connection estab 
lishment request state is identified , and the number of 
transmission data packets is greater than the number of 
reception data packets , determine the communication state 
to be the poor state . 
[ 0096 ] In various embodiments , the instructions may 
cause the at least one processor to : detect a TCP socket for 
performing retransmission ; identify whether the number of 
transmission data packets of an application executed in the 
electronic device and the number of reception data packets 
of an application executed in the electronic device are 
smaller than a threshold ; identify whether a link speed , a 
signal - to - noise ratio ( SNR ) , and received signal strength 
indication ( RSSI ) of the electronic device are greater than 
corresponding thresholds ; and , when the TCP socket for the 
retransmission is detected , the number of transmission data 
packets and the number of reception data packets are smaller 
than the thresholds , and the link speed , the SNR , and the 

RSSI are greater than the threshold , determine the commu 
nication state to be the blocked state . 
[ 0097 ] In various embodiments , the blocked state may 
include a state in which an application executed in the 
electronic device is blocked by a network firewall . 
[ 0098 ] In various embodiments , the instructions may 
cause the at least one processor to : detect a TCP socket for 
connection establishment ; identify whether a state of the 
TCP socket is a new connection establishment request state ; 
identify whether the sum of the number of transmission data 
packets of an application executed in the electronic device 
and the number of reception data packets of an application 
executed in the electronic device is smaller than a threshold ; 
and , when the TCP socket for the connection establishment 
is detected ; the new connection establishment request state 
is identified , the sum of the number of transmission data 
packets and the number of reception data packets is smaller 
than the threshold , determine the communication state to be 
the sluggish state . 
[ 0099 ] In various embodiments , the instructions may 
cause the at least one processor to : display the communica 
tion state on the electronic device ; and display a message 
including information relating to a network change on the 
electronic device based on the communication state . 
[ 0100 ] In various embodiments , the instructions may 
cause the at least one processor to : identify at least one of a 
state of the transport protocol and a count of sockets of the 
transport protocol ; determine whether a backhaul failure has 
occurred based on at least one of the identified state of the 
transport protocol and the identified count of sockets of the 
transport protocol ; and control the backhaul failure based on 
the backhaul failure determination . 
[ 0101 ] In various embodiments , the instructions may 
cause the at least one processor to : identify that a total count 
of sockets of the transport protocol is equal to or greater than 
a threshold ; identify that a count of connection - established 
sockets of a transport protocol is maintained or reduced ; and 
determine whether a backhaul failure has occurred based on 
a result of the identification . 
[ 0102 ] In various embodiments , the instructions may 
cause the at least one processor to : identify that the number 
of transmission data packets of an application executed in 
the electronic device and the number of reception data 
packets of an application executed in the electronic device 
are smaller than or equal to corresponding thresholds ; and 
determine whether a backhaul failure has occurred based on 
a result of the identification . 
[ 0103 ] In various embodiments , the instructions may 
cause the at least one processor to : identify that a retrans 
mission segment of the transport protocol is equal to or 
greater than a threshold ; and determine whether a backhaul 
failure has occurred based on a result of the identification . 
[ 0104 ] In various embodiments , the instructions may 
cause the at least one processor to : identify the occurrence 
of an error in a reception segment of the transport protocol ; 
and determine whether a backhaul failure has occurred 
based on a result of the identification . 
[ 0105 ] In various embodiments , the instructions may case 
the at least one processor to : display information relating to 
the backhaul failure ; and display an indicator for changing 
a network , based on the backhaul failure . 
[ 0106 ] In various embodiments , the instructions may 
cause the at least one processor to : identify an external 
device to which information relating to the backhaul failure 
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is to be transmitted ; and transmit the information relating to 
the backhaul failure to the identified external device . 
[ 0107 ] FIG . 3 illustrates a flowchart 300 of an electronic 
device according to various embodiments of the disclosure . 
In the following embodiment , the operations may be sequen 
tially performed , but are not necessarily sequentially per 
formed . For example , the sequential position of each opera 
tion may be changed , or at least two operations may be 
performed in parallel . The entity performing the operations 
illustrated in flowchart 300 may be understood to be the 
electronic device 101 or a component ( e.g. , a processor 120 ) 
of the electronic device 101 . 
[ 0108 ] Referring to FIG . 3 , in operation 301 , the electronic 
device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may identify a network state . In an 
embodiment , the network state may include a communica 
tion state or a backhaul state of the electronic device 101. In 
an embodiment , the communication state of the electronic 
device 101 may include a poor state , a good state , a blocked 
state , and a sluggish state . The processor 120 may determine 
the above - described communication state of the electronic 
device 101 by identifying a state of a transport protocol ( i.e. , 
a state of a TCP socket ) . In an embodiment , when the 
electronic device 101 communicates ( e.g. , via Wi - Fi ) via an 
external communication device ( e.g. , the AP ) , the backhaul 
state of the electronic device 101 may include a backhaul 
connection state in which the external communication 
device is connected to the Internet ( e.g. , cloud ) or a backhaul 
connection failure state in which the external communica 
tion device is not connected to the Internet . In various 
embodiments , the backhaul connection failure may be 
referred to simply as “ backhaul failure ” . 
[ 0109 ] According to various embodiments , in operation 
303 , the processor 120 may control the electronic device 
based on the identified network state . For example , when the 
identified network state corresponds to one of the above 
described communication states , the processor 120 may 
display the determined communication state on a display 
( e.g. , the display device 160 of FIG . 1 ) of the electronic 
device 101. When the identified network state corresponds 
to a backhaul failure , the processor 120 may display the 
backhaul failure state on the display device 160 , or may 
display a network change indicator on the display device 
160 to enable a user to select whether to change to another 
network ( e.g. , a cellular network ) . In an embodiment , when 
the identified network state corresponds to a backhaul fail 
ure , the processor 120 may display the identified backhaul 
failure state on the display device 160 , or may not display 
the same but may automatically change the network to 
another network . In an embodiment , the change to another 
network according to the backhaul failure may be provided 
as an option selectable by a user . For example , in the case in 
which the processor 120 identifies the backhaul failure , 
when the option indicating that the network may be changed 
to another network is activated by the user , the processor 120 
may display the identified backhaul failure state on the 
display device 160 , or may not display the same but may 
automatically change the network to another network . When 
the option is deactivated , the processor 120 may not auto 
matically change the network to another network . 
[ 0110 ] In various embodiments , a procedure and an 
example of determining the communication state of the 
electronic device based on the identification of the state of 
the transport protocol and changing the network based on 

the determined communication state will be described below 
with reference to FIGS . 4 to 15B . 
[ 0111 ] FIG . 4 illustrates a flowchart of an electronic device 
according to various embodiments of the disclosure . 
[ 0112 ] In the following embodiment , the operations may 
be sequentially performed , but are not necessarily sequen 
tially performed . For example , the sequential position of 
each operation may be changed , or at least two operations 
may be performed in parallel . Operations 401 and 403 of 
FIG . 4 are a part of operation 301 of FIG . 3 , operation 405 
of FIG . 4 is a part of operation 303 of FIG . 3 , and the entity 
performing the operations illustrated in flowchart 400 may 
be understood to be the electronic device 101 or a compo 
nent ( e.g. , a processor 120 ) of the electronic device 101 . 
[ 0113 ] Referring to FIG . 4 , in operation 401 , the processor 
120 may identify a state of a transport protocol . According 
to an embodiment of the disclosure , the processor 120 may 
identify a state of a TCP socket . For example , in the case of 
connection - oriented communication supported by a TCP , 
preliminary preparation for communication between a client 
and a server may be performed before data communication 
is started . In the preliminary preparation procedure , the state 
of the TCP socket may be dynamically changed . For 
example , the state of the TCP socket may include a connec 
tion establishment request ( SYN_SENT ) state , a connec 
tion - established ( ESTABLISHED ) state , a connection 
release ( FIN_WAIT ) state , and the like . The processor 120 
may identify that the state of the TCP socket is changed to 
one of the above - described states . The general operation of 
the change in the state of the TCP socket is shown as in FIG . 
5 . 
[ 0114 ] In operation 403 , the processor 120 may determine 
a communication state based on the identified state of the 
transport protocol . For example , the processor 120 may 
identify the state of the TCP socket to thus determine the 
communication state of the electronic device 101. In various 
embodiments , the communication state may include a poor 
state , a good state , a blocked state , and a sluggish state . The 
communication states may be determined in consideration of 
reception signal strength , link speed , and the like , as well as 
the state of the TCP socket . Accordingly , the electronic 
device 101 may detect various communication states that are 
difficult to identify based only on physical channel charac 
teristics . For example , in the case where the communication 
state is a blocked state , a physical channel of a network 
currently being used may be excellent , but communication 
may not be performed as shown in FIG . 6 . 
[ 0115 ] In operation 405 , the processor 120 may change a 
network based on the communication state . For example , 
when the determined communication state is a blocked state , 
the processor 120 may change the network from a Wi - Fi 
network to a cellular network . In various embodiments , 
before changing the network , the processor 120 may per 
form control to display the determined communication state 
together with information on whether to change the network 
on the display device 160 of the electronic device 101. In 
various embodiments , the processor 120 may change the 
network based on input by a user or with reference to a 
specific threshold . As described above , by measuring the 
communication state to change the network , the electronic 
device 101 may communicate with external electronic 
devices ( e.g. , a server 108 and an electronic device 104 ) in 
a changed network environment . 
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[ 0116 ] In various embodiments , the processor 120 may : 
identify the state of the transport protocol ; determine the 
communication state of the electronic device 101 based on 
the identified state of the transport protocol ; and change the 
network based on the determined communication state . In an 
embodiment , the state of the transport protocol may include 
the state of the TCP socket used by an application executed 
in the electronic device 101. In an embodiment , the state of 
the electronic device 101 may be determined to be at least 
one of a good state , a poor state , a blocked state , and a 
sluggish state . 
[ 0117 ] FIG . 5 illustrates a sequence diagram illustrating 
data transmission using TCP according to various embodi 
ments of the disclosure . In various embodiments , an elec 
tronic device may identify a state of a TCP socket to thereby 
detect a communication state . As shown in FIG . 5 , TCP 
connection may be established by sequentially passing 
through multiple states . The state of the TCP socket may be 
changed from a current state to a subsequent state in 
response to a specific event . For example , in a detection 
( LISTEN ) state 505 , a server 503 ( e.g. , the server 108 ) may 
wait for a TCP connection establishment request from a 
client 501 ( e.g. , the electronic device 101 ) . In a connection 
establishment request ( SYN_SENT ) state 507 , the client 501 
may transmit a signal ( e.g. , a syn packet ) requesting con 
nection establishment , to a server 503 , and wait until the 
connection establishment request is matched in the server 
503. For example , the client 501 may wait for an acknowl 
edgement response ( e.g. , a syn + ack packet ) to the connec 
tion establishment request from the server 503. The server 
503 may maintain the detection ( LISTEN ) state 505 until 
receiving a signal ( e.g. , the syn packet ) requesting connec 
tion establishment from the client 501. When the server 503 
receives the signal requesting connection establishment , the 
server 503 may change the state to a connection establish 
ment request received ( SYN_RECEIVED ) state 509. In the 
connection establishment request received ( SYN_RE 
CEIVED ) state 509 , the server 503 may transmit a signal 
including an acknowledgement response ( e.g. , the syn + ack 
packet ) to the connection establishment request to the client 
501 and wait for the acknowledgment response to the 
connection establishment . The client 501 may change the 
state to a connection - established ( ESTABLISHED ) state 511 
upon receiving the acknowledgment response ( e.g. , the 
syn + ack packet ) to the connection establishment request 
from the server 503. In the connection - established ( ESTAB 
LISHED ) state 511 , the client 501 may transmit an acknowl 
edgment response ( e.g. , an ack packet ) to the connection 
establishment to the server 503 , and the server 503 may be 
in the connection - established state 511 after receiving the 
acknowledgement response from the client 501. In the 
connection - established state , the client 501 may open the 
connection , and may transmit and receive data to the server 
503. In various embodiments , the connection - established 
state may indicate a normal state in which data can be 
transmitted to the client 501 ( e.g. , the electronic device 101 ) . 
In a first connection release ( FIN_WAIT_1 ) state 513 , the 
client 501 may transmit a connection release signal ( e.g. , a 
fin packet ) to the server 503. After transmitting the connec 
tion release signal , the client 501 may wait for an acknowl 
edgment response to the connection release signal , or may 
wait for an acknowledgment response to a previously trans 
mitted connection release request from the server 503. When 
receiving the connection release signal ( e.g. , the fin packet ) , 

the server 503 may change to a connection - release - waiting 
( CLOSE_WAIT ) state 515. The server 503 may transmit an 
acknowledgement response ( e.g. , the ack packet ) to the 
connection release signal , received from the client 501 , to 
the client 501. Here , the client 501 may include a local user . 
Although not shown in FIG . 5 , a state in which the client 501 
waits for the acknowledgement response to the connection 
release signal from the server 503 may be defined as a 
closing ( CLOSING ) state . When receiving the acknowl 
edgement response to the connection release signal from the 
server 503 , the client 501 may change to a second connec 
tion release ( FIN_WAIT_2 ) state 517. In a last acknowledg 
ment response ( LAST_ACK ) state 519 , the server 503 may 
transmit a signal ( e.g. , the fin packet ) indicating the con 
nection release of the server 503 to the client 501 , and may 
wait for an acknowledgement response thereto . When 
receiving the signal ( e.g. , the fin packet ) indicating the 
connection release , the client 501 may be changed to a 
time - waiting ( TIME_WAIT ) state 521. In the time - waiting 
( TIME_WAIT ) state 521 , the client 501 may transmit , to the 
server 503 , an acknowledgment response signal ( e.g. , the 
ack packet ) to the signal indicating the connection release of 
the server 503. Further , the client 501 may wait a sufficient 
time to identify that the server 503 has received the acknowl 
edgement response to the request for the connection release . 
In various embodiments , the client 501 may maintain the 
time - waiting state for a maximum segment lifetime ( 2MSL ) 
( e.g. , about 1 minute to 4 minutes ) . When receiving the 
acknowledgement response to the connection release from 
the client 501 , the server 503 may change to a connection 
closed ( CLOSED ) state 523. In the connection closed 
( CLOSED ) state , the connection between the client and the 
server may not exist . In various embodiments , since the TCP 
is a protocol involving the acknowledgement response , the 
electronic device may classify the above - described state of 
the TCP socket into a temporary state or a permanent state . 
In various embodiments , the electronic device 101 may 
consider the state of the TCP socket that waits for the 
acknowledgement response from a remote device ( e.g. , the 
server 108 ) to be a temporary state . For example , the 
connection establishment request state 507 , the first connec 
tion release state 513 , the closing state , and the last acknowl 
edgement response state 519 may be considered to be 
temporary states . In various embodiments , the electronic 
device 101 may consider states of the TCP socket other than 
temporary states to be permanent states . The electronic 
device 101 may identify the above - described various states 
of the TCP socket , and may determine the communication 
state based thereon . 

[ 0118 ] FIG . 6 illustrates an example of an interface of an 
electronic device 101 , the interface being displayed on the 
electronic device 101 when a communication state is a 
blocked state according to various embodiments of the 
disclosure . The interface of the electronic device 101 may 
include a display device 160. Referring to FIG . 6 , in various 
embodiments , even if the Wi - Fi signal quality is good and 
the state of the backhaul network is good , a message of an 
SNS application may not be sent due to a network firewall . 
In various embodiments , the electronic device 101 may display various message - sending indicators indicating a 
message - sending state of a messenger application on the 
display device 160. For example , in FIG . 6 , a first message 
sending indicator 604 may indicate a message that has been 
normally sent , and a second message - sending indicator 606 
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may indicate a message that failed to be normally sent and 
is pending . Since a Wi - Fi state indicator 602 indicates that 
the Wi - Fi signal quality is good , a user may find that it is 
difficult to determine the cause of the unsent message . The 
electronic device 101 may use the state of the TCP socket in 
order to detect the blocked state . 
[ 0119 ] In an embodiment , the processor 120 may deter 
mine that the greater the number of connection establish 
ment sockets , the greater the number of reception packets . In 
an embodiment , when the state of the TCP socket is 
changed , the processor 120 may determine the communica 
tion state of the electronic device 101 to be a good state . In 
an embodiment , when the state of the TCP socket is stuck in 
a specific state , the processor 120 may determine the com 
munication state of the electronic device 101 to be a poor 
state . 
[ 0120 ] In various embodiments , in order to indicate a 
specific problem state occurring in a network , a red flag 
technique may be used . For example , whenever the specific 
problem state is detected , the electronic device may accu 
mulate red flags . The electronic device may analyze cumu 
lative red flags ( CRFs ) to identify the state of the transport 
protocol . The accumulation of the red flags may be defined 
as shown in FIGS . 7A and 7B . 
[ 0121 ] FIG . 7A illustrates a flowchart illustrating accumu 
lation of red flags according to various embodiments on the 
disclosure . In the following embodiment , the operations may 
be sequentially performed , but are not necessarily sequen 
tially performed . For example , the sequential position of 
each operation may be changed , or at least two operations 
may be performed in parallel . FIG . 7A is a part of operation 
401 of FIG . 4 , and the entity performing the operations 
illustrated in flowchart 710 may be understood to be the 
electronic device 101 or a component ( e.g. , a processor 120 ) 
of the electronic device 101 . 
[ 0122 ] In various embodiments , the processor 120 may 
use a cumulative red flag scheme to detect a problem with 
a signal in a network . In various embodiments , the processor 
120 may consider a red flag as an identifier indicating a 
certain problem , and may record and accumulate red flags 
whenever the problem occurs . The scheme may be indicated 
as a cumulative red flag scheme . 
[ 0123 ] Referring to FIG . 7A , in operation 701 , the pro 
cessor 120 may identify whether new retransmission is 
detected . For example , the processor 120 may identify 
whether a TCP socket experiencing retransmission is 
detected . When the new retransmission is detected , the 
processor 120 may accumulate the red flags . 
[ 0124 ] In operation 703 , the processor 120 may identify 
whether a new last acknowledgment response is detected . 
For example , the processor 120 may identify whether the 
state of the TCP socket is newly detected as the last 
acknowledgement response state . When the new last 
acknowledgement response is detected , the processor 120 
may accumulate the red flags . 
[ 0125 ] In operation 705 , the processor 120 may identify 
whether a new connection release signal is detected . For 
example , the processor 120 may identify whether the state of 
the TCP socket is newly detected as the connection release 
state . When the new connection release signal is detected , 
the processor 120 may accumulate the red flags . 
[ 0126 ] In operation 707 , the processor 120 may identify 
non - detection of an acknowledgement response to a con 
nection establishment request . For example , when the state 

of the TCP socket is the connection establishment request 
state , the processor 120 may identify whether there has been 
an acknowledgement response to the connection establish 
ment request from the server . When an acknowledgement 
response to the connection establishment request is not 
detected , the processor 120 may accumulate the red flags . 
[ 0127 ] In operation 709 , the processor 120 may identify 
the case where a new connection establishment request is 
detected but a new connection establishment socket is not 
detected . For example , the processor 120 may identify 
whether the state of the TCP socket is newly detected as the 
connection establishment request state and failure to detect 
a new connection establishment socket . When a new con 
nection establishment request is detected but a new connec 
tion establishment socket is not detected , the processor 120 
may accumulate the red flags . 
[ 0128 ] In operation 711 , the processor 120 may accumu 
late the red flags . According to various embodiments , when 
at least one condition among : the case in which a new 
retransmission is detected ; the case in which a new last 
acknowledgement response is detected ; the case in which a 
new connection release signal is detected ; the case in which 
no acknowledgement response to the connection establish 
ment request is detected ; or the case in which a new 
connection establishment request is detected but no new 
connection establishment socket is detected is satisfied , the 
processor 120 may accumulate the red flags . In various 
embodiments , the results obtained from operations 701 to 
709 may not affect each other . For example , when the 
processor 120 detects a new retransmission in operation 701 , 
the red flags may be accumulated in operation 711 , regard 
less of whether a new last acknowledgment response is 
detected or whether a new connection release signal is 
detected . In various embodiments , the processor 120 may 
sequentially perform operations 701 to 709 , or may sepa 
rately perform each operation , regardless of the order 
thereof . 
[ 0129 ] FIG . 7B illustrates a flowchart illustrating accumu 
lation of red flags according to various embodiments of the 
disclosure . In the following embodiment , the operations may 
be sequentially performed , but are not necessarily sequen 
tially performed . For example , the sequential position of 
each operation may be changed , or at least two operations 
may be performed in parallel . FIG . 7B is a part of operation 
401 of FIG . 4 , and the entity performing the operations 
illustrated in flowchart 720 may be understood to be the 
electronic device 101 or a component ( e.g. , a processor 120 ) 
of the electronic device 101 . 

[ 0130 ] Referring to FIG . 7B , in operation 713 , the pro 
cessor 120 may determine whether the number of transmis 
sion packets is greater than the number of reception packets , 
whether a new connection establishment socket is detected , 
and whether the sum of the number of reception packets and 
the number of transmission packets is smaller than a thresh 
old . When the above conditions are satisfied , the processor 
120 may accumulate the red flags in operation 723 . 
[ 0131 ] In operation 715 , the may determine 
whether a new connection release signal is detected , whether 
a new retransmission is detected , and whether the number of 
transmission packets is smaller than a threshold . For 
example , the threshold may be 10 packets . When a new 
connection release signal is detected , a new retransmission 
is detected , and the number of transmission packets is 

processor 120 
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sequentially performed , but are not necessarily sequentially 
performed . For example , the sequential position of each 
operation may be changed , or at least two operations may be 
performed in parallel . FIG . 8 is a part of operation 403 of 
FIG . 4 , and the entity performing the operations illustrated 
in flowchart 800 may be understood to be the electronic 
device 101 or a component ( e.g. , a processor 120 ) of the 
electronic device 101 . 

smaller than the threshold , the processor 120 may accumu 
late the red flags in operation 723 . 
[ 0132 ] In operation 717 , the processor 120 may determine 
whether RSSI is less than a threshold . For example , the 
processor 120 may determine whether the RSSI is less than 
a specific threshold . When the RSSI is less than the specific 
threshold , the processor 120 may accumulate the red flags in 
operation 723 . 
[ 0133 ] In operation 719 , the processor 120 may determine 
whether a link speed is less than a threshold . For example , 
the processor 120 may determine whether the link speed of 
the network of the electronic device 101 is less than a 
specific threshold . When the link speed of the network is less 
than the threshold , the processor 120 may accumulate the 
red flags in operation 723 . 
[ 0134 ] In operation 721 , the processor 120 may determine 
whether a loss is greater than a threshold . For example , the 
processor 120 may determine whether a loss at the time of 
data transmission and reception is greater than a specific 
threshold . When the loss is greater than the threshold , the 
processor 120 may accumulate the red flags in operation 
723 . 
[ 0135 ] In operation 723 , the processor 120 may accumu 
late the red flags . According to various embodiments , when 
at least one condition among : the case in which the number 
of transmission packets is greater than the number of recep 
tion packets , a new connection establishment socket is 
detected , and the sum of the number of reception packets 
and the number of transmission packets is smaller than the 
threshold ; the case in which a new connection release signal 
is detected , a new retransmission is detected , and the number 
of transmission packets is smaller than the threshold ; the 
case in which the RSSI is less than the threshold ; the case in 
which the link speed is less than the threshold ; or the case 
in which the loss is greater than the threshold is satisfied , the 
processor 120 may accumulate the red flags . In various 
embodiments , the results obtained from operations 713 to 
721 may not affect each other . For example , when , in 
operation 713 , the number of transmission packets is greater 
than the number of reception packets , a new connection 
establishment socket is detected , and the sum of the number 
of reception packets and the number of transmission packets 
is smaller than the threshold , the red flags may be accumu 
lated in operation 723 , regardless of whether the RSSI is less 
than the threshold or whether the link speed is less than the 
threshold . In various embodiments , the processor 120 may 
sequentially perform operations 713 to 721 , or may sepa 
rately perform each operation regardless of the order thereof . 
[ 0136 ] In various embodiments , when the red flags are 
accumulated and the number of red flags is greater than a 
designated threshold , the processor 120 may notify a user of 
the poor state of the network , and change the network based 
thereon . 
[ 0137 ] As described with reference to FIGS . 4 to 7B , the 
electronic device according to various embodiments of the 
disclosure may determine the communication state based on 
the state of the TCP socket . According to an embodiment , 
the communication state may be determined to be one of a 
good state , a poor state , a blocked state , and a sluggish state . 
Hereinafter , more detailed embodiments for determining 
each communication state will be described . 
[ 0138 ] FIG . 8 illustrates a flowchart for determining a 
good state according to various embodiments of the disclo 
sure . In the following embodiment , the operations may be 

[ 0139 ] Referring to FIG . 8 , in operation 801 , the processor 
120 may detect a socket for new connection establishment . 
In various embodiments , the processor 120 may newly 
detect a socket for establishment of a connection between a 
client and a server . After detecting the socket for the 
connection establishment , the processor 120 may identify 
the following change in a state of a TCP socket . For 
example , for various reasons , the state of the TCP socket 
may be stuck in the above - described temporary state . The 
processor 120 may track the state of the TCP socket in order 
to escape from the stuck state . 
[ 0140 ] In operation 803 , the processor 120 may identify 
whether the connection establishment request state is 
changed to the connection - established state . For example , 
after transmitting and receiving the acknowledgement 
response to and from the server , the processor 120 may 
identify whether the state of the TCP socket of the client is 
changed from the connection establishment request state to 
the connection - established state . When the state of the TCP 
socket is changed to the connection - established state , the 
processor 120 may determine the communication state of the 
electronic device 101 to be a good state in operation 809 . 
[ 0141 ] In operation 805 , the processor 120 may determine 
whether the sum of the number of transmission packets and 
the number of reception packets is greater than a threshold . 
For example , when the state of the TCP socket is not 
changed to the connection - established state , the processor 
120 may determine whether the sum of the number of 
transmission packets and the number of reception packets is 
greater than the threshold . For example , the processor 120 
may compare the sum of the number of transmission data 
packets transmitted to an external device by the electronic 
device 101 and the number of reception data packets 
received from the external device by the electronic device 
101 with a specific threshold . When the sum of the number 
of transmission packets and the number of reception packets 
is greater than the specific threshold , the processor 120 may 
determine the communication state of the electronic device 
101 to be a good state . 
[ 0142 ] In operation 807 , the processor 120 may identify 
whether a new connection - release - waiting state and 
time - waiting state are detected . For example , when the sum 
of the number of transmission packets and the number of 
reception packets is smaller than a specific threshold , the 
processor 120 may identify whether a new connection 
release waiting state and a new time - waiting state are 
detected . For example , when the network is normally con 
nected and enables normal reception of a packet , the pro 
cessor 120 may detect the connection - release - waiting state 
and the time - waiting state . When a new connection - release 
waiting state and a new time - waiting state are detected , the 
processor 120 may determine the communication state of the 
electronic device 101 to be a good state . When a new 
connection release waiting time and a new time - waiting 

new 
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state are not detected , the processor 120 may again perform 
an operation of detecting a new connection establishment 
socket . 
[ 0143 ] In operation 809 , the processor 120 may determine 
the communication state to be a good state . For example , 
when the condition in each of operations 701 and 707 is 
satisfied , the processor 120 may determine the communica 
tion state of the electronic device 101 to be the good state . 
In various embodiments , the good state may indicate that a 
user experiences no problem in performing communication . 
In various embodiments , the processor 120 may identify 
whether a certain state of the TCP socket among the multiple 
states of the TCP socket is the good state , and update a list 
of TCP socket states that are good states in order to prevent 
unnecessary retransmission from occurring . For example , 
when a connection establishment request state is the good 
state , the processor 120 may update a list of sockets named 
“ goodAreaSYN ” . When retransmission is established in the 
good state , the processor 120 may update a list of sockets 
named “ goodAreaRetrans ” . When a first connection release 
state is the good state , the processor 120 may update a list 
of sockets named “ goodAreaFin ” . When a last acknowl 
edgement response state is the good state , the processor 120 
may update a list of sockets named “ goodAreaLastAck ” . 
When a closing state is the good state , the processor 120 may 
update a list of sockets named “ goodAreaClosing ” . Accord 
ing to the above - described operation , the processor 120 may 
determine the communication state of the electronic device 
101 to be the good state . 
[ 0144 ] In various embodiments , the processor 120 may : 
detect the TCP socket for connection establishment ; identify 
whether the detected state of the TCP socket is changed from 
the connection establishment request state to the connection 
established state ; identify whether the sum of the number of 
transmission data packets of an application executed in the 
electronic device 101 and the number of reception data 
packets of an application executed in the electronic device 
101 is greater than the threshold ; identify whether the state 
of the TCP socket is the connection - release - waiting state or 
the time - waiting state ; and determine the communication 
state of the electronic device 101 to be the good state when 
the TCP socket for the connection establishment is detected , 
the state of the TCP socket is changed from the connection 
establishment request state to the connection - established 
state , the sum of the number of transmission data packets 
and the number of reception data packets is greater than the 
threshold , or the connection - release - waiting state and the 
time - waiting state are detected . 
[ 0145 ] FIG . 9 illustrates a flowchart for determining a 
poor state according to various embodiments of the disclo 
sure . In the following embodiment , the operations may be 
sequentially performed , but are not necessarily sequentially 
performed . For example , the sequential position of each 
operation may be changed , or at least two operations may be 
performed in parallel . FIG . 9 is a part of operation 403 of 
FIG . 4 , and the entity performing the operations illustrated 
in flowchart 900 may be understood to be the electronic 
device 101 or a component ( e.g. , a processor 120 ) of the 
electronic device 101 . 
[ 0146 ] Referring to FIG . 9 , in operation 901 , the processor 
120 of the electronic device 101 may identify whether a 
communication state is a good state . For example , before 
determining the communication state to be a poor state , the 
processor 120 may identify whether the communication 

state of the electronic device 101 is the above - described 
good state . Here , the good state may include the case in 
which the sum of the number of transmission packets and the 
number of reception packets is greater than the threshold . 
When the communication state is not the good state , the 
processor 120 may perform operations 903 to 909 below . 
[ 0147 ] In operation 903 , the processor 120 may identify 
whether a socket for new connection establishment is 
detected . In various embodiments , the processor 120 may 
newly detect a socket for establishment of a connection 
between a client ( e.g. , the electronic device 101 ) and a server 
( e.g. , the server 108 ) . When the socket for the connection 
establishment is newly detected , the processor 120 may 
determine the communication state of the electronic device 
101 to be the poor state . 
[ 0148 ] In operation 905 , the processor 120 may identify 
whether a new connection establishment request state is 
detected . For example , when a socket for new connection 
establishment is not detected , the processor 120 may iden 
tify whether the new connection establishment request state 
is detected . For example , when a socket for connection 
establishment is not newly detected but a new connection 
establishment request state is detected , the processor 120 
may determine the communication state of the electronic 
device 101 to be the poor state . 
[ 0149 ] In operation 907 , the processor 120 may determine 
whether the difference between the number of transmission 
packets and the number of reception packets is greater than 
a threshold . For example , when the new connection estab 
lishment request state is not detected , the processor 120 may 
determine whether the difference between the number of 
transmission data packets and the number of reception data 
packets is greater than an arbitrary threshold . For 
when the communication state is not the good state in 
operation 901 , the socket for the new connection establish 
ment is not detected in operation 903 , and a new connection 
establishment request state is not detected and the difference 
between the number of transmission data packets and the 
number of reception data packets is greater than the thresh 
old in operation 905 , the processor 120 may determine the 
communication state of the electronic device 101 to be the 
poor state . When the difference between the number of 
transmission packets and the number of reception packets is 
not greater than the threshold , the processor 120 may again 
perform an operation of determining whether the commu 
nication is a good state . Each of operations 903 to 907 is an 
independent operation , and the processor 120 may sequen 
tially perform the operations or may perform the operations 
without regard to the order thereof . 
[ 0150 ] In operation 909 , the processor 120 may determine 
the communication state to be the poor state . For example , 
when a condition in each of operations 903 to 907 is 
satisfied , the processor 120 may determine the communica 
tion state of the electronic device 101 to be the poor state 
according to the above - described operation . 
[ 0151 ] In various embodiments , the processor 120 may : 
identify whether the communication state of the electronic 
device 101 is the good state ; detect the TCP socket for 
connection establishment ; identify whether the state of the 
TCP socket is the connection establishment request state ; 
identify whether the number of transmission data packets of 
an application executed in the electronic device 101 is 
greater than the number of reception data packets of an 
application executed in the electronic device 101 ; and deter 

example , 



US 2021/0099936 A1 Apr. 1 , 2021 
13 

mine the communication state of the electronic device 101 
to be the poor state when the communication state of the 
electronic device 101 is not the good state , the TCP socket 
for the connection establishment is detected , the connection 
establishment request state is identified , or the number of 
transmission data packets is greater than the number of 
reception data packets . 
[ 0152 ] FIG . 10 illustrates a flowchart for determining a 
blocked state according to various embodiments of the 
disclosure . In the following embodiment , the operations may 
be sequentially performed , but are not necessarily sequen 
tially performed . For example , the sequential position of 
each operation may be changed , or at least two operations 
may be performed in parallel . FIG . 10 is a part of operation 
403 of FIG . 4 , and the entity performing the operations 
illustrated in flowchart 1000 may be understood to be the 
electronic device 101 or a component ( e.g. , a processor 120 ) 
of the electronic device 101 . 
[ 0153 ] Referring to FIG . 10 , in operation 1001 , the pro 
cessor 120 may detect a socket for performing retransmis 
sion . For example , the processor 120 may detect a socket for 
performing retransmission . In various embodiments , as the 
number of detected sockets increases , the number of send 
queues may increase . 
[ 0154 ] In operation 1003 , the processor 120 may deter 
mine whether the number of transmission packets and the 
number of reception packets are smaller than a threshold . 
For example , the processor 120 may determine whether the 
number of transmission packets and the number of reception 
packets are smaller than the threshold during a time when a 
TCP times out . The timeout of the TCP may occur when the 
electronic device 101 transmits data to external electronic 
devices ( e.g. , the server 108 and the electronic device 104 ) , 
sets a timer , and then fails to receive acknowledgement 
responses from the external electronic devices before the 
timer ends . In an embodiment , even though the Wi - Fi 
network environment is good , the processor 120 may deter 
mine whether the number of data packets transmitted and 
received by an application is smaller than the threshold . 
When the number of transmission packets and the number of 
reception packets are not smaller than the threshold , the 
processor 120 may again perform an operation of detecting 
a socket for performing retransmission . 
[ 0155 ] In operation 1005 , the processor 120 may deter 
mine whether each of a link speed , a signal - to - noise ratio 
( SNR ) , or RSSI is greater than a corresponding designated 
threshold . For example , when the number of transmission 
packets and the number of reception packets are smaller than 
the threshold , the processor 120 may compare the link 
speed , the SNR , or the RSSI with a corresponding desig 
nated threshold to determine whether the link speed , the 
SNR , or the RSSI is greater than the corresponding desig 
nated threshold , even though an application is blocked by a 
network firewall . When the link speed , the SNR , or the RSSI 
is not greater than the corresponding designated threshold , 
the processor 120 may again perform an operation of 
detecting a socket for performing retransmission . 
[ 0156 ] In operation 1007 , the processor 120 may deter 
mine the communication state to be the blocked state . For 
example , when the link speed , the SNR , or the RSSI is 
greater than the corresponding designated threshold , and the 
number of transmission packets and the number of reception 
packets are smaller than the threshold , the processor 120 
may determine the communication state to be the blocked 

state . Each of operations 1001 to 1005 is an independent 
operation , and the processor 120 may sequentially perform 
each operation , or may perform each operation regardless of 
the order thereof . In various embodiments , the blocked state 
may be a state in which a user - relevant application is 
blocked by a firewall . In various embodiments , the processor 
120 may maintain a send ( e.g. , outgoing , send , or transmit ) 
data queue in terms of kernel memory usage by the socket . 
When the size of the send data queue increases as the 
number of sockets being used of retransmission increases , a 
wireless connection state between the electronic device 101 
and a Wi - Fi access point ( AP ) may be considered to be good . 
When the wireless connection state is good , but the number 
of transmission data packets of an application and the 
number of reception data packets of an application are small , 
the processor 120 may determine that a specific application 
is blocked by the firewall . According to the above - described 
operations , the processor 120 may determine the communi 
cation state of the electronic device 101 to be the blocked 
state . 

[ 0157 ] In various embodiments , the processor 120 may : 
detect the TCP socket for performing retransmission ; iden 
tify whether the number of transmission data packets of an 
application executed in the electronic device 101 and the 
number of reception data packets of an application executed 
in the electronic device 101 are smaller than the threshold ; 
identify whether the link speed , the signal - to - noise - ratio 
( SNR ) , and the received signal strength indication ( RSSI ) of 
the electronic device 101 are greater than corresponding 
thresholds ; and determine the communication state of the 
electronic device 101 to be the blocked state when the TCP 
socket for performing retransmission is detected , the number 
of transmission data packets and the number of reception 
data packets are smaller than the threshold , and the link 
speed , the SNR , and the RSSI are greater than the corre 
sponding thresholds . In an embodiment , the blocked state 
may include a state in which an application executed in the 
electronic device 101 is blocked by a network firewall . 
[ 0158 ] FIG . 11 illustrates a flowchart for determining a 
sluggish state according to various embodiments of the 
disclosure . In the following embodiment , the operations may 
be sequentially performed , but are not necessarily sequen 
tially performed . For example , the sequential position of 
each operation may be changed , or at least two operations 
may be performed in parallel . FIG . 11 is a part of operation 
403 of FIG . 4 , and the entity performing the operations 
illustrated in flowchart 1100 may be understood to be the 
electronic device 101 or a component ( e.g. , a processor 120 ) 
of the electronic device 101 . 
[ 0159 ] Referring to FIG . 11 , in operation 1101 , the pro 
cessor 120 may detect a socket for new connection estab 
lishment . In various embodiments , the processor 120 may 
newly detect a socket for establishment of a connection 
between a client ( e.g. , the electronic device 101 ) and a server 
( e.g. , the server 108 ) . 
[ 0160 ] In operation 1103 , the processor 120 may identify 
whether a new connection establishment request state is 
detected . For example , when the socket for the new con 
nection establishment is detected , the processor 120 may 
identify whether a new connection establishment request 
state is detected . When no new connection establishment 
request state is detected , the processor 120 may again 
perform an operation of detecting a socket for new connec 
tion establishment . 
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[ 0161 ] In operation 1105 , the processor 120 may deter 
mine whether the sum of the number of transmission packets 
and the number of reception packets is smaller than a 
threshold . For example , when a new connection establish 
ment request state is detected , the processor 120 may 
determine whether the sum of the number of transmission 
data packets and the number of reception data packets is 
smaller than a threshold . In an embodiment , the processor 
120 may determine whether the sum of the number of 
transmission packets and the number of reception packets is 
smaller than the threshold during a time when a TCP times 
out . When the sum of the number of transmission packets 
and the number of reception packets is not smaller than a 
specific threshold , the processor 120 may again detect a 
socket for new connection establishment . Each of operations 
1101 to 1105 is an independent operation , and the processor 
120 may sequentially perform each operation , or may per 
form the operations regardless of the order thereof . 
[ 0162 ] In operation 1107 , the processor 120 may deter 
mine the communication state to be the sluggish state . For 
example , when the new connection establishment request 
state is detected and the sum of the number of transmission 
packets and the number of reception packets is smaller than 
the threshold , the processor 120 may determine the com 
munication state of the electronic device 101 to be the 
sluggish state . In various embodiments , the sluggish state 
may indicate the case in which a data download speed in a 
specific application is slow due to policies of the Wi - Fi 
access point . According to the above - described operations , 
the processor 120 may determine the communication state of 
the electronic device to be the sluggish state . 
[ 0163 ] In various embodiments , the processor 120 may : 
detect the TCP socket for the connection establishment ; 
identify whether the state of the TCP socket is the new 
connection establishment request state ; identify whether the 
sum of the number of transmission data packets of an 
application executed in the electronic device 101 and the 
number of reception data packets of an application executed 
in the electronic device 101 is smaller than the threshold ; 
and determine the communication state of the electronic 
device 101 to be the sluggish state when the TCP socket for 
the connection establishment is detected , the new connec 
tion configuration request state is detected , and the sum of 
the number of transmission data packets and the number of 
reception data packets is smaller than the threshold . 
[ 0164 ] FIG . 12 illustrates a flowchart for identifying a 
communication state and changing a network according to 
various embodiments of the disclosure . In the following 
embodiment , the operations may be sequentially performed , 
but are not necessarily sequentially performed . For example , 
the sequential position of each operation may be changed , or 
at least two operations may be performed in parallel . The 
entity performing the operations illustrated in flowchart 
1200 may be understood to be the electronic device 101 or 
a component ( e.g. , a processor 120 ) of the electronic device 
101 . 

[ 0165 ] Referring to FIG . 12 , in operation 1201 , the pro 
cessor 120 may identify a state of a transport protocol . For 
example , the processor 120 may identify a socket pattern 
based on the context according to a wireless link character 
istic . In various embodiments , the socket pattern may be a 
pattern of a TCP socket state . For example , the state of the 
TCP socket may include a connection establishment request 
( SYN_SENT ) state , a connection - established ( ESTAB 

LISHED ) state , a connection release ( FIN - WAIT ) state , and 
the like . The processor 120 may identify that the state of the 
TCP socket is changed to the above - described states . 
[ 0166 ] In operation 1203 , the processor 120 may detect a 
wireless connection state . For example , the wireless con 
nection state may include at least one of RSSI , a link speed , 
a loss , or an SNR . The processor 120 may detect a com 
munication state by using the wireless connection state 
detected together with the identified state of the TCP socket . 
For example , the communication state may include a good 
state , a poor state , a blocked state , and a sluggish state . 
[ 0167 ] In operation 1205 , the processor 120 may deter 
mine whether the connection state is a poor state . For 
example , the processor 120 may indicate the case in which 
the Wi - Fi signal quality is poor . In various embodiments , in 
the poor state , the pattern of the state of the TCP socket may 
include : the case in which the number of sockets in 
connection release state increases and the number of recep 
tion packets is small ; the case in which the number of 
sockets in a new connection establishment request state 
increases and the number of reception packets is small ; the 
case in which the number of sockets in a new closing state 
increases and the number of reception packets is small ; the 
case in which the number of sockets in a new last acknowl 
edgement response state increases and the number of recep 
tion packets is small ; or the case in which the number of 
reception packets is small and the number of retransmissions 
increases . When the communication state is identified to be 
the poor state , the processor 120 may change a network in 
operation 1211 . 
[ 0168 ] In operation 1207 , the processor 120 may deter 
mine whether the communication state is a blocked state . 
For example , when the communication state is not the poor 
state , the processor 120 may identify whether the commu 
nication state is a blocked state . For example , the blocked 
state may indicate the case in which a Wi - Fi network 
environment is good but a specific application is blocked by 
the firewall . In various embodiments , when the communi 
cation state is the blocked state , the electronic device 101 
may have good RSSI and a good link speed . When the 
communication state is the blocked state , on a network layer 
level , an application may have a smaller number of TCP 
sockets in a connection - established state . The sockets may 
be used for retransmission and reception packets may be 
stuck in a send queue . In various embodiments , when the 
communication state is the blocked state , a large number of 
sockets in the connection establishment request state may 
not be changed to the connection - established state . When the 
communication state is the blocked state , the processor 120 
may change a network in operation 1211 . 
[ 0169 ] In operation 1209 , the processor 120 may deter 
mine whether the communication state is a sluggish state . 
For example , when the communication state is not the 
blocked state , the processor 120 may identify whether the 
communication state is a sluggish state . In various embodi 
ments , when the communication state is the sluggish state , 
the electronic device 101 may have good RSSI and good link 
speed in a wireless network . When the communication state 
is the sluggish state , the number of sockets in a connection 
established state may increase , but the number of data 
packets received by an application may be small . In this 
case , the sockets of the application may not perform retrans 
mission . When the communication state is not the sluggish 
state , the processor 120 may identify the state of the trans 
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port protocol again , or , although not shown in the drawing , 
the processor 120 may determine the communication state to 
be a good state . In various embodiments , when the commu 
nication state is the good state , the number of new connec 
tion establishment sockets may increase and the number of 
reception packets may be small . When the communication 
state is the good state , the number of sockets in a new 
connection - release - waiting state may increase and a new 
connection release state may not be identified . In various 
embodiments , when the communication state is the good 
state , the state of the TCP socket may be changed from the 
connection establishment request state to the connection 
established state . 
[ 0170 ] In operation 1211 , the processor 120 may change a 
network . For example , when the communication state is the 
sluggish state , the processor 120 may change a network . For 
example , the processor 120 may control a communication 
module 180 to change the network from a Wi - Fi network to 
a cellular network . However , the network change is not 
limited thereto , and it is possible to change the network from 
a current network to various kinds of networks . According 
to the above - described operation , the processor 120 may 
identify the state of the TCP socket , determine the commu 
nication state , and change the network based on the deter 
mined communication state . Each of the above - described 
operations 1205 to 1209 is an independent operation , and the 
processor 120 may sequentially perform each operation , or 
may perform each operation regardless of the order thereof . 
[ 0171 ] FIG . 13 illustrates a flowchart of an electronic 
device for monitoring a state of a transport layer protocol 
according to various embodiments of the disclosure . In the 
following embodiment , the operations may be sequentially 
performed , but are not necessarily sequentially performed . 
For example , the sequential position of each operation may 
be changed , or at least two operations may be performed in 
parallel . The entity performing the operations illustrated in 
flowchart 1300 may be understood to be the electronic 
device 101 or a component ( e.g. , a processor 120 ) of the 
electronic device 101 . 
[ 0172 ] Referring to FIG . 13 , in operation 1301 , the pro 
cessor 120 may monitor a state of a transport protocol . In 
various embodiments , the transport protocol may include a 
TCP . The processor 120 may analyze a state of a TCP socket . 
For example , the processor 120 may identify the pattern of 
the changing states of the TCP socket , and may also analyze 
physical channel characteristics such as the number of 
transmission and reception packets , RSSI , link speed , or a 
loss , so as to determine the communication state of the 
electronic device 101. In various embodiments , the commu 
nication state may include a good state , a poor state , a 
blocked state , and a sluggish state . The processor 120 may 
monitor the above - described state of the TCP socket and 
determine the communication state of the electronic device 
101 . 
[ 0173 ] In operation 1303 , the processor 120 may display 
the communication state . For example , the processor 120 
may display the previously determined communication state 
on a display device 160 of the electronic device 101. In an 
embodiment , the processor 120 may display a message , 
indicating that an application currently running in the elec 
tronic device 101 has a problem assessing the network , on 
the display device 160. For example , referring to FIG . 14 , 
the processor 120 of the electronic device 101 may perform 
control to display a screen including a chat window 1401-1 , 

via which a user exchanges a message with other users 
through an application , on the display device 160. For 
example , when the electronic device 101 transmits and 
receives a message to and from an external electronic device 
102 through an SNS application such as KakaoTalk , What 
sApp , Facebook , or another messenger , the processor 120 
may perform control to display the transmitted and the 
received message on the display device 160 of the electronic 
device 101. When the user exchanges a message with 
another user through the above - described SNS application , 
an interface of the electronic device 101 may include a 
message chat window 1403-1 and a pop - up window 1403-3 
indicating that the application is experiencing trouble 
accessing the Internet , and the processor 120 may perform 
control to display a screen including the interface on the 
display device 160. In an embodiment , when a specific 
application is blocked by a network firewall , the processor 
120 may perform control to display a message , indicating 
that the application has trouble transmitting and receiving a 
data packet , on the display device 160 of the electronic 
device 101. For example , referring to FIG . 14 , the processor 
120 of the electronic device 101 may perform control to 
display a screen including a pop - up window 1405-1 prompt 
ing the user to select whether to change the network from the 
current network to the cellular network since the application 
is experiencing trouble accessing the Internet , and an indi 
cator 1405-3 , which allows the user to select whether to 
change the network with reference to the contents of the 
pop - up window , on the display device 160. For example , the 
electronic device 101 may display a message prompting the 
user to select whether to change the network from a Wi - Fi 
network to an LTE , LTE - A , or 5G network , on the display 
device 160 of the electronic device 101. Accordingly , by 
changing the network , the processor 120 may facilitate the 
operation of the application . In an embodiment , an interface 
of the electronic device 101 may include a pop - up window 
1407 indicating that the application has trouble accessing the 
Internet via a service set identifier ( SSID ) , and the processor 
120 may perform control to display a screen including the 
interface on the display device 160. The SSID may indicate 
the name of a wireless network , and Wi - Fi devices such as 
a laptop computer or a smartphone may attempt wireless 
connection through SSID classification . In an embodiment , 
a pop - up window 1409 indicating that the application is 
experiencing trouble accessing the Internet may at least 
partially overlap the interface of the existing electronic 
device 101 , and the processor 120 may perform control to 
display a screen including the overlapping interface , on the 
display device 160 . 
[ 0174 ] In various embodiments , as described above , the 
electronic device 101 may display not only the pop - up 
window indicating that the application has trouble accessing 
the Internet , but also the communication state , determined 
through the monitoring , and whether to change the network . 
For example , when the current communication state is the 
poor state , the blocked state , or the sluggish state , the 
processor 120 may perform control to display the commu 
nication state on the display device 160 and to display the 
pop - up window , including the indicator which prompts the 
user to select whether to change the network , on the display 
device 160 . 
[ 0175 ] In various embodiments , the processor 120 may 
perform control to display the communication state of the 
electronic device 101 on the display device 160 and to 
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display a message including information relating to the 
network change , based on the communication of the elec 
tronic device 101 on the display device 160. In an embodi 
ment , the instructions stored in the memory 130 of the 
electronic device 101 may cause the processor 120 to 
display the communication state of the electronic device 101 
on the display device 160 and to display a message including 
information relating to the network change based on the 
communication state on the display device 160 . 
[ 0176 ] In various embodiments , the processor 120 may 
use a socket ID and an IP address to identify a state of a TCP 
socket . For example , the socket ID may include an INODE 
number , and the IP address may include source and desti 
nation addresses , and a universally unique identifier 
( UUID ) . In various embodiments , the processor 120 may 
maintain a list of good states to prevent a false alarm with 
regard to the communication state . Accordingly , the proces 
sor 120 may identify that some sockets are stuck in a specific 
state . 

[ 0177 ] In various embodiments , the processor 120 may 
produce a list of states of the TCP socket to identify the state 
of the TCP socket . For example , as shown in < Table 1 > , the 
processor 120 may produce a list of states of the TCP socket 
by using the socket ID and the IP address . 

[ 0179 ] In various embodiments , the processor 120 may 
identify the state of the TCP socket by using the IP address . 
For example , the processor 120 may produce a new con 
nection release state list by using the IP address . For 
example , when the current communication state is the good 
state , the processor 120 may identify whether the state of the 
TCP socket is a new connection release state by using the IP 
address . In various embodiments , the processor 120 may 
produce a last acknowledgement response state list by using 
the IP address . For example , when the current communica 
tion state is the good state , the processor 120 may identify 
whether the state of the TCP socket remains as a last 
acknowledgement response state . In various embodiments , 
the processor 120 may produce a closing state list by using 
the IP address . For example , when the current communica 
tion state is the good state , the processor 120 may identify 
whether the state of the TCP socket remains as a closing 
state . In various embodiments , the processor 120 may pro 
duce a time - waiting state list by using the IP address . For 
example , the processor 120 may identify whether the state of 
the TCP socket is a new time - waiting state in the previous 
and the current state . According to the above - described 
operations , the processor 120 may update the list of the TCP 
socket states which are the good states by using the socket 
ID or the IP address . 
[ 0180 ] As described above , the processor 120 may iden 
tify the state of the transport protocol of the electronic device 
101 by using the ID and the IP address of the TCP socket . 
For example , the processor 120 may determine the commu 
nication state of the electronic device 101 by identifying the 
state of the TCP socket corresponding to each of a MAC 
address and an IP address . For example , as shown in < Table 
2 > , while performing communication through a specific 
application , the processor 120 may detect the state of the 
TCP socket of the electronic device 101. For example , the 
processor determine the communication state of the 
electronic device 101 by identifying the state of the TCP 
socket corresponding to each of the MAC address and the IP 
address . For example , as shown in < Table 2 > , while per 
forming communication through a specific application , the 
processor 120 may detect the state of the TCP socket of the 
electronic device 101 . 

TABLE 1 

Using socket ID Using IP address 

Producing connection - established 
state list 
Producing connection 
establishment request state list 
Producing retransmission list 
Producing connection - release 
waiting state list 

Producing connection - release state 
list 
Producing last acknowledgement 
response state list 
Producing closing state list 
Producing time - waiting state list 

120 may 

TABLE 2 

Application State of TCP 
socket MAC address IP address name 

AAA LISTEN 

BBB ESTABLISHED 

[ 0178 ] Referring to [ Table 1 ] , the processor 120 may 
produce a connection - established state list , a connection 
establishment request state list , a retransmission list , and a 
connection - release - waiting state list by using the socket ID , 
and may produce a connection release state list , a last 
acknowledgement response state list , a closing state list , and 
a time - waiting state list by using the IP address . For 
example , the processor 120 may produce a connection 
established state list by using the socket ID . The processor 
120 may identify a socket for new connection establishment 
in a previous state and a current state . In various embodi 
ments , the processor 120 may produce a connection estab 
lishment request state list by using the socket ID . For 
example , when the previous and current communication 
states are good states , the processor 120 may identify 
whether the state of the TCP socket is a new connection 
establishment request state , or may identify whether there 
has been an acknowledgement response to the connection 
establishment request . In various embodiments , the proces 
sor 120 may produce a retransmission list by using the 
socket ID . For example , when the current communication 
state is the good state , the processor 120 may identify 
whether the application performs new retransmission . In 
various embodiments , the processor 120 may produce a 
connection - release - waiting state list by using the socket ID . 
For example , when the current communication state is the 
good state , the processor 120 may identify whether the state 
of the TCP socket is a new connection - release - waiting state . 

CCC ESTABLISHED 

First MAC 
address 
Second MAC 
address 
Third MAC 
address 
Fourth MAC 
address 
Fifth MAC 
address 

First IP 
address 
Second IP 
address 
Third IP 
address 
Fourth IP 
address 
Fifth IP 
address 

DDD ESTABLISHED 

EEE ESTABLISHED 

[ 0181 ] Referring to < Table 2 > , the processor 120 may 
detect the state of the TCP socket according to each of the 
MAC address and the IP address . The processor 120 may 
determine the communication state of the electronic device 
101 by identifying the detected state of the TCP socket . For 
example , when data transmission or reception through appli 
cations from the AAA to the EEE application ends ( e.g. , 
when image streaming ends ) , the processor 120 may detect 
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the state of the TCP socket of the electronic device 101. In 
this case , the processor 120 may determine the communi 
cation state of the electronic device 101 to be the good state 
by identifying that the state of the TCP socket is a permanent 
state of the TCP socket such as a detection state and multiple 
connection - established states . 
[ 0182 ] In an embodiment , as shown in < Table 3 > , while 
performing communication through a specific application , 
the processor 120 may detect the state of the TCP socket of 
the electronic device 101 . 

[ 0185 ] Referring to < Table 4 > , the processor 120 may 
detect the state of the TCP socket according to each of the 
MAC address and the IP address . The processor 120 may 
determine the communication state of the electronic device 
101 by identifying the detected state of the TCP socket . For 
example , when data transmission or reception through appli 
cations from the AAA to the EEE application ends ( e.g. , 
when message transmission or reception ends ) , the proces 
sor 120 may detect the state of the TCP socket of the 
electronic device 101. In this case , the processor 120 may 
determine the communication state of the electronic device 
101 to be the blocked state by identifying that the state of the 
TCP socket is only the connection - established state and the 
first connection release state . 

[ 0186 ] In an embodiment , as shown in < Table 5 > , while 
performing communication through a specific application , 
the processor 120 may detect the state of the TCP socket of 
the electronic device 101 . 

TABLE 3 

Application State of TCP 
socket MAC address IP address name 

AAA CLOSE WAIT 

BBB ESTABLISHED 

CCC CLOSE_WAIT 

TABLE 5 DDD CLOSE WAIT 

First MAC 
address 
Second MAC 
address 
Third MAC 
address 
Fourth MAC 
address 
Fifth MAC 
address 
Sixth MAC 
address 
Seventh MAC 
address 

First IP 
address 
Second IP 
address 
Third IP 
address 
Fourth IP 
address 
Fifth IP 
address 
Sixth IP 
address 
Seventh IP 
address 

EEE ESTABLISHED Application State of TCP 

FFF ESTABLISHED MAC address IP address name socket 

GGG CLOSE_WAIT 
First MAC First IP AAA ESTABLISHED 

address address 

Second MAC Second IP BBB CLOSE_WAIT 

address address 

Third MAC Third IP CCC CLOSE_WAIT 
address address 
Fourth MAC Fourth IP DDD ESTABLISHED 

address address 

Fifth MAC Fifth IP EEE CLOSE_WAIT 

address address 

Sixth MAC Sixth IP FFF CLOSE_WAIT 

[ 0183 ] Referring to < Table 3 > , the processor 120 may 
detect the state of the TCP socket according to each of the 
MAC address and the IP address . The processor 120 may 
determine the communication state of the electronic device 
101 by identifying the detected state of the TCP socket . For 
example , when data transmission or reception through appli 
cations from the AAA to the GGG application ends ( e.g. , 
when image streamlining ends ) , the processor 120 may 
detect the state of the TCP socket of the electronic device 
101. In this case , the processor 120 may determine the 
communication state of the electronic device 101 to be the 
good state by identifying that the state of the TCP socket of 
the electronic device 101 is changed from the multiple 
connection - established states to the connection - release 
waiting state . 
[ 0184 ] In an embodiment , as shown in < Table 4 > , while 
performing communication through a specific application , 
the processor 120 may detect the state of the TCP socket of 
the electronic device 101 . 

address address 

Seventh MAC Seventh IP GGG FIN_WAIT_1 
address address 

TABLE 4 

Application State of TCP 
socket MAC address IP address name 

AAA ESTABLISHED 

BBB 

[ 0187 ] Referring to < Table 5 > , the processor 120 may 
detect the state of the TCP socket according to each of the 
MAC address and the IP address . The processor 120 may 
determine the communication state of the electronic device 
101 by identifying the detected state of the TCP socket . For 
example , when data transmission or reception through appli 
cations from the AAA to the EEE application ends , the 
processor 120 may detect the state of the TCP socket of the 
electronic device 101. In this case , the processor 120 may 
determine the communication state of the electronic device 
101 to be the poor state by identifying that the state of the 
TCP socket of the electronic device 101 is the connection 
established state , the connection - release - waiting state , or the 
first connection release state . 

[ 0188 ] In an embodiment , as shown in < Table 6 > , while 
performing communication through a specific application , 
the processor 120 may detect information including the 
retransmission counter of the electronic device 101 . 

FIN_WAIT_1 

First MAC 
address 
Second MAC 
address 
Third MAC 
address 
Fourth MAC 
address 
Fifth MAC 
address 

CCC 

First IP 
address 
Second IP 
address 
Third IP 
address 
Fourth IP 
address 
Fifth IP 
address 

FIN_WAIT_1 

DDD FIN_WAIT_1 

EEE ESTABLISHED 
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TABLE 6 

Line Local IP 
number address 

Remote Socket 
IP address state 

Transmission Reception 
queue queue 

Retransmission 
counter Timer 

1 First First 
transmission reception 

First 
local IP 
address 
Second 
local IP 
address 

First First 
remote socket 
IP address state 
Second Second 
remote socket 
IP address state 

queue value queue value 

First 
timer 
value 
Second 
timer 
value 

First 
retransmission 
counter value 
Second 
retransmission 
counter value 

2 Second Second 
transmission reception 
queue value queue value 

[ 0189 ] Referring to < Table 6 > , the processor 120 may 
detect a local IP address , a remote IP address , a socket state , 
a transmission queue , a reception queue , a timer , and a 
retransmission counter with respect to each line number . The 
processor 120 may determine the communication state of the 
electronic device by identifying the detected transmission 
queue value and the retransmission counter value . For 
example , the processor 120 may identify that the first 
transmission queue value is 0 , but the second transmission 
queue value is not 0 , and may determine that line number 2 
corresponds to a transport layer . The processor 120 may 
identify the retransmission counter value . For example , the 
processor 120 may identify that the first retransmission 
counter value is 0 , but the second retransmission counter 
value is not 0. The processor 120 may determine the 
communication state of the electronic device 101 to be the 
blocked state by identifying that the retransmission counter 
value is not 0 . 
[ 0190 ] FIG . 15A illustrates an example of an interface of 
the electronic device , the interface being displayed on the 
electronic device when a communication state is a blocked 
state according to various embodiments of the disclosure . 
Hereinafter , the electronic device may include all or part 
( e.g. , the processor 120 and the display device 160 ) of the 
electronic device 101 of FIG . 1 . 
[ 0191 ] Referring to FIG . 15A , the processor 120 may 
detect that a chat application is blocked by a network 
firewall by identifying a state of a TCP socket of the chat 
application . In various embod ents , the processor 120 may 
use a socket ID and an IP address to identify the state of the 
TCP socket . When the application is blocked by the network 
firewall , the processor 120 may perform control to display a 
first indicator 1501 and a second indicator 1503 , for indi 
cating that message transmission is not properly performed , 
on the display device 160. For example , the processor 120 
may identify the case in which the number 1505 of connec 
tion establishment sockets of the chat application is smaller 
than a specific threshold and the case in which the retrans 
mission count 1507 is not 0. Accordingly , the processor 120 
may consider that the chat application is blocked by the 
network firewall , and may determine the communication 
state of the electronic device 101 to be the blocked state . 
[ 0192 ] FIG . 15B illustrates an example of an interface of 
the electronic device , the interface being displayed on the 
electronic device when a communication state is a good state 
according to various embodiments of the disclosure . Here 
inafter , the electronic device may include all or part ( e.g. , the 
processor 120 and the display device 160 ) of the electronic 
device 101 of FIG . 1 . 
[ 0193 ] Referring to FIG . 15B , the processor 120 may 
detect that a chat application is not blocked by a network 
firewall or that there is no delay by identifying a state of a 
TCP socket of the chat application . In various embodiments , 

the processor 120 may use a socket ID and an IP address to 
identify the state of the TCP socket . When the application is 
not blocked by the network firewall or there is no delay , the 
processor 120 may perform control to display an indicator 
1509 , for indicating that message transmission is properly 
performed , on the display device 160. For example , the 
processor 120 may identify the case in which the number 
1511 of connection establishment sockets of the chat appli 
cation is greater than a threshold and the case in which the 
retransmission count 1513 is 0. Accordingly , the processor 
120 may determine that the chat application is not blocked 
by the network firewall and that message transmission is 
smoothly performed . That is , the processor 120 determines 
the communication state of the electronic device 101 to be 
the good state . 
[ 0194 ] As described above , an electronic device and a 
method of operating the same according to various embodi 
ments may : identify a state of a transport protocol , i.e. , a 
state of a TCP socket ; determine a communication state of 
the electronic device 101 to be one of a good state , a poor 
state , a blocked state , and a sluggish state , based on the 
identified state of the TCP socket ; and change a network 
based on the determined communication state , so as to 
provide an optimal network environment to a user . 
[ 0195 ] In general , Wi - Fi wireless network technology 
indicates that an electronic device communicates via at least 
one external communication provision device ( e.g. , an AP ) . 
Apart from the strength of a signal that the electronic device 
receives from the external communication provision device , 
there may be a substantial Internet connection . The above 
described substantial Internet connection may indicate con 
nection between the external communication provision 
device and the Internet ( e.g. the cloud ) , and the connection 
may be referred to as a backhaul connection . 
[ 0196 ] In wireless network technology such as Wi - Fi , a 
socket may be used as a unit for performing communication . 
In most data transmission , the socket may be an endpoint , 
i.e. , a start and end , for connecting communication between 
multiple entities that perform communication . Currently , a 
TCP socket scheme is used with all of a hypertext transfer 
protocol ( HTTP ) , a file transfer protocol ( FTP ) , and a quick 
UDP Internet Connections ( QUIC ) protocol . In order to 
transmit or receive one communication message ( e.g. , a 
single emoticon sent via a messenger application ) , a large 
number of sockets may be opened and closed . The above 
described sockets may be created or destroyed through each 
predetermined period ( stage ) , and may exist in a specific 
state in each stage . FIG . 16 , which will be described below , 
illustrates a sequence diagram illustrating the procedure in 
which the socket state is changed when the TCP socket is 
created or destroyed . 
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[ 0197 ] FIG . 16 illustrates a sequence diagram 1600 illus 
trating a change in a state of a transport protocol state 
according to various embodiments of the disclosure . 
[ 0198 ] Referring to FIG . 16 , according to various embodi 
ments , the states of a TCP socket of a client ( e.g. , the client 
501 of FIG . 5 ) and a server ( e.g. , the server 503 of FIG . 5 ) 
may be changed to other states in response to a specific 
event . In FIG . 16 , a dotted arrow 1601 may indicate a normal 
transition of the client 501 , a line arrow 1602 may indicate 
normal transition of the server 503 , “ appl ” 1603 may indi 
cate a state transition when an application operates , “ recv ” 
1604 may indicate a state transition when a segment is 
received , and “ send ” 1605 may indicate what is transmitted 
at the time of the transition . 
[ 0199 ] In various embodiments , a changing stage may 
start from a connection closed ( CLOSED ) state 1610. At 
event 1611 , an application may be in a passive open state , 
and the state of the TCP socket may be changed from the 
connection closed state 1610 to the detection ( LISTEN ) state 
1612 , without transmitting anything from the client 501 to 
the server 503. At event 1613 , the application may be in an 
active open state , and the state of the TCP socket may be 
changed from the connection closed state 1610 to a connec 
tion establishment request ( SYN_SENT ) state 1616 by 
transmitting , from the client 501 to the server 503 , a signal 
( e.g. , an SYN packet ) for requesting connection establish 
ment . The connection establishment request state 1616 may 
indicate the active open state . At event 1615 , the state of the 
TCP socket may be changed from the detection state 1612 
to a connection establishment request received ( SYN_ 
RCVD ) state 1614 when the server 503 receives a signal 
( e.g. , an SYN packet ) for requesting connection establish 
ment , from the server 503 , and the server 503 may transmit 
an acknowledgement response ( e.g. , an SYN and an ACK 
packet ) to the connection establishment request to the client 
501. At event 1617 , the server 503 may receive a signal for 
requesting connection establishment from the client 501 , 
and the server 503 may transmit an acknowledgement 
response to the connection establishment request to the 
client 501. At event 1619 , the application may be in a closed 
or timeout state . At event 1621 , the state of the TCP socket 
may be changed from the connection establishment request 
received state 1614 to the connection - established state 1618 
when the server 503 receives the ACK packet from the client 
501 , and the server 503 may not transmit anything to the 
client 501. At event 1623 , the state of the TCP socket may 
be changed from the connection establishment request state 
1616 to the connection - established state 1618 when the 
client 501 receives the SYN and ACK packets from the 
server 503 , and the client 501 may transmit the ACK packet 
to the server 503. At event 1625 , the application may be in 
the closed state , and the client 501 may transmit a connec 
tion release signal ( e.g. , a FIN packet ) to the server 503. At 
event 1627 , the application may be in the closed state , and 
the client 501 may transmit the connection release signal to 
the server 503. At event 1629 , the state of the TCP socket 
may be changed from the connection - established state 1618 
to a connection - release - waiting ( CLOSE_WAIT ) state 1620 
when the server 503 receives the FIN packet , and the server 
503 may transmit the ACK packet to the client 501. In an 
embodiment , the connection - release - waiting state 1620 may 
indicate a passive close state . At event 1631 , the state of the 
TCP socket may be changed from a first connection release 
( FIN_WAIT_1 ) state 1622 to a closing ( CLOSING ) state 

1624 when the client 501 receives the FIN packet from the 
server 503 , and the client 501 may transmit the ACK packet 
to the server 503. At event 1633 , the application may be in 
the closed state , and the server 503 may transmit the FIN 
packet to the client 501. At event 1635 , the state of the TCP 
socket may be changed from the first connection release 
state 1622 to a second connection release ( FIN_WAIT_2 ) 
state 1628 when the client 501 receives the ACK packet 
from the server 503 , and the client 501 may not transmit 
anything to the server 503. At event 1637 , the state of the 
TCP socket may be changed from the first connection 
release state 1622 to a time - waiting ( TIME_WAIT ) state 
1630 when the client receives the FIN and ACK packets , and 
the client 501 may transmit the ACK packet to the server 
503. At event 1639 , the state of the TCP socket may be 
changed from the closing state 1624 to the time - waiting state 
1630 when the client 501 receives the ACK packet from the 
server 503 , and the client 501 may not transmit anything to 
the server 503. At event 1641 , the state of the TCP socket 
may be changed from a last acknowledgement response 
( LAST_ACK ) state 1626 to the connection release state 
1610 when the client 501 receives the ACK packet from the 
server 503 , and the client 501 may not transmit anything to 
the server 503. As described above , various pieces of 
information relating to the electronic device 101 may be 
acquired by using a feature whereby the TCP socket goes 
through all stages from creation to destruction at least once 
in the process of performing communication . For example , 
information relating to a backhaul connection state or back 
haul connection quality may be acquired by analyzing the 
count of all sockets in an active state . 
[ 0200 ] In general , in order to examine whether there is a 
Wi - Fi backhaul connection , a method of regularly identify 
ing the quality and the backhaul connection of a Wi - Fi 
channel may be used . The above - described identification 
method may not be flexibly applied according to the current 
communication state , but may be regularly used at desig 
nated intervals , in the case where the number of transmission 
packets and the number of reception packets are small or in 
the case where RSSI is weak . If the backhaul connection is 
identified only when the above - described condition is sat 
isfied , the case in which the number of transmission packets 
and the number of reception packets are small due to 
deterioration of network conditions and the case in which 
the number of transmission packets and the number of 
reception packets are small because a user does not use the 
electronic device may not be distinguished from each other . 
The transmission packet and the reception packet are 
changed only when the user actively uses the Internet . 
Accordingly , in the case of background traffic , or when the 
user does not use the electronic device for a while , detecting 
changes in the transmission packet and the reception packet 
may be difficult . When the backhaul connection is identified 
only when the number of transmission packets and the 
number of reception packets are small , detecting the situa 
tion in which the transmission quality and the reception 
quality are good but there is no Internet connection due to an 
issue with the backhaul connection may be difficult . When 
Wi - Fi connection quality is low , the characteristics of a 
physical link layer may be used in order to identify whether 
there is a backhaul connection . Even when the transmission 
or reception quality of a signal is not good , the electronic 
device may have an Internet connection due to a reflected 
signal . Further , even when the quality of a signal from a 
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communication provision device ( e.g. , an AP ) is good , the 
electronic device may not have an Internet connection due to 
a backhaul connection failure . When the user is located close 
to the AP which provides Wi - Fi , that is , when a backhaul 
connection problem occurs in a state in which the quality of 
the signal is good , the above - described general method of 
identifying the backhaul connection may delay detection of 
backhaul connection failure because the backhaul connec 
tion is only examined after a designated time passes . 
According to various embodiments of the disclosure , when 
the electronic device determines that the backhaul connec 
tion has failed , the backhaul failure may be detected more 
promptly by using the count of states of a transport protocol 
socket ( e.g. , a TCP socket ) . In various embodiments , when 
the backhaul failure is detected , the electronic device may 
provide an interface for changing to another AP or cellular 
communication . Accordingly , the experience of a user who 
performs communication may be enhanced . In various 
embodiments , when the backhaul failure is detected , the 
electronic device may display the detected backhaul failure 
state on the display device , or may not display the same but 
may automatically change the network to another network . 
In various embodiments , at the time of the backhaul failure , 
the electronic device may provide the user with an option for 
automatically changing the network . In various embodi 
ments , the electronic device examines the backhaul connec 
tion only when the probability of a problem occurring with 
the backhaul is high , thereby reducing unnecessary opera 
tions and enhancing battery efficiency . FIGS . 17 to 32 , 
which will be described below , illustrate the case where the 
electronic device determines backhaul failure by identifying 
at least one of the state of the transport protocol and the 
count of sockets of the transport protocol , and controls the 
backhaul failure . 
[ 0201 ] FIG . 17 illustrates a flowchart 1700 of an electronic 
device for determining whether a backhaul failure has 
occurred based on at least one of a state of a transport 
protocol and a count of sockets of a transport protocol 
according to various embodiments of the disclosure . In the 
following embodiment , the operations may be sequentially 
performed , but are not necessarily sequentially performed . 
For example , the sequential position of each operation may 
be changed , or at least two operations may be performed in 
parallel . Operations 1701 and 1703 of FIG . 17 are a part of 
operation 301 of FIG . 3 , operation 1705 of FIG . 17 is a part 
of operation 303 of FIG . 3 , and the entity performing the 
operations illustrated in flowchart 1700 may be understood 
to be the electronic device 101 or a component ( e.g. , a 
processor 120 ) of the electronic device 101 . 
[ 0202 ] Referring to FIG . 17 , in operation 1701 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may identify at least one of the state 
of the transport protocol and the count of sockets of the 
transport protocol . For example , the processor 120 may 
identify a total count of sockets of a transport protocol ( i.e. , 
TCP ) and a count of sockets corresponding to a connection 
established state , a TCP socket retransmission segment , or a 
TCP socket reception segment . 
[ 0203 ] According to various embodiments , in operation 
1703 , the processor 120 may determine whether a backhaul 
failure has occurred based on at least one of the identified 
state of the transport protocol or the identified count of 
sockets of the transport protocol . In an embodiment , when 
the total count of sockets of the transport protocol increases , 

but the count of sockets corresponding to the connection 
established state among the total count of sockets does not 
increase , the processor 120 may determine that a backhaul 
failure has occurred . In an embodiment , when the number of 
reception packets or the number of transmission packets is 
insufficient , and the number of retransmission segments 
increases , the processor 120 may determine that a backhaul 
failure has occurred . In an embodiment , when the number of 
reception packets or the number of transmission packets is 
insufficient and an error is identified in the reception seg 
ment of the transport protocol , the processor 120 may 
determine that a backhaul failure has occurred . In an 
embodiment , in a situation in which an interface such as that 
shown in FIG . 18 is displayed , the processor 120 may 
determine that a backhaul failure has occurred . In an 
embodiment , an indicator 1802 indicating the strength of a 
Wi - Fi signal may display information indicating that the 
strength of the Wi - Fi signal is good on a display device ( e.g. , 
the display device 160 of FIG . 1 ) of the electronic device 
101. For example , among four stages displayed by the 
indicator 1802 indicating the strength of the Wi - Fi signal , 
when one or more stages are activated and displayed , the 
strength of the Wi - Fi signal may be considered to be good . 
For example , in FIG . 18 , the indicator 1802 indicating the 
strength of the Wi - Fi signal may show that all four stages are 
activated . In an embodiment , when the indicator 1802 
indicating the strength of the Wi - Fi signal indicates that the 
strength of the Wi - Fi signal is good , but an indicator 1804 
to 1808 indicating failure of message transmission dis 
played , the processor 120 may recognize that there is a 
problem in the backhaul connection and determine that a 
backhaul failure has occurred . 

[ 0204 ] According to various embodiments , in operation 
1705 , the processor 120 may control the backhaul failure 
based on the backhaul failure determination . For example , 
the processor 120 may display the backhaul failure on the 
display device 160 of the electronic device 101 , and display 
a network change indicator so that a user can change the 
network . In various embodiments , the network change indi 
cator may include indicators for changing the network for 
communication to another AP or a cellular network . In 
various embodiments , when the backhaul failure is deter 
mined , the processor 120 may share information on the 
backhaul failure determination with external electronic 
devices . FIGS . 19 to 24 , which will be described below , 
illustrate a flowchart of the electronic device 101 for deter 
mining whether a backhaul failure has occurred and an 
example thereof . 
[ 0205 ] FIG . 19 illustrates a flowchart 1900 of an electronic 
device for determining whether a backhaul failure occurred 
based on a total count of sockets and a count of connection 
established sockets of a transport protocol according to 
various embodiments of the disclosure . In the following 
embodiment , the operations may be sequentially performed , 
but are not necessarily sequentially performed . For example , 
the sequential position of each operation may be changed , or 
at least two operations may be performed in parallel . Opera 
tion 1901 of FIG . 19 is a part of operation 1701 of FIG . 17 , 
operation 1903 of FIG . 19 is a part of operation 1703 of FIG . 
17 , and a the entity performing the operations illustrated in 
flowchart 1900 may be understood to be the electronic 
device 101 or a component ( e.g. , a processor 120 ) of the 
electronic device 101 . 
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[ 0206 ] Referring to FIG . 19 , in operation 1901 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may identify the increase in a total 
count of sockets of a transport protocol and maintenance or 
decrease of a count of connection - established sockets of a 
transport protocol . In an embodiment , the processor 120 
may identify that the total count of TCP sockets increases , 
but that , among these , the count of sockets in a connection 
established state does not increase . For example , the above 
described state may be a state in which the backhaul 
connection is lost from an arbitrary time point , the number 
of sockets in the connection - established state decreases , and 
packets to be transmitted from an application are accumu 
lated . In an embodiment , the state of the transport protocol 
is shown in FIG . 20. In the graph 2000 in FIG . 20 , the 
horizontal axis indicates a polling cycle , and the vertical axis 
indicates a TCP socket count 2002. For example , during the 
polling cycle , the processor 120 may identify that the count 
of newly established connections 2006 does not increase but 
that the count of new connection establishment requests 
2008 increases . For example , in FIG . 20 , the count of new 
connection establishment requests 2008 may be fixed to 0 
and may not increase . The processor 120 may identify that : 
when the polling cycle 2004 changes from 1 to 2 , i.e. , at the 
moment when the polling cycle 2004 changes from 1 to 2 , 
the count of new connection establishment requests 2008 
increases from 0 to 2 ; when the polling cycle 2004 changes 
from 7 to 9 , i.e. , at the moment when the polling cycle 2004 
changes from 7 to 9 , the count of new connection establish 
ment requests 2008 increases from 0 to 3 ; when the polling 
cycle 2004 changes from 11 to 12 , i.e. , at the moment when 
the polling cycle 2004 changes from 11 to 12 , the count of 
new connection establishment requests 2008 increases from 
0 to 1 ; and when the polling cycle 2004 changes from 13 to 
15 , i.e. , at the moment when the polling cycle 2004 changes 
from 13 to 15 , the count of new connection establishment 
requests 2008 increases from 0 to 2. Due to the increase in 
the count of new connection establishment requests 2008 , 
the total count of sockets of the transport protocol may 
increase . 
[ 0207 ] According to various embodiments , in operation 
1903 , the processor 120 may determine whether a backhaul 
failure has occurred based on a result of the identification . 
For example , as described above in FIG . 20 , the processor 
120 may identify a state in which as the total count of new 
connection establishment requests increases , the total count 
of TCP sockets increases , but the count of sockets in the 
connection - established state does not increase , and deter 
mine the occurrence of the backhaul failure . In an embodi 
ment , the processor 120 may determine whether a backhaul 
failure has occurred by comparing a difference between the 
total count of TCP sockets and the count of sockets in the 
connection - established state with a threshold . For example , 
when a state in which a response ( e.g. , a syn packet ) is not 
received continues for a time equal to or longer than a 
threshold time , or when the difference between the total 
count of TCP sockets and the count of sockets in the 
connection - established state is greater than a threshold and 
this continues for a threshold time , the processor 120 may 
determine whether a backhaul failure has occurred . 
[ 0208 ] FIG . 21 illustrates a flowchart 2100 of an electronic 
device for determining whether a backhaul failure has 
occurred based on a retransmission state of a transport 
protocol according to various embodiments of the disclo 

sure . In the following embodiment , the operations may be 
sequentially performed , but are not necessarily sequentially 
performed . For example , the sequential position of each 
operation may be changed , or at least two operations may be 
performed in parallel . Operation 2101 of FIG . 21 is a part of 
operation 1701 of FIG . 17 , operation 2103 of FIG . 21 is a 
part of operation 1703 of FIG . 17 , and the entity performing 
the operations illustrated in flowchart 2100 may be under 
stood to be the electronic device 101 or a component ( e.g. , 
a processor 120 ) of the electronic device 101 . 
[ 0209 ] Referring to FIG . 21 , in operation 2101 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may identify that the number of recep 
tion packets or the number of transmission packets is 
insufficient and that the number of retransmission segments 
of a transport protocol increases . For example , when the 
number of packets to be received and the number of packets 
to be transmitted decrease , i.e. , when the transmission and 
reception environment is deteriorated , the processor 120 
may identify a state in which the number of packets that 
could not be transmitted increases . In an embodiment , the 
state of the transport protocol is shown in FIG . 22A . In the 
graph 2200 in FIG . 22A , the horizontal axis indicates a 
polling cycle 2204 , and the vertical axis indicates a count 
2202. For example , during the polling cycle , the processor 
120 may identify that the count of transport protocol trans 
mission packets 2206 and the count of transport protocol 
reception packets 2208 are low but that the count of trans 
port protocol retransmission segments 2210 is high . For 
example , in FIG . 22A , the processor 120 may identify that 
when the polling cycle 2204 changes from 4 to 5 , i.e. , at the 
moment when the polling cycle 2204 changes from 4 to 5 , 
the count of transport protocol transmission packets 2206 
remains at 4 , the count of transport protocol reception 
packets 2208 decreases from 2 to 0 , and the count of 
transport protocol retransmission segments 2210 remains at 
1. According to a result of the identification described above , 
the processor 120 may identify that the count of transport 
protocol transmission packets 2206 is relatively low but that 
the count of transport protocol retransmission segments 
2210 is high . 
[ 0210 ] According to various embodiments , in operation 
2103 , the processor 120 may determine whether a backhaul 
failure has occurred based on a result of the identification . 
For example , as shown in FIG . 22B , the processor 120 may 
identify that the number of transport protocol retransmission 
segments increases as time passes , and determine whether a 
backhaul failure has occurred . For example , at time To , a 
client ( e.g. , the client 501 of FIG . 5 ) may transmit pieces of 
data 2251-1 to 2251-4 to a server ( e.g. , the server 503 of 
FIG . 5 ) . In an embodiment , among the pieces of data 2251-1 
to 2251-4 , the client 501 may retransmit 2251-4 data 3 after 
failing to transmit data 3 ( 2251-3 ) . The server 503 may 
receive data from the client 501 and transmit acknowledge 
ment responses 2253-1 to 2253-3 to the reception to the 
client 501. The count of TCP sockets and the number of 
segments at To are as shown in < Table 7 > below . 
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TABLE 7 

Total 
socket 
count 

Connection 
established 
socket count 

In 
segment 
error 

count 
Retransmission 

count 

Number of 
transmitted 
segments 

15 10 18 17 1000 

[ 0211 ] Referring to < Table 7 > , the total count of TCP 
sockets is 15 , the connection - established socket count is 10 , 
the in - segment error count is 18 , the retransmission count is 
17 , and the number of transmitted segments is 1000. Accord 
ing to an embodiment , at time Ti , the client 501 may 
retransmit 2255-2 to 2255-4 after failing to transmit data 1 
( 2255-1 ) to the server 503. The count of TCP sockets and the 
number of segments at T1 are as shown in < Table 8 > below . 

polling cycle 2404 changes from 3 to 4 , the count of errors 
in the reception segment of the transport protocol 2410 
increases from 0 to 2 ; when the polling cycle 2404 changes 
from 6 to 7 , i.e. , at the time when the polling cycle 2404 
changes from 6 to 7 , the count of errors in the reception 
segment of the transport protocol 2410 changes from 0 to 1 ; 
and while the polling cycle 2404 changes from 4 to 7 , the 
count of transport protocol reception packets 2408 remains 
at 2. According to a result of the identification described 
above , the processor 120 may identify that the count of 
transport protocol reception packets 2408 is relatively low 
and that the count of errors in the reception segment of the 
transport protocol 2410 is high . 
[ 0215 ] According to various embodiments , in operation 
2303 , the processor 120 may determine whether a backhaul 
failure has occurred based on a result of identification . For 
example , as shown in FIG . 24B , the processor 120 may 
identify that the count of in - segment errors of the transport 
protocol increases as time passes , and may determine that a 
backhaul failure has occurred . For example , at time To , a 
server ( e.g. , the server 503 of FIG . 5 ) may transmit pieces of 
data 2451-1 to 2451-3 to a client ( e.g. , the client 501 of FIG . 
5 ) . In an embodiment , the server 503 may retransmit 2451-3 
data 2 after failing to transmit data 2 ( 2451-3 ) . The client 
501 may receive the pieces of data from the server 503 and 
transmit acknowledgement responses 2453-1 and 2453-2 to 
the pieces of data to the server 503. The count of TCP 
sockets and the number of transmitted segments at T0 are as 
shown in < Table 9 > below . 

TABLE 8 

Total 
socket 
count 

Connection 
established 
socket count 

In 
segment 
error 

count 
Retransmission 

count 

Number of 
transmitted 
segments 

15 10 18 19 1003 

TABLE 9 

Total 
socket 
count 

Connection 
established 
socket count 

In 
segment 

error 
count 

Retransmission 
count 

Number of 
received 
segments 

15 10 18 17 1000 

[ 0212 ] Referring to < Table 8 > , the processor 120 may 
identify that as time changes from T0 to T1 , the retransmis 
sion count is increased from 17 to 19. The processor 120 
may identify that the retransmission count is increased as in 
the result described above , and determine that a backhaul 
failure has occurred . 
[ 0213 ] FIG . 23 illustrates a flowchart 2300 of an electronic 
device for determining whether a backhaul failure has 
occurred based on a reception error of a transport protocol 
according to various embodiments of the disclosure . In the 
following embodiment , the operations may be sequentially 
performed , but are not necessarily sequentially performed . 
For example , the sequential position of each operation may 
be changed , or at least two operations may be performed in 
parallel . Operation 2301 of FIG . 23 is part of operation 
1701 of FIG . 17 , operation 2303 of FIG . 23 is a part of 
operation 1703 of FIG . 17 , and the entity performing the 
operations illustrated in flowchart 2300 may be understood 
to be the electronic device 101 or a component ( e.g. , a 
processor 120 ) of the electronic device 101 . 
[ 0214 ] Referring to FIG . 23 , in operation 2301 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may identify an insufficient number of 
reception packets or an insufficient number of transmission 
packets , and an error in a reception segment of a transport 
protocol . For example , in a deteriorated transmission and 
reception environment , the processor 120 may identify that 
a count of errors in the reception segment increases . In an 
embodiment , the state of the transport protocol is shown 
FIG . 24A . In the graph 2400 in FIG . 24A , the horizontal axis 
indicates a polling cycle 2404 , and the vertical axis indicates 
a count 2402. For example , during the polling cycle , the 
processor 120 may identify that each of the count of trans 
port protocol transmission packets 2406 and the count of 
transport protocol reception packets 2408 has a low value 
and that a count of errors in a reception segment of a 
transport protocol 2410 increases . For example , in FIG . 
24A , the processor 120 may identify that : when the polling 
cycle 2404 changes from 3 to 4 , i.e. , at the time when the 

[ 0216 ] Referring to < Table 9 > , the total count of TCP 
sockets is 15 , the connection - established socket count is 10 , 
the in - segment error count is 18 , the retransmission count is 
17 , and the number of received segments is 1000. According 
to an embodiment , at time T1 , the server 503 may transmit 
data 1 ( 2455-1 ) to the client 501 , and the client 501 may 
transmit an acknowledgment response 2457-1 to the data 1 
to the server 503. In an embodiment , the server 503 may 
attempt transmission 2455-2 to 2455-3 of data 2 , but the 
client 501 may fail to receive data 2. The count of TCP 
sockets and the number of segments T1 are as shown in 
< Table 10 > below . 

TABLE 10 

In 
segment Total 

socket 
count 

Connection 
established 
socket count 

error Retransmission 
count 

Number of 
received 
segments count 

15 10 20 17 1002 

[ 0217 ] Referring to < Table 10 > , the processor 120 may 
identify that since the client 501 has failed to receive data 
from the server 503 , the in - segment error count is increased 
from 18 to 20 , and the number of received segments is 
increased from 1000 to 1002. As described above , the 
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processor 120 may identify that the count of errors in the 
reception segment increases and may determine that a 
backhaul failure has occurred . Hereinafter , FIGS . 25 to 31 
illustrate various controlling operations performed to cope 
with the backhaul failure when the electronic device 101 has 
determined the backhaul failure . 
[ 0218 ] FIG . 25 illustrates a flowchart 2500 of an electronic 
device displaying a backhaul failure and a network change 
indicator according to various embodiments of the disclo 
sure . In the following embodiment , the operations may be 
sequentially performed , but are not necessarily sequentially 
performed . For example , the sequential position of each 
operation may be changed , or at least two operations may be 
performed in parallel . FIG . 25 is a part of operation 1705 of 
FIG . 17 , and the entity performing the operations illustrated 
in flowchart 2500 may be understood to be the electronic 
device 101 or a component ( e.g. , a processor 120 ) of the 
electronic device 101 . 
[ 0219 ] Referring to FIG . 25 , in operation 2501 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may display a backhaul failure . For 
example , the processor 120 may display the backhaul fail 
ure , determined based on the state of the transport protocol 
and the count of sockets of the transport protocol , on a 
display device ( e.g. , the display device 160 of FIG . 1 ) of the 
electronic device 101. In various embodiments , the display 
of the backhaul failure may include a message indicating 
that the Internet connection of the electronic device 101 is 
lost . 
[ 0220 ] According to various embodiments , in operation 
2503 , the processor 120 may display a network change 
indicator . For example , the processor 120 may display a 
message indicating whether to change the network from a 
Wi - Fi network to a cellular network , and at least one 
indicator which allows changing of the network upon a 
user's selection , on the display device 160. FIGS . 26 to 28 , 
which will be described below , shows examples of display 
ing the backhaul failure and the network change indicator on 
the display device 160 of the electronic device 101 . 
[ 0221 ] FIG . 26 illustrates an example 2600 of an interface 
of an electronic device , the interface displaying a network 
change indicator at the time of a backhaul failure according 
to various embodiments of the disclosure . 
[ 0222 ] Referring to FIG . 26 , the processor 120 may dis 
play an interface 2602 displaying a network change indica 
tor at the time of a backhaul failure on a display device 160 . 
For example , the interface 2602 may include an indicator 
2604 including a message indicating that the Internet con 
nection is lost due to the backhaul failure , an indicator 2606 
including a message prompting the user to select whether to 
change the network from a Wi - Fi network to a cellular 
network and precautions such as charges due to the network 
change , a first change indicator 2608 , for not changing the 
network upon a user's input , and a second change indicator 
2610 , for changing the network upon a user's input . When 
the user selects the second change indicator 2610 as an 
input , the network may be switched from the Wi - Fi network 
to the cellular network after detecting the backhaul failure . 
[ 0223 ] FIG . 27 illustrates an example 2700 of an interface 
of an electronic device , the interface displaying a change to 
another access point ( AP ) at the time of a backhaul failure 
according to various embodiments of the disclosure . 
[ 0224 ] Referring to FIG . 27 , the processor 120 may dis 
play an interface 2710 , displaying an indicator indicating a 

change to another AP at the time of a backhaul failure , on a 
display device 160. For example , the interface 2710 may 
include an indicator 2712 including a message indicating 
that the Internet connection is lost due to the backhaul 
failure , an indicator 2714 including a message asking 
whether to change to another AP due to the lost Wi - Fi 
connection , a first change indicator 2716 for not changing 
the network upon a user's input , and a second change 
indicator 2718 for changing the network upon a user's input . 
The electronic device 101 may guide the user through a user 
interface to connect to another neighboring AP by changing 
the AP from a currently connected AP . In an embodiment , at 
the time of the backhaul failure , the processor 120 may 
guide a user to change to another AP by displaying addresses 
of other APs on the interface 2720. For example , the 
interface 2720 may include an indicator 2722 indicating an 
AP change , an indicator 2724 including a message guiding 
to change to another AP , and addresses 2726-1 to 2726-6 of 
other APs . In an embodiment , other APs recommended to 
the user may include an AP , the network quality of which is 
excellent ( e.g. , a normally operating backhaul network ) . 
When the user selects one of the addresses of other APs on 
the interface 2720 , the processor 120 may attempt connec 
tion to an AP having the corresponding address . In an 
embodiment , the interface 2720 may include an indicator 
( not shown ) displaying an address of an external device to 
which information on the backhaul failure is to be transmit 
ted . The external device to which information on the back 
haul failure is to be transmitted may include an external 
device identified in FIG . 29 to be described below . 
[ 0225 ] FIG . 28 illustrates an example 2800 of an interface 
of an electronic device , the interface displaying a network 
change indicator as an option at the time of a backhaul 
failure according to various embodiments of the disclosure . 
[ 0226 ] Referring to FIG . 28 , at the time of a backhaul 
failure , the processor 120 may produce an operation of 
automatically changing a network as an option and provide 
the produced operation to a user . In an embodiment , an 
interface 2802 may include a network automatic change 
indicator 2804 including a message providing notification of 
automatically changing a network at the time of the back 
haul failure , and a change indicator 2806. In the case in 
which the change indicator 2806 is activated by a user's 
input , when detecting the backhaul failure , the processor 120 
may automatically change the network without displaying a 
separate notification window . For example , when the back 
haul failure occurs , the processor 120 may change the 
network from a currently connected Wi - Fi network to a 
cellular network or to another frequently used Wi - Fi net 
work . In the case in which the change indicator 2806 is 
deactivated , even though the backhaul failure occurs , the 
processor 120 may not automatically change the network . 
FIGS . 29 to 31 , which will be described below , illustrate an 
operation of the electronic device 101 which shares infor 
mation on the backhaul failure with other electronic devices , 
or provides service according to the backhaul failure , at the 
time of the backhaul failure . 
[ 0227 ] FIG . 29 illustrates a flowchart 2900 of an electronic 
device for sharing information on a backhaul failure with 
other electronic devices according to various embodiments 
of the disclosure . In the following embodiment , the opera 
tions may be sequentially performed , but are not necessarily 
sequentially performed . For example , the sequential position 
of each operation may be changed , or at least two operations 



US 2021/0099936 A1 Apr. 1 , 2021 
24 

may be performed in parallel . FIG . 29 is a part of operation 
1705 of FIG . 17 , and the entity performing the operations 
illustrated in flowchart 2900 may be understood to be the 
electronic device 101 or a component ( e.g. , a processor 120 ) 
of the electronic device 101 . 
[ 0228 ] Referring to FIG . 29 , in operation 2901 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may identify an external device to 
which information on the backhaul failure is to be transmit 
ted . For example , the external device may be an AP con 
nected to the electronic device 101 , devices included in the 
same network , devices registered based on a common 
account , or irrelevant devices . In an embodiment , the 
devices registered based on the common account may be 
devices belonging to one IoT cloud account . In an embodi 
ment , the external device to which information on the 
backhaul failure is to transmitted may be electronic devices 
performing communication using a neighbor awareness net 
work ( NAN ) . In an embodiment , information on the external 
device to which information on the backhaul failure is to be 
transmitted may be managed in a server . For example , the 
server may identify the external device to which information 
on the backhaul failure is to be transmitted and transmit 
information ( e.g. , an address ) on the identified external 
device to the electronic device 101 , so that the electronic 
device 101 transmits information on the backhaul failure to 
the corresponding external device . 
[ 0229 ] According to various embodiments , in operation 
2903 , the processor 120 may transmit information on the 
backhaul failure to the identified external device . In an 
embodiment , the electronic device 101 may transmit infor 
mation on the backhaul failure to other devices connected to 
the same AP , as shown in the example 3010 of FIG . 30A . For 
example , the electronic device 101 may detect the backhaul 
failure , and may transmit information on the detected back 
haul failure to an electronic device 3014-1 connected to an 
AP 3001 to which the electronic device 101 is connected . 
Although not illustrated , the electronic device 3014-1 that 
receives information on the backhaul failure from the elec 
tronic device 101 may share the information on the backhaul 
failure with other electronic devices 3014-2 to 3014-6 . In an 
embodiment , the electronic device 101 may transmit infor 
mation on the backhaul failure to an AP 3001 connected to 
the electronic device 101 , as shown in the example 3020 of 
FIG . 30B . For example , after the AP 3001 connected to the 
electronic device 101 receives the information on the back 
haul failure , the AP 3001 may transmit 3026 the received 
information on the backhaul failure to other electronic 
devices 3024-1 to 3024-4 connected to the AP 3001. As 
shown in the examples of FIGS . 30A and 30B , the electronic 
device 101 may share information on the backhaul failure 
with devices connected to the same AP . In an embodiment , 
the processor 120 may share the information on the backhaul 
failure with an external electronic device via a non - connec 
tion - based information - sharing scheme using a NAN . 
[ 0230 ] FIG . 31 illustrates a flowchart 3100 of an electronic 
device for storing information relating to a backhaul failure 
and providing service according to various embodiments of 
the disclosure . In the following embodiment , the operations 
may be sequentially performed , but are not necessarily 
sequentially performed . For example , the sequential position 
of each operation may be changed , or at least two operations 
may be performed in parallel . FIG . 31 is a part of operation 
1705 of FIG . 17 , and the entity performing the operation 

illustrated in flowchart 3100 may be understood to be the 
electronic device 101 or a component ( e.g. , a processor 120 ) 
of the electronic device 101 . 
[ 0231 ] Referring to FIG . 31 , in operation 3101 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may store information relating to the 
backhaul failure when a backhaul failure occurs . For 
example , whenever a backhaul failure occurs , the processor 
120 may store information ( e.g. , name and security infor 
mation ) relating to the AP in which the backhaul failure 
occurs , geofence information pertaining to the correspond 
ing AP , signal quality information ( e.g. , the signal strength , 
channel information , etc. ) , information ( e.g. , device names , 
signal strength of respective devices , location information of 
devices , etc. ) on neighboring devices at the time of backhaul 
failure , information on what numberth time the backhaul 
failure has occurred , and the like . In an embodiment , the 
processor 120 may detect a location , an AP , or the like where 
the backhaul failure frequently occurs using the stored 
information . 
[ 0232 ] According to various embodiments , in operation 
3103 , the processor 120 may control a display device by 
using the stored information relating to the backhaul failure . 
For example , the processor 120 may detect a location , an AP , 
or the like , where the backhaul failure frequently occurs by 
using the stored information relating to the backhaul failure , 
and display an indicator indicating an alert on a display 
device ( e.g. , the display device 160 of FIG . 1 ) in advance 
before the electronic device 101 reaches the location , or may 
display an AP where the backhaul failure frequently occurs , 
in a connectable AP list so that the AP has lower priority in 
the list . 
[ 0233 ] FIG . 32 illustrates a flowchart 3200 of an electronic 
device for examining whether a backhaul failure has 
occurred and controlling a backhaul failure according to 
various embodiments of the disclosure . In the following 
embodiment , the operations may be sequentially performed , 
but are not necessarily sequentially performed . For example , 
the sequential position of each operation may be changed , or 
at least two operations may be performed in parallel . The 
entity performing the operations illustrated in flowchart 
3200 may be understood to be the electronic device 101 or 
a component ( e.g. , a processor 120 ) of the electronic device 
101 . 
[ 0234 ] Referring to FIG . 32 , in operation 3201 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may acquire information relating to a 
transport protocol . For example , the information relating to 
the transport protocol may include at least one piece of 
information on the total count of TCP sockets , a count of 
sockets in a connection - established state , the number of 
reception packets and the number of transmission packets , a 
count of retransmission segments of a TCP socket , or a count 
of reception segments of a TCP socket . 
[ 0235 ] According to various embodiments , in operation 
3203 , the processor 120 may identify whether the count of 
connection - established sockets of a transport protocol 
increases . For example , as time passes , the processor 120 
may identify whether the connection - established socket 
count indicating the connection - established state among 
states of the TCP socket increases . When the count of 
connection - established sockets of a transport protocol 
increases , the processor 120 may again perform an operation 
of acquiring information relating to the transport protocol . 
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When the count of connection - established sockets of a 
transport protocol does not increase , the processor 120 may 
perform operation 3205 . 
[ 0236 ] According to various embodiments , in operation 
3205 , the processor 120 may identify whether a reception 
packet or a transmission packet has no problem . In various 
embodiments , when the reception packet or the transmission 
packet has no problem , it may indicate that there is no 
shortage in the number of reception packets or the number 
of transmission packets . For example , as time passes , the 
processor 120 may identify that the number of reception 
packets or the number of transmission packets is no longer 
increasing , or that the increasing trend is gentle , and may 
accordingly determine that the number of reception packets 
or the number of transmission packets is insufficient . When 
the reception packet or the transmission packet is good , i.e. , 
when there is no shortage in the number of reception packets 
or the number of transmission packets , the processor 120 
may perform an operation of acquiring information relating 
to the transport protocol again . When the reception packet or 
the transmission packet is not good , i.e. , when the number of 
reception packets or the number of transmission packets is 
insufficient , the processor 120 perform operation 3207 . 
[ 0237 ] According to various embodiments , in operation 
3207 , the processor 120 may identify whether the total count 
of sockets of a transport protocol increases . For example , the 
processor 120 may identify whether the total count of TCP 
sockets increases based on the acquired information relating 
to the transport protocol . In an embodiment , as time passes , 
the processor 120 may identify whether the total count of 
TCP sockets increases . When the total count of sockets of a 
transport protocol increases , the processor 120 may perform 
operation 3213. When the total count of sockets of the 
transport protocol does not increase , the processor 120 may 
perform operation 3209 . 
[ 0238 ] According to various embodiments , in operation 
3209 , the processor 120 may identify whether the retrans 
mission segment count of transport protocols increases . For 
example , when data transmission to a server ( e.g. , the server 
503 of FIG . 5 ) fails due to deteriorated quality of a trans 
mission packet and a reception packet , the processor 120 
may retransmit the failed data and identify an increase in the 
retransmission segment count of transport protocols accord 
ing to the retransmission . When the retransmission segment 
count of transport protocols increases , the processor 120 
may perform operation 3213. When the retransmission seg 
ment count of transport protocols does not increase , the 
processor 120 may perform operation 3211 . 
[ 0239 ] According to various embodiments , in operation 
3211 , the processor 120 may identify whether the number of 
errors in a reception segment of a transport protocol 
decreases . In an embodiment , when data reception from the 
server 503 fails due to the deteriorated quality of a trans 
mission packet and a reception packet , the processor 120 
may identify that the number of errors in the reception 
segment of the transport protocol increases . When the num 
ber of errors in the reception segment of the transport 
protocol decreases , i.e. , when the number of errors in the 
reception segment of the transport protocol does not 
increase , the processor 120 may again acquire information 
relating to the transport protocol . When the number of errors 
in the reception segment of the transport protocol does not 
decrease , i.e. , when the number of errors in the reception 

segment of the transport protocol increases , the processor 
120 may perform operation 3213 . 
[ 0240 ] According to various embodiments , in operation 
3213 , the processor 120 may examine whether backhaul 
failure has occurred . For example , when the total count of 
sockets of the transport protocol increases , but the count of 
connection - established sockets of a transport protocol does 
not increase , the processor 120 may examine whether there 
is a backhaul failure and determine that a backhaul failure 
has occurred . The processor 120 may identify that number of 
the reception packets or the number of transmission packets 
of the transport protocol is insufficient and that the retrans 
mission segment count of sockets of the transport protocol 
increases , or that the number of errors in the reception 
segment of the transport protocol increases , and may deter 
mine that a backhaul failure has occurred after examining 
the backhaul failure . 
[ 0241 ] According to various embodiments , in operation 
3215 , the processor 120 may control the backhaul failure . 
For example , the processor 120 may determine that a 
backhaul failure has occurred and display a network change 
indicator for indicating the backhaul failure and a network 
change according to the backhaul failure on a display device 
( e.g. , the display device 160 of FIG . 1 ) of the electronic 
device 101. In an embodiment , the processor 120 may share 
information on the backhaul failure with the identified 
external device , store the information on the backhaul fail 
ure , and display the stored information on the backhaul 
failure on the display device so as to alert the user to the 
backhaul failure . FIGS . 33 to 39 , which will be described 
below , illustrate in detail the implemented operation of the 
electronic device 101 to examine a backhaul state . 
[ 0242 ] FIG . 33 illustrates a flowchart 330 of an electronic 
device illustrating an implementation procedure for exam 
ining whether a backhaul failure has occurred according to 
various embodiments of the disclosure . In the following 
embodiment , the operations may be sequentially performed , 
but are not necessarily sequentially performed . For example , 
the sequential position of each operation may be changed , or 
at least two operations may be performed in parallel . The 
entity performing the operations illustrated in flowchart 
3300 may be understood to be the electronic device 101 or 
a component ( e.g. , a processor 120 ) of the electronic device 
101 . 
[ 0243 ] Referring to FIG . 33 , in operation 3301 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may acquire thresholds . For example , 
the thresholds may include thresholds related to reception 
signal strength , a backhaul connection examination , a recep 
tion segment , and a transmission segment . 
[ 0244 ] According to various embodiments , in operation 
3303 , the processor 120 may examine a new connection 
established state or a time - waiting state . For example , the 
processor 120 may identify an increase in the count of 
connection - established TCP sockets and examine the new 
connection - established state . The processor 120 may iden 
tify an increase in the time - waiting state count of TCP 
sockets and examine a new time - waiting state . 
[ 0245 ) According to various embodiments , in operation 
3305 , the processor 120 may examine an in - segment error . 
For example , the processor 120 may identify that a segment 
error occurs due to deteriorated reception quality , which may 
be caused by the lack of reception packets . 



US 2021/0099936 A1 Apr. 1 , 2021 
26 

[ 0246 ] According to various embodiments , in operation 
3307 , the processor 120 may examine retransmission . For 
example , the processor 120 may identify that the retrans 
mission occurs due to the deteriorated transmission quality 
which may be caused by the lack of transmission packets . 
[ 0247 ] According to various embodiments , in operation 
3309 , the processor 120 may examine backhaul . For 
example , the processor 120 may examine the backhaul 
which indicates a state in which an AP connected to the 
electronic device 101 is connected to the Internet . 
[ 0248 ] According to various embodiments , in operation 
3311 , the processor 120 may update a count . For example , 
the processor 120 may update : a previous TCP connection 
established count to a current TCP connection - established 
count ; a previous time - waiting count to a current time 
waiting count ; a previous TCP in - use count to a current TCP 
in - use count ; a previous in - segment error count to a current 
in - segment error count ; a previous in - segment count to a 
current in - segment count ; and a previous out - segment count 
to a current out - segment count . 
[ 0249 ] FIG . 34 illustrates a flowchart 3400 of an electronic 
device for acquiring a threshold according to various 
embodiments of the disclosure . In the following embodi 
ment , the operations may be sequentially performed , but are 
not necessarily sequentially performed . For example , the 
sequential position of each operation may be changed , or at 
least two operations may be performed in parallel . FIG . 34 
is a part of operation 3301 of FIG . 33 , and the entity 
performing the operations illustrated in flowchart 3400 may 
be understood to be the electronic device 101 or a compo 
nent ( e.g. , a processor 120 ) of the electronic device 101 . 
[ 0250 ] Referring to FIG . 34 , in operation 3401 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may acquire a plurality of thresholds . 
For example , the plurality of thresholds may include : RSSI_ 
POOR_SIGNAL_THRESHOLD = -83 ; RSSI_LOW_SIGN 
AL_THRESHOLD = -70 ; THRESHOLD BACKHAUL_ 
CONNECTIVITY_CHECK_HIGH = 5 ; THRESHOLD 
BACKHAUL_CONNECTIVITY_CHECK_LOW = 2 ; 
THRESHOLD BACKHAUL_CONNECTIVITY_ 
CHECK_POOR = 2 ; TCP_POOR_SEG_RX = 0 ; THRESH 
OLD_TCP_POOR_SEG_RX_TX = 15 ; THRESHOLD 
WAITING_CYCLE_CHECK_HIGH = 5 ; THRESHOLD_ 
WAITING_CYCLE_CHECK_HIGH = 3 ; THRESHOLD_ 
WAITING_CYCLE_CHECK_POOR = 2 ; and 
THRESHOLD_MAX_WAITING_CYCLE = 60 . 
[ 0251 ] According to various embodiments , in operation 
3403 , the processor 120 may acquire an RSSI threshold . For 
example , the processor 120 may compare current RSSI with 
a threshold to acquire the RSSI threshold . 
[ 0252 ] According to various embodiments , in operation 
3405 , the processor 120 may acquire a plurality of counts . 
For example , the plurality of counts may include a current 
TCP connection - established count ( currTcpEstablished 
Count ) , a retransmission segment count ( retransSegCount ) , 
an in - segment error count ( inSegErrorCount ) , an in - segment 
count ( inSegCount ) , an out - segment count ( outSegCount ) , a 
TCP in - use count ( TcpInUseCount ) , an orphan count ( or 
phanCount ) , and a time - waiting count ( timeWaitCount ) . In 
an embodiment , a current TCP connection - established count 
may indicate the number of TCP connections , the current 
state of which is the connection - established state . In an 
embodiment , the in - segment count may indicate the total 
number of received segments , including segments received 

in error . The in - segment count may include segments 
received in the current connection - established state . In an 
embodiment , the out - segment count may include the total 
number of transmitted segments including currently con 
nected segments . The out - segment count may exclude 
retransmitted sockets . In an embodiment , the retransmission 
segment count may include the total number of retransmitted 
segments . The retransmission segment count may indicate 
the number of transmitted TCP sockets including at least one 
previously transmitted socket . In an embodiment , the in 
segment error count may indicate the total number of 
segments received in error ( e.g. , bad TCP checksums ) . In an 
embodiment , the TCP in - use count may indicate the total 
number of TCP sockets , and the orphan count may exclude 
sockets in the time - waiting state , and may include sockets 
having no inode . The time - waiting count may indicate 
sockets in the time - waiting state . 
[ 0253 ] According to various embodiments , in operation 
3407 , the processor 120 may configure a count . For 
example , the processor 120 may configure : the TCP in - use 
count as a difference between a TCP in - use count and an 
orphan count ; an in - segment count difference ( diffinSeg 
Count ) as a difference between an in - segment count and a 
previous in - segment count ; an out - segment count difference 
( diffOutSegCount ) as a difference between an out - segment 
count and a previous out - segment count ; an in - segment error 
count difference ( diffinSegErrorCount ) as a difference 
between an in - segment error count and a previous in 
segment error count ; and a retransmission segment count 
difference ( diffRetransSegCount ) as a difference between a 
retransmission segment count and a previous retransmission 
segment count . 
[ 0254 ] FIG . 35 illustrates a flowchart 3500 of an electronic 
device for acquiring a received signal strength indication 
( RSSI ) threshold according to various embodiments of the 
disclosure . In the following embodiment , the operations may 
be sequentially performed , but are not necessarily sequen 
tially performed . For example , the sequential position of 
each operation may be changed , or at least two operations 
may be performed in parallel . FIG . 35 is a part of operation 
3403 of FIG . 34 , and the entity performing the operations 
illustrated in flowchart 3500 may be understood to be the 
electronic device 101 or a component ( e.g. , a processor 120 ) 
of the electronic device 101 . 
[ 0255 ] Referring to FIG . 35 , in operation 3501 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may acquire a current RSSI value . 
[ 0256 ] According to various embodiments , in operation 
3503 , the processor 120 may identify whether the current 
RSSI value is equal to or greater than RSSI_LOW_SIGN 
AL_THRESHOLD . When the current RSSI value is equal to 
or greater than RSSI_LOW_SIGNAL_THRESHOLD , the 
processor 120 may perform operation 3505. When the 
current RSSI value is not equal to or not greater than 
RSSI_LOW_SIGNAL_THRESHOLD , the processor 120 
may perform operation 3507 . 
[ 0257 ] According to various embodiments , in operation 
3505 , the processor 120 may configure an Internet connec 
tion counter threshold as THRESHOLD_BACKHAUL_ 
CONNECTIVITY_CHECK_HIGH and a waiting cycle 
threshold as THRESHOLD_WAITING_CHECK_HIGH . 
[ 0258 ] According to various embodiments , in operation 
3507 , the processor 120 may identify that the current RSSI 
value is greater than RSSI_POOR_SIGNAL_THRESH 
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OLD and smaller than RSSI_LOW_SIGNAL_THRESH 
OLD . When the current RSSI value is greater than RSSI_ 
POOR_SIGNAL_THRESHOLD and smaller than RSSI_ 
LOW_SIGNAL_THRESHOLD , the processor 120 may 
perform operation 3509. When the current RSSI value is not 
greater than RSSI_POOR_SIGNAL_THRESHOLD and not 
smaller than RSSI_LOW_SIGNAL_ _THRESHOLD , the 
processor 120 may perform operation 3511 . 
[ 0259 ] According to various embodiments , in operation 
3509 , the processor 120 may configure the Internet connec 
tion counter threshold as THRESHOLD_BACKHAUL_ 
CONNECTIVITY_CHECK_LOW and the waiting cycle 
threshold as THRESHOLD_WAITING_CHECK_LOW . 
[ 0260 ] According to various embodiments , in operation 
3511 , the processor 120 may configure the Internet connec 
tion counter threshold as THRESHOLD_BACKHAUL_ 
CONNECTIVITY_CHECK_POOR and the waiting cycle 
threshold as THRESHOLD_WAITING_CHECK_POOR . 
[ 0261 ] FIG . 36 illustrates a flowchart 3600 of an electronic 
device for examining a new connection - established state and 
a time - waiting state according to various embodiments of 
the disclosure . In the following embodiment , the operations 
may be sequentially performed , but are not necessarily 
sequentially performed . For example , the sequential position 
of each operation may be changed , or at least two operations 
may be performed in parallel . FIG . 36 is a part of operation 
3303 of FIG . 33 , and the entity performing the operations 
illustrated in flowchart 3600 may be understood to be the 
electronic device 101 or a component ( e.g. , a processor 120 ) 
of the electronic device 101 . 
[ 0262 ] Referring to FIG . 36 , in operation 3601 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may identify whether a current TCP 
connection - established count is greater than a previous TCP 
connection - established count . When the current TCP con 
nection - established count is greater than the previous TCP 
connection - established count , the processor 120 may per 
form operation 3607. When the current TCP connection 
established count is not greater than the previous TCP 
connection - established count , the processor 120 may per 
form operation 3603 . 
[ 0263 ] According to various embodiments , in operation 
3603 , the processor 120 may identity whether a time - waiting 
count is greater than a previous time - waiting count . When 
the time - waiting count is greater than the previous time 
waiting count , the processor 120 may perform operation 
3609. When the time - waiting count is not greater than the 
previous time - waiting count , the processor 120 may perform 
operation 3605 . 
[ 0264 ) According to various embodiments , in operation 
3605 , the processor 120 may identify whether a TCP in - use 
count is greater than a previous TCP in - use count . When the 
TCP in - use count is greater than the previous TCP in - use 
count , the processor 120 may perform operation 3611. When 
the TCP in - use count is not greater than the previous TCP 
in - use count , the processor 120 may perform operation 
3617 . 
[ 0265 ] According to various embodiments , in operation 
3607 , the processor 120 may configure an in - segment error 
waiting cycle as 0 , and a retransmission segment waiting 
cycle as 0 . 
[ 0266 ] According to various embodiments , in operation 
3609 , the processor 120 may identify whether a waiting 
cycle threshold is greater than THRESHOLD_WAITING_ 

CYCLE_CHECK_POOR . When the waiting cycle thresh 
old is greater than THRESHOLD_WAITING_CYCLE_CH 
ECK_POOR , the processor 120 may perform operation 
3613. When the time cycle threshold is not greater than 
THRESHOLD_WAITING_CYCLE_CHECK_POOR , the 
processor 120 may perform operation 3605 . 
[ 0267 ] According to various embodiments , in operation 
3611 , the processor 120 may configure an Internet connec 
tion counter as a value obtained by subtracting a previous 
TCP in - use count from the sum of the Internet connection 
counter and a TCP in - use count . 
[ 0268 ] According to various embodiments , in operation 
3613 , the processor 120 may configure an Internet connec 
tion counter as 0 and an Internet connection waiting cycle as 
0 . 
[ 0269 ] According to various embodiments , in operation 
3615 , the processor 120 may increase an Internet connection 
counter . 

[ 0270 ] According to various embodiments , in operation 
3617 , the processor 120 may identify whether an Internet 
connection counter is greater than 0. When the Internet 
connection counter is greater than 0 , the processor 120 may 
perform operation 3615. When the Internet connection 
counter is not greater than 0 , the processor 120 may end the 
operation . 
[ 0271 ] FIG . 37 illustrates a flowchart 3700 of an electronic 
device for examining an in - segment error and an out 
segment error according to various embodiments of the 
disclosure . In the following embodiment , the operations may 
be sequentially performed , but are not necessarily sequen 
tially performed . For example , the sequential position of 
each operation may be changed , or at least two operations 
may be performed in parallel . FIG . 37 is a part of operation 
3305 of FIG . 33 , and the entity performing the operations 
illustrated in flowchart 3700 may be understood to be the 
electronic device 101 or a component ( e.g. , a processor 120 ) 
of the electronic device 101 . 
[ 0272 ] Referring to FIG . 37 , in operation 3701 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may identify whether an in - segment 
error count difference is greater than 0. When the in - segment 
error count difference is greater than 0 , the processor 120 
may perform operation 3703. When the in - segment error 
count difference is not greater than 0 , the processor 120 may 
perform operation 3705 . 
[ 0273 ] According to various embodiments , in operation 
3703 , the processor 120 may identify whether the sum of an 
in - segment error count difference and an out - segment error 
count difference is smaller than THRESHOLD_TCP_ 
POOR_SEG_RX_TX . When the sum of the in - segment 
error count difference and the out - segment error count 
difference is smaller than THRESHOLD_TCP_POOR_ 
SEG_RX_TX , the processor 120 may perform operation 
3707 . 
[ 0274 ] When the sum of the in - segment error count dif 
ference and the out - segment error count difference is not 
smaller than THRESHOLD_TCP_POOR_SEG_RX_TX , 
the processor 120 may perform operation 3705 . 
[ 0275 ] According to various embodiments , in operation 
3705 , the processor 120 may identify whether an in - segment 
error waiting cycle is greater than 0. When the in - segment 
error waiting cycle is greater than 0 , the processor 120 may 
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perform operation 3707. When the in - segment error waiting 
cycle is not greater than 0 , the processor 120 may end the 
operation . 
[ 0276 ] According to various embodiments , in operation 
3707 , the processor 120 may increase an in - segment error 
waiting cycle value . 
[ 0277 ] FIG . 38 illustrates a flowchart 3800 of an electronic 
device for examining a retransmission segment according to 
various embodiments of the disclosure . In the following 
embodiment , the operations may be sequentially performed , 
but are not necessarily sequentially performed . For example , 
the sequential position of each operation may be changed , or 
at least two operations may be performed in parallel . FIG . 38 
is a part of operation 3307 of FIG . 33 , and the entity of the 
operations illustrated in flowchart 3800 may be understood 
to be the electronic device 101 or a component ( e.g. , 
processor 120 ) of the electronic device 101 . 
[ 0278 ] Referring to FIG . 38 , in operation 3801 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may identify whether a retransmission 
segment count difference is greater than 0. When the retrans 
mission segment count difference is greater than 0 , the 
processor 120 may perform operation 3803. When the 
retransmission segment count difference is not greater than 
0 , the processor 120 may perform operation 3805 . 
[ 0279 ] According to various embodiments , in operation 
3803 , the processor 120 may identify whether an in - segment 
count difference is greater than TCP_POOR_SEG_RX . 
When the in - segment count difference is greater than TCP_ 
POOR_SEG_RX , the processor 120 may perform operation 
3807. When the in - segment count difference is not greater 
than TCP_POOR_SEG_RX , the processor 120 may perform 
operation 3805 . 
[ 0280 ] According to various embodiments , in operation 
3805 , the processor 120 may identify whether a retransmis 
sion segment waiting cycle is greater than 0. When the 
retransmission segment waiting cycle is greater than 0 , the 
processor 120 may perform operation 3807. When the 
retransmission segment waiting cycle is not greater than 0 , 
the processor 120 may end the operation . 
[ 0281 ] According to various embodiments , in operation 
3807 , the processor 120 may increase a retransmission 
segment waiting cycle . 
[ 0282 ] FIG . 39 illustrates a flowchart 3900 of an electronic 
device for examining a backhaul state according to various 
embodiments of the disclosure . In the following embodi 
ment , the operations may be sequentially performed , but are 
not necessarily sequentially performed . For example , the 
sequential position of each operation may be changed , or at 
least two operations may be performed in parallel . FIG . 39 
is a part of operation 3309 of FIG . 33 , and the entity 
performing the operations illustrated in flowchart 3900 may 
be understood to be the electronic device 101 or a compo 
nent ( e.g. , a processor 120 ) of the electronic device 101 . 
[ 0283 ] Referring to FIG . 39 , in operation 3901 , the elec 
tronic device ( e.g. , the processor 120 of FIG . 1 ) according to 
various embodiments may identify whether an Internet 
connection counter is greater than an Internet connection 
counter threshold . When the Internet connection counter is 
greater than the Internet connection counter threshold , the 
processor 120 may perform operation 3907. When the 
Internet connection counter is not greater than the Internet 
connection counter threshold , the processor 120 may per 
form operation 3903 . 

[ 0284 ] According to various embodiments , in operation 
3903 , the processor 120 may identify whether a retransmis 
sion segment waiting cycle is greater than a waiting cycle 
threshold . When the retransmission segment waiting cycle is 
greater than the waiting cycle threshold , the processor 120 
may perform operation 3909. When the retransmission seg 
ment waiting cycle is not greater than the waiting cycle 
threshold , the processor 120 may perform operation 3905 . 
[ 0285 ] According to various embodiments , in operation 
3905 , the processor 120 may identify whether an in - segment 
error waiting cycle is greater than a waiting cycle threshold . 
When the in - segment error waiting cycle is greater than the 
waiting cycle threshold , the processor 120 may perform 
operation 3909. When the in - segment error waiting cycle is 
not greater than the waiting cycle threshold , the processor 
120 may perform operation 3911 . 
[ 0286 ] According to various embodiments , in operation 
3907 , the processor 120 may identify whether an Internet 
connection waiting cycle is greater than a waiting cycle 
threshold . When the Internet connection waiting cycle is 
greater than the waiting cycle threshold , the processor 120 
may perform operation 3909. When the Internet connection 
waiting cycle is not greater than the waiting cycle threshold , 
the processor 120 may perform operation 3903 . 
[ 0287 ] According to various embodiments , in operation 
3909 , the processor 120 may configure a value correspond 
ing to the backhaul as true . 
[ 0288 ] According to various embodiments , in operation 
3911 , the processor 120 may identify whether an Internet 
connection waiting cycle is greater than THRESHOLD_ 
MAX_WAITING_CYCLE . When the Internet connection 
waiting cycle is greater than THRESHOLD_MAX_WAIT 
ING_CYCLE , the processor 120 may perform operation 
3909. When the Internet connection waiting cycle is not 
greater than THRESHOLD_MAX_WAITING_CYCLE , the 
processor 120 may end the operation . 
[ 0289 ] According to various embodiments , a method of 
operating an electronic device ( e.g. , the electronic device 
101 of FIG . 1 ) may include : identifying a state of a transport 
protocol ; determining a communication state of the elec 
tronic device 101 based on the state of the transport protocol ; 
and changing a network based on the communication state . 
[ 0290 ] In various embodiments , the state of the transport 
protocol may include a state of a TCP socket used by an 
application executed in the electronic device . 
[ 0291 ] In various embodiments , the communication state 
may include at least one of a good state , a poor state , a 
blocked state , and a sluggish state . 
[ 0292 ] In various embodiments , the determining of the 
communication may include : detecting a TCP socket for 
connection establishment ; identifying whether a state of the 
TCP socket is changed from a connection establishment 
request state to a connection - established state ; identifying 
whether the sum of the number of transmission data packets 
of an application executed in the electronic device and the 
number of reception data packets of an application executed 
in the electronic device is greater than a threshold ; identi 
fying whether the state of the TCP socket is a connection 
release waiting state or a time - waiting state ; and when the 
TCP socket for the connection establishment is detected , the 
state of the TCP socket is changed from the connection 
establishment request state to the connection - established 
state , the sum of the number of transmission data packets 
and the number of reception data packets is greater than the 
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threshold , or the connection - release - waiting state and the 
time - waiting state are identified , determining the communi 
cation state to be the good state . 
[ 0293 ] In various embodiments , the determining of the 
communication state may include : identifying the commu 
nication state is a good state ; detecting a TCP socket for 
connection establishment ; identifying whether a state of the 
TCP socket is a connection establishment request state ; 
identifying whether the number of transmission data packets 
of an application executed in the electronic device is greater 
than the number of reception data packets of an application 
executed in the electronic device ; and when the communi 
cation state is not a good state , the TCP socket for the 
connection establishment is detected , the connection estab 
lishment request state is identified , or the number of trans 
mission data packets is greater than the number of reception 
data packets , determining the communication state to be the 
poor state . 
[ 0294 ] In various embodiments , the determining of the 
communication state may include : detecting a TCP socket 
for performing retransmission ; identifying whether the num 
ber of transmission data packets of an application executed 
in the electronic device and the number of reception data 
packets of an application executed in the electronic device 
are smaller than a threshold ; identifying whether a link 
speed , a signal - to - noise ratio ( SNR ) , and received signal 
strength indication ( RSSI ) of the electronic device are 
greater than a corresponding threshold ; and when a TCP 
socket for performing retransmission is detected , the number 
of transmission data packets and the number of reception 
data packets are smaller than the threshold , and the link 
speed , the SNR , and the RSSI are greater than the threshold , 
determining the communication state to be the blocked state . 
[ 0295 ] In various embodiments , the blocked state may 
include a state in which an application executed in the 
electronic device is blocked by a network firewall . 
[ 0296 ] In various embodiments , the determining of the 
communication state may include : detecting a TCP socket 
for connection establishment ; identifying whether a state of 
the TCP socket is a new connection establishment request 
state ; identifying whether the sum of the number of trans 
mission data packets of an application executed in the 
electronic device and the number of reception data packets 
of an application executed in the electronic device is smaller 
than a threshold ; and when the TCP socket for the connec 
tion establishment is detected , the new connection estab 
lishment request is identified , or the sum of the number of 
transmission data packets and the number of reception data 
packets is smaller than the threshold , determining the com 
munication state to be the sluggish state . 
[ 0297 ] In various embodiments , the state of the transport 
protocol may be identified by using an ID and an IP address 
of the TCP socket . 
[ 0298 ] In various embodiments , the method of operating 
the electronic device 101 may include : displaying the com 
munication on the electronic device ; and displaying a mes 
sage including information on a network change on the 
electronic device based on the communication state . 
[ 0299 ] In various embodiments , the method of operating 
the electronic device 101 may further include : identifying at 
least one of a state of the transport protocol and a count of 
sockets of the transport protocol ; determining whether a 
backhaul failure has occurred based on at least one of the 
state of the transport protocol and the count of sockets of the 

transport protocol ; and controlling the backhaul failure 
based on the backhaul failure determination . 
[ 0300 ] In various embodiments , the determining of 
whether a backhaul failure has occurred on at least one of the 
identified state of the transport protocol and the identified 
count of sockets of the transport protocol may include : 
identifying that a total count of sockets of the transport 
protocol is equal to or greater than a threshold ; identifying 
that a count of connection - established sockets of the trans 
port protocol is maintained or reduced ; and determining 
whether a backhaul failure has occurred based on results of 
the identification . 
[ 0301 ] In various embodiments , the determining of 
whether a backhaul failure has occurred based on at least one 
of the identified state of the transport protocol and the 
identified count of sockets of the transport protocol may 
include : identifying that the number of transmission packets 
of an application executed in the electronic device and the 
number of reception data packets of an application executed 
in the electronic device are smaller than or equal to a 
threshold ; and determining whether a backhaul failure has 
occurred based on a result of the identification . 
[ 0302 ] In various embodiments , the determining of 
whether a backhaul failure has occurred based on at least one 
of the identified state of the transport protocol and the 
identified count of sockets of the transport protocol may 
include : identifying that a retransmission segment of the 
transport protocol is equal to or greater than a threshold ; and 
determining whether a backhaul failure has occurred based 
on a result of the identification . 
[ 0303 ] In various embodiments , the determining of 
whether a backhaul failure has occurred based on the iden 
tified state of the transport protocol and the identified count 
of sockets the transport protocol may include : identifying 
whether an error in a reception segment of the transport 
protocol occurs ; and determining whether a backhaul failure 
has occurred based on a result of the identification . 
[ 0304 ] In various embodiments , the controlling of the 
backhaul failure based on the backhaul failure determination 
may include : displaying information relating to the backhaul 
failure ; and displaying an indicator for changing a network 
based on the backhaul failure . 
[ 0305 ] In various embodiments , the controlling of the 
backhaul failure based on the backhaul failure determination 
may include : identifying an external device to which infor 
mation relating to the backhaul failure is to be transmitted ; 
and transmitting the information relating to the backhaul 
failure to the identified external device . 
[ 0306 ] The electronic device according to various embodi 
ments may be one of various types of electronic devices . The 
electronic devices may include , for example , a portable 
communication device ( e.g. , a smartphone ) , a computer 
device , a portable multimedia device , a portable medical 
device , a camera , a wearable device , or a home appliance . 
According to an embodiment of the disclosure , the elec 
tronic devices are not limited to those described above . 
[ 0307 ] It should be appreciated that various embodiments 
of the present disclosure and the terms used therein are not 
intended to limit the technological features set forth herein 
to particular embodiments and include various changes , 
equivalents , or replacements for a corresponding embodi 
ment . With regard to the description of the drawings , similar 
reference numerals may be used to refer to similar or related 
elements . It is to be understood that a singular form of a 
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noun corresponding to an item may include one or more of 
the things , unless the relevant context clearly indicates 
otherwise . As used herein , each of such phrases as “ Aor B , ” 
" at least one of A and B , " " at least one of A or B , ” “ A , B , 
or C , " " at least one of A , B , and C , " and " at least one of A , 
B , or C , ” may include any one of , or all possible combina 
tions of the items enumerated together in a corresponding 
one of the phrases . As used herein , such terms as “ 1st " and 
“ 2nd , ” or “ first ” and “ second ” may be used to simply 
distinguish a corresponding component from another , and 
does not limit the components in other aspect ( e.g. , impor 
tance or order ) . It is to be understood that if an element ( e.g. , 
a first element ) is referred to , with or without the term 
" operatively " or " communicatively " , as " coupled with , " 
" coupled to , " " connected with , ” or “ connected to ” another 
element ( e.g. , a second element ) , it means that the element 
may be coupled with the other element directly ( e.g. , 
wiredly ) , wirelessly , or via a third element . 
[ 0308 ] As used herein , the term “ module ” may include a 
unit implemented in hardware , software , or firmware , and 
may interchangeably be used with other terms , for example , 
" logic , " " logic block , " " part , " or " circuitry " . A module may 
be a single integral component , or a minimum unit or part 
thereof , adapted to perform one or more functions . For 
example , according to an embodiment , the module may be 
implemented in a form of an application - specific integrated 
circuit ( ASIC ) . 
[ 0309 ] Various embodiments as set forth herein may be 
implemented as software ( e.g. , the program 140 ) including 
one or more instructions that are stored in a storage medium 
( e.g. , internal memory 136 or external memory 138 ) that is 
readable by a machine ( e.g. , the electronic device 101 ) . For 
example , a processor ( e.g. , the processor 120 ) of the 
machine ( e.g. , the electronic device 101 ) may invoke at least 
one of the one or more instructions stored in the storage 
medium , and execute it , with or without using one or more 
other components under the control of the processor . This 
allows the machine to be operated to perform at least one 
function according to the at least one instruction invoked . 
The one or more instructions may include a code generated 
by a complier or a code executable by an interpreter . The 
machine - readable storage medium may be provided in the 
form of a non - transitory storage medium . Wherein , the term 
“ non - transitory ” simply means that the storage medium is a 
tangible device , and does not include a signal ( e.g. , an 
electromagnetic wave ) , but this term does not differentiate 
between where data is semi - permanently stored in the stor 
age medium and where the data is temporarily stored in the 
storage medium . 
[ 0310 ] According to an embodiment , a method according 
to various embodiments of the disclosure may be included 
and provided in a computer program product . The computer 
program product may be traded as a product between a seller 
and a buyer . The computer program product may be distrib 
uted in the form of a machine - readable storage medium 
( e.g. , compact disc read only memory ( CD - ROM ) ) , or be 
distributed ( e.g. , downloaded or uploaded ) online via an 
application store ( e.g. , PlayStoreTM ) , or between two user 
devices ( e.g. , smart phones ) directly . If distributed online , at 
least part of the computer program product may be tempo 
rarily generated or at least temporarily stored in the 
machine - readable storage medium , such as memory of the 
manufacturer's server , a server of the application store , or a 
relay server . 

[ 0311 ] According to various embodiments , each compo 
nent ( e.g. , a module or a program ) of the above - described 
components may include a single entity or multiple entities . 
According to various embodiments , one or more of the 
above - described components may be omitted , or one or 
more other components may be added . Alternatively or 
additionally , a plurality of components ( e.g. , modules or 
programs ) may be integrated into a single component . In 
such a case , according to various embodiments , the inte 
grated component may still perform one or more functions 
of each of the plurality of components in the same or similar 
manner as they are performed by a corresponding one of the 
plurality of components before the integration . According to 
various embodiments , operations performed by the module , 
the program , or another component may be carried out 
sequentially , in parallel , repeatedly , or heuristically , or one 
or more of the operations may be executed in a different 
order or omitted , or one or more other operations may be 
added . 

1. A method of operating an electronic device , compris 
ing : 

identifying a state of a transport protocol ; 
determining a communication state of an electronic 

device based on the state of the transport protocol ; and 
changing a network based on the communication state . 
2. The method of claim 1 , wherein the state of the 

transport protocol comprises a state of a transmission control 
protocol ( TCP ) socket used by an application executed in the 
electronic device . 

3. The method of claim 2 , wherein the communication 
state is determined to be at least one of a good state , a poor 
state , a blocked state , and a sluggish state . 

4. The method of claim 3 , wherein the determining of the 
communication state comprises : 

detecting a TCP socket for performing retransmission ; 
identifying whether the number of transmission data 

packets of an application executed in the electronic 
device and the number of reception data packets of an 
application executed in the electronic device are 
smaller than a threshold ; 

identifying whether link speed , a signal - to - noise ratio 
( SNR ) , and received signal strength indication ( RSSI ) 
of the electronic device are greater than corresponding 
thresholds ; and 

when the TCP socket for performing retransmission is 
detected , the number of transmission data packets and 
the number of reception data packets are smaller than 
the threshold , and the link speed , the SNR , and the 
RSSI are greater than the corresponding thresholds , 
determining the communication state to be a blocked 
state . 

5. The method of claim 1 , further comprising : 
displaying the communication state on the electronic 

device ; and 
displaying a message comprising information relating to 

a network change on the electronic device based on the 
communication state . 

6. The method of claim 1 , further comprising : 
identifying at least one of a state of the transport protocol 

and a count of sockets of the transport protocol ; 
determining whether a backhaul failure has occurred 

based on at least one of the identified state of the 
transport protocol and the identified count of sockets of 
the transport protocol ; and 
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controlling the backhaul failure based on the backhaul 
failure determination . 

7. The method of claim 6 , wherein the determining of 
whether a backhaul failure has occurred based on at least one 
of the identified state of the transport protocol and the 
identified count of sockets of the transport protocol com 
prises : 

identifying occurrence of an error in a reception segment 
of the transport protocol ; and 

determining whether a backhaul failure has occurred 
based on a result of the identification . 

8. The method of claim 6 , wherein the controlling of the 
backhaul failure based on the backhaul failure determination 
comprises : 

identifying an external device to which information relat 
ing to the backhaul failure is to be transmitted ; and 

transmitting information relating to the backhaul failure to 
the identified external device . 

9. An electronic device comprising : 
a communication module ; 
at least one processor ; and 
a memory operatively connected to the at least one 

processor , 
wherein the memory is configured to store instructions 

that , when executed , cause the at least one processor to : 
identify a state of a transport protocol ; 
determine a communication state of an electronic device 

based on the state of the transport protocol ; and 
change a network based on the communication state . 
10. The electronic device of claim 9 , wherein the state of 

the transport protocol comprises a state of a transmission 
control protocol ( TCP ) socket used by an application 
executed in the electronic device . 

11. The electronic device of claim 10 , wherein the com 
munication state is determined to be at least one of a good 
state , a poor state , a blocked state , and a sluggish state . 

12. The electronic device of claim 11 , wherein the instruc 
tions cause the at least one processor to : 

detect a TCP socket for performing retransmission ; 
identify whether the number of transmission data packets 

of an application executed in the electronic device and 
the number of reception data packets of an application 
executed in the electronic device are smaller than a 
threshold ; 

identify whether a link speed , a signal - to - noise ratio 
( SNR ) , received signal strength indication ( RSSI ) of 
the electronic device are greater than corresponding 
thresholds ; and 

when the TCP socket for performing retransmission is 
detected , the number of transmission data packets and 
the number of reception data packets are smaller than 
the threshold , and the link speed , the SNR , and the 
RSSI are greater than the corresponding thresholds , 
determine the communication state to be the blocked 
state . 

13. The electronic device of the claim 9 , wherein the 
instructions cause the at least one processor to : 

display the communication state on the electronic device ; 
and 

display a message including information relating to a 
network change on the electronic device based on the 
communication state . 

14. The electronic device of claim 9 , wherein the instruc 
tions cause the at least one processor to : 

identify at least one of a state of the transport protocol and 
a count of sockets of the transport protocol ; 

determine a backhaul failure based on at least one of the 
identified state of the transport protocol and the iden 
tified count of sockets of the transport protocol ; and 

control the backhaul failure based on the backhaul failure 
determination . 

15. The electronic device of claim 14 , wherein the instruc 
tions cause the at least one processor to : 

identify occurrence of an error in a reception segment of 
the transport protocol ; and 

determine whether a backhaul failure has occurred based 
on a result of the identification . 

16. The method of claim 6 , wherein the determining of 
whether a backhaul failure has occurred based on at least one 
of the identified state of the transport protocol and the 
identified count of sockets the transport protocol comprises : 

identifying that a total count of sockets of the transport 
protocol is equal to or greater than a threshold ; 

identifying that a count of connection - established sockets 
of the transport protocol is maintained or reduced ; and 

determining whether a backhaul failure has occurred 
based on results of the identification . 

17. The method of claim 6 , wherein the determining of 
whether a backhaul failure has occurred based on at least one 
of the identified state of the transport protocol and the 
identified count of sockets of the transport protocol com 
prises : 

identifying that the number of transmission data packets 
of an application executed in the electronic device and 
the number of reception data packets of an application 
executed in the electronic device are smaller than or 
equal to a threshold ; and 

determining whether a backhaul failure has occurred 
based on a result of the identification . 

18. The method of claim 6 , wherein the determining of 
whether a backhaul failure has occurred based on at least one 
of the identified state of the transport protocol and the 
identified count of sockets of the transport protocol com 
prises : 

identifying that a retransmission segment of the transport 
protocol is equal to or greater than a threshold ; and 

determining whether a backhaul failure has occurred 
based on a result the identification . 

19. The method of claim 6 , wherein the controlling of the 
backhaul failure based on the backhaul failure determination 
comprises : 

displaying information relating to the backhaul failure ; 
and 

displaying an indicator for changing a network based on 
the backhaul failure . 

20. A non - transitory computer - readable recording 
medium comprising a plurality of instructions , 

wherein the plurality of instructions are configured to , 
when executed by a processor , cause the processor to : 

identify a state of a transport protocol ; 
determine a communication state of an electronic device 

based on the state of the transport protocol ; and 
change a network based on the communication state . 


