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IMAGE PROCESSING APPARATUS,
METHOD FOR CONTROLLING SAME,
IMAGING APPARATUS, AND PROGRAM

BACKGROUND

Field of the Disclosure

[0001] The present disclosure relates to an image process-
ing technique using viewpoint images.

Description of the Related Art

[0002] Several types of image processing have been dis-
cussed which use a plurality of viewpoint images including
the same object image obtained by photographing. Japanese
Patent Application Laid-Open No. 2012-186790 discusses a
technique for generating an image from an arbitrary (virtual)
point of view out of images captured at more than one point
of view while adjusting a composition ratio between the
images. Japanese Patent Application Laid-Open No. 2014-
228586 discusses a technique for relatively shifting and
compositing a plurality of parallax images to generate an
image refocused on a virtual image plane. The parallax
images are obtained from an image sensor in which a
plurality of photoelectric conversion units is assigned to a
single microlens.

[0003] When such image processing using a plurality of
viewpoint images is performed in an application based on
user operations, it is difficult to make a setting because a
change in a parameter can cause different degrees of image
effect depending on a photographic condition.

SUMMARY

[0004] The present disclosure is directed to providing an
image processing apparatus for performing image process-
ing using a plurality of viewpoint images and a method for
controlling the same, wherein a desired image effect is
obtained by a user’s simple operations.

[0005] According to an aspect of the present disclosure, an
image processing apparatus includes an acquisition unit
configured to obtain a plurality of viewpoint images and
imaging information corresponding to the plurality of view-
point images, an image processing unit configured to apply
image processing to image data based on the viewpoint
images, a setting unit configured to set a parameter of the
image processing by the image processing unit based on a
user operation, and a limitation unit configured to limit a
parameter set table by a user via the setting unit in the image
processing based on the imaging information.

[0006] According to another aspect of the present disclo-
sure, a method for controlling an image processing appara-
tus includes obtaining a plurality of viewpoint images and
imaging information corresponding to the plurality of view-
point images, imposing a limitation on a user-settable
parameter in image processing by an image processing unit
based on the imaging information, setting a parameter of the
image processing by the image processing unit based on a
user operation and the limitation, and applying the image
processing by the image processing unit to image data based
on the viewpoint images.

[0007] Further features of the present disclosure will
become apparent from the following description of exem-
plary embodiments with reference to the attached drawings.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1 is a block diagram illustrating a configura-
tion of an image processing apparatus according to one or
more aspects of the present disclosure.

[0009] FIG. 2 is a flowchart of processing for adjusting
resolution feeling according to one or more aspects of the
present disclosure.

[0010] FIG. 3 is a graph illustrating an effect of modifi-
cation processing for dividing viewpoint images according
to one or more aspects of the present disclosure.

[0011] FIG. 4 is a conceptual diagram for describing
refocus processing according to one or more aspects of the
present disclosure.

[0012] FIG. 5A is a graphical user interface (GUI) of an
application according to one or more aspects of the present
disclosure. FIG. 5B is a flowchart according to one or more
aspects of the present disclosure.

[0013] FIGS. 6A and 6B are diagrams illustrating tables
showing a correspondence between photographic conditions
and image processing according to one or more aspects of
the present disclosure.

DESCRIPTION OF THE EMBODIMENTS

[0014] An exemplary embodiment of the present disclo-
sure will be described in detail below with reference to the
drawings.

[0015] FIG. 1 is a block diagram illustrating a schematic
configuration of an image processing apparatus 100 accord-
ing to a first exemplary embodiment of the present disclo-
sure. The image processing apparatus 100 includes a control
unit (central processing unit (CPU)) 101, a signal processing
unit 102, a random access memory (RAM) 103, an external
storage device 104, an operation unit 105, a display unit 106,
and a read-only memory (ROM) 108. Such components are
communicably connected with each other via a bus 107.
[0016] The control unit 101 includes a CPU. The control
unit 101 loads various programs stored in the ROM 108 into
the RAM 103 and controls an operation of various parts of
the image processing apparatus 100 to perform an overall
control on the image processing apparatus 100.

[0017] The signal processing unit 102 performs general
image processing and specific image processing on image
data loaded into RAM 103 according to the present exem-
plary embodiment. The general image processing is per-
formed on image data that is read from the external storage
device 104 and loaded into the RAM 103. Examples of the
general image processing are synchronization of Bayer-
array image signals output from an image sensor, various
types of correction processing such as shading correction,
white balancing, development processing such as gamma
correction and color conversion processing, encoding,
decoding, and compression processing. The processing spe-
cific to the present exemplary embodiment includes pro-
cessing for adjusting the resolution feeling and processing
for controlling a composition ratio of a plurality of view-
point images. The resolution feeling adjustment processing
includes adjusting the position where the plurality of view-
point images appears to be in focus, and adjusting overall
resolution feeling. The processing for controlling the com-
position ratio of the plurality of viewpoint images is blur
shift processing as well as ghost reduction processing. The
blur shift processing controls the composition ratio to
change a point of view and shift a blur. The ghost reduction
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processing reduces a ghost occurring in an image. Details of
the processing will be described below.

[0018] As an example of the RAM 103, a dynamic random
access memory (DRAM) can be used. The RAM 103
includes an area for loading the programs to be executed by
the control unit 101, and stores various types of arithmetic
data calculated by the control unit 101. An example of the
external storage device 104 is a nonvolatile memory such as
a flash memory. The external storage device 104 stores
image data and various parameters needed for the operation
of the control unit 101. The ROM 108 stores various
programs such as a control program and an application
program to be executed by the control unit 101.

[0019] The operation unit 105 includes input devices such
as a mouse, a keyboard, and a touch panel. The operation
unit 105 instructs the control unit 101 to execute processing
desired by a user according to a user’s operation. An
example of the display unit 106 is a liquid crystal display
(LCD). The display unit 106 displays image data and a
graphical user interface (GUI). A display control of the
display unit 106 is performed by the control unit 101. The
bus 107 includes an address bus, a data bus, and a control
bus. The bus 107 enables communications between the
components.

[0020] The viewpoint images to be read from, the external
storage device 104 and processed in the present exemplary
embodiment are captured by using a two-dimensional image
sensor in which one microlens and segmented photoelectric
conversion elements (photoelectric conversion units) are
provided for each pixel. The plurality of the segmented
photoelectric conversion elements is configured to receive
light in different areas of an exit pupil of an imaging lens via
the one microlens to make a pupil division. Image signals of
the viewpoint images of which light is received by the
plurality of split photoelectric conversion units can be added
to generate a normal imaging signal corresponding to the
entire exit pupil of the imaging lens. The image signals of
the plurality of viewpoint images with respect to the cap-
tured image are equivalent to light field data. The light field
data is information with respect to a spatial distribution and
an angle distribution of light intensity. That is, the method
for obtaining the plurality of viewpoint images is not limited
thereto. A multi-lens imaging apparatus may be used to
obtain a plurality of viewpoint images. An identical single-
lens image sensor may be used to capture the viewpoint
images from plural points of view a plurality of times in a
time series manner.

[0021] Next, the processing for adjusting resolution feel-
ing will be described. The processing is specific to the
present exemplary embodiment and performed by the signal
processing unit 102. The processing for adjusting the reso-
Iution feeling includes refocus processing and sharpness/
unsharpness processing. In the refocus processing, view-
point images are relatively shifted and synthesized to correct
a focus position. The sharpness/unsharpness processing
applies sharpness or unsharpness based on a parallax (image
displacement amount) between the viewpoint images.
[0022] FIG. 2 illustrates a flowchart of the resolution
feeling adjustment processing. The resolution feeling adjust-
ment processing is performed by the control unit 101 or by
various components according to instructions from the con-
trol unit 101.

[0023] In step S1, the control unit 101 reads a plurality of
viewpoint images stored in the external storage device 104.
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[Image Displacement Amount Distribution)]

[0024] In the present exemplary embodiment, a distribu-
tion of image displacement amounts between the viewpoint
images is calculated to perform more effective refocus
processing and determine an area to apply sharpness/un-
sharpness to.

[0025] In step S2, the control unit 101 performs one-
dimensional band-pass filter processing on a first viewpoint
luminance signal Y1 in a pupil division direction (column
direction) to generate a first focus detection signal dYA. The
first viewpoint luminance signal Y1 is generated from a first
viewpoint image I, which is Bayer-array red, green, and blue
(RGB) signals. The control unit 101 also performs the
one-dimensional band-pass filter processing on a second
viewpoint luminance signal Y2 in a parallactic direction
(pupil division direction, column direction) to generate a
second focus detection signal dYB. The second viewpoint
luminance signal Y2 is generated from a second viewpoint
signal I,. For example, a first-order differential filter [1, 5, 8,
8,8,8,5 1, -1,-5,-8, -8, -8, -8, -5, -1] may be used as
a one-dimensional band-pass filter. The control unit 101 may
adjust the pass band of the one-dimensional band-pass filter
if needed.

[0026] In step S3, the control unit 101 relatively shifts the
first and second focus detection signals dYA and dYB in the
parallactic direction (column direction) and calculates a
correlation amount indicating a degree of coincidence of the
first and second focus detection signals dYA and dYB.
Suppose, for example, a predetermined value is 0.2. The
control unit 101 generates an image displacement amount
distribution Mj,;(j, 1) based on the correlation amount.
Detection of the image displacement amount may be limited
to a high contrast area where there is no perspective com-
petition or occlusion, so that the detection accuracy of the
image displacement amount becomes high and the process-
ing is accelerated.

[0027] A first focus detection signal dYA that is the j,-th
(-n,=j,=n,) in a row direction and the i,-th (-m,=<i,=m,) in
the pupil division direction, or column direction, with a
position (j, 1) at the center will be denoted by dYA (j+j,,
i+i,). A second focus detection signal dYB that is the j,-th
in the row direction and the i,-th in the column direction will
be denoted by dYB (j+j,, i+i,). A shift amount will be
denoted by s (-n =s=n). The control unit 101 then calculates
a correlation amount CORgy 0, 1, s) and a correlation
amount COR ,,5(j, 1, §) in each position (j, 1) by Egs. (1A)
and (1B), respectively:

CORpyen(J, i, 5) = (1A)

n my
D1 YA+ oy i+ in +5) = dYB(j+ jo, i+ 1y — )]
Jp=—ny ig=—my

CORopp(j. i, 5) = (1B)
n mny
D1 YA+ jo i+ by +5) = dYB(j+ o, i+ =1 =)]
Jp==mp ip=—my

[0028] The correlation amount COR,,5(, 1, s) is an
amount obtained by changing the shift amount between the
first and second focus detection signals dYA and dYB by a
half phase of -1 with respect to the CORzpz2(j, 1, §).
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[0029] The control unit 101 calculates real-valued shift
amounts s at which the respective correlation amounts
COR5pzn(s 1, 8) and COR ;5 5(, 1, 5) have minimum values,
by sub pixel calculation. The control unit 101 calculates an
average of the real-valued shift amounts s and generates an
image displacement amount distribution M,,;(j, 1).

[0030] The control unit 101 may separately detect contrast
of'each area, and set M,;(j, 1)=0 in areas excluded from the
calculation of the image displacement amount, like areas
where there is a large difference in contrast between the two
images.

[0031] As described above, in the present exemplary
embodiment, the image displacement amount distribution
Mp;s(j, 1) is generated from, the plurality of viewpoint
images.

[0032] If the resolution feeling adjustment processing is
performed for the second and subsequent times, the genera-
tion of the image displacement amount distribution M,;(j,
i) may be omitted to reduce the processing time. Therefore,
it is desirable that the generated image displacement amount
distribution M,,,(j, 1) is recorded on a recording medium of
the external storage device 104 in association with the
recorded image data.

[0033] The image displacement amount distribution M,
(j, 1) may be multiplied by a conversion coefficient corre-
sponding to the position (j, i), an aperture value of the
imaging lens (imaging optical system), and an exit pupil
distance, and thereby converted into a defocus amount
distribution indicating a distribution of defocus amounts of
an object within the viewpoint images.

[Image Displacement Difference Amount Distribution]

[0034] In step S4 of FIG. 2, the control unit 101 generates
an image displacement difference amount distribution
Mp;=#(, 1) from the image displacement amount distribu-
tion Mp;.(j, 1) and a predetermined image displacement
amount.

[0035] In step S4, the control unit 101 initially sets an
image displacement amount to be modified by the refocus
processing of the present exemplary embodiment as a pre-
determined image displacement amount p.

[0036] In step S4, the control unit 101 then calculates the
image displacement difference amount distribution My,zx(j,
i) from the image displacement amount distribution M,;(j,
1), the predetermined image displacement amount p, and a
contrast distribution M. ,,(j, 1) by Eq. (2):

- |Mpys(j, ) - pl 2)

a,

]XMCON(ja i)
»

Mpirr(j, ) = (

where 0,>0.

[0037] The image displacement difference amount distri-
bution M,,;(j, 1) is a distribution obtained by multiplying
a monotonically decreasing linear function by an absolute
value of a difference between the image displacement
amount distribution M,,(j, 1) and the predetermined image
displacement amount p, or IM,;(j, 1)-pl, and by the contrast
distribution M,,;~(j, 1). The image displacement difference
amount distribution Mp,zx(j, 1) is positive if IMp;(,
1)-pl<o,. The image displacement difference amount distri-
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bution Mp,pe(j, 1) is 0 if IMp;(, 1)-pl=0,. The image
displacement difference amount distribution My,;(j, 1) is
negative if IMp,(j, 1)-pl>0,,.

[0038] The control unit 101 sets My, 1)=(1-Ipl/o,,)x
Mcon(s 1) in areas where the contrast distribution Mo,
i) has a value smaller than a predetermined value (for
example, 0.2) and that are excluded from the calculation of
the image displacement amount. Other values may be set if
needed.

[Modified Viewpoint Images]

[0039] Instep S5 of FIG. 2, the control unit 101 performs
first sharpening and first smoothing processing on the first
and second viewpoint images I, and I, (first to N,-th
viewpoint images) according to the image displacement
difference amount distribution M,;z-(j, 1). The control unit
101 thereby generates a first modified viewpoint image and
a second modified viewpoint image (first to N; -th modified
viewpoint images).

[0040] In the present exemplary embodiment, in areas
where the image displacement difference amount distribu-
tion Mp;+(j, 1) is O or higher (M,==(j, 1)=0), the control
unit 101 performs processing for increasing a difference
between the viewpoint images to sharpen the parallax
(crosstalk correction processing, first sharpening process-
ing) on the first and second viewpoint images I, and I,
(plurality of viewpoint images). In areas where the image
displacement difference amount distribution My, 1) is
below 0 (Mp;=+(, 1)<0), the control unit 101 performs
processing for reducing a difference between viewpoint
images to smooth a parallax (crosstalk processing, first
smoothing processing). By such processing, the control unit
101 generates the first modified viewpoint image and the
second modified viewpoint image (plurality of modified
viewpoint images).

[0041] In step S5 of FIG. 2, the control unit 101 initially
sets a first intensity parameter k_=0 for specifying intensity
of the processing for increasing a difference between the
viewpoint images to sharpen the parallax (crosstalk correc-
tion processing, first sharpening processing) on the first and
second viewpoint images (plurality of viewpoint images).
Alternatively, the control unit 101 sets a first intensity
parameter k_,=0 for specifying intensity of the processing for
reducing a difference between the viewpoint images to
smooth the parallax (crosstalk processing, first smoothing
processing).

[0042] In step S5, the control unit 101 then sets a first
intensity parameter distribution K_,(j, 1) by Eq. (3):

The first intensity parameter distribution K_,(j, 1) is propor-
tional to the image displacement difference amount distri-
bution M-, 1) with k_, as a proportionality factor.

K D)=k xMprr(ii). 3

[0043] In step S5, the control unit 101 then performs
processing of Eqgs. (4A) and (4B) on the first and second
viewpoint images I,(j, 1) and L,(j, 1) (first to N, -th view-
point images). The control unit 101 thereby generates a first
modified viewpoint image MI,(j, 1) and a second modified
viewpoint image MIL,(j, 1) (first to N, -th modified view-
point images).
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(Mll(j, i)] _ ( L+ Ke(jo ) =Ka(j, D) ]( 1, i)] (44)
ML)\ —Ka( D L+Ka(L DN LG D)
Ka(j, H=0),
1-Kals D —Kalj D) (4B)
(Mll(j, i)] | 1-2Ka( D 1-2Ka(), D) (11(1', i)]
ML D) —Kalh ) 1=Ka( ) RG0S
1=-2Ka(js D) 1=2Ka(), D)
(Ka(j, 5 <0),
[0044] Eq. (4A) represents processing for increasing a

difference between the first and second viewpoint images
1,@, 1) and 1,(j, 1) (plurality of viewpoint images) to sharpen
the parallax in areas where the first intensity parameter
distribution K_,j, 1) (image displacement difference amount
distribution) is 0 or above (K_,(, 1) k. xMpzzx(, 1)20). Eq.
(4B) represents processing for reducing a difference between
the first and second viewpoint images I,(j, 1) and L,(j, 1)
(plurality of viewpoint images) to smooth the parallax in
areas where the first intensity parameter distribution K_,(j, 1)
(image displacement difference amount distribution) is
below 0 (K_(, 1)=k xMpz(, 1)<0).

[0045] FIG. 3 is a graph illustrating an example of the
processing for increasing a difference between the first and
second viewpoint images 1,(j, 1) and 1,(j, 1) (plurality of
viewpoint images) to sharpen the parallax (crosstalk correc-
tion processing, first sharpening processing). The horizontal
axis indicates a pixel position. The vertical axis indicates a
pixel value (signal level). In FIG. 3, examples of the first
viewpoint image I,(j, 1) (before modification A) and the
second viewpoint image 1,(j, 1) (before modification B)
before the sharpening processing (crosstalk correction pro-
cessing, first sharpening processing) are illustrated by bro-
ken lines. Examples of the first modified viewpoint image
MI,(j, 1) (after modification A) and the second modified
viewpoint image MI,(j, 1) (after modification B) after the
sharpening processing (crosstalk correction processing, first
sharpening processing) of Eq. (4A) are illustrated by solid
lines. The processing for increasing a difference between the
viewpoint images to sharpen the parallax (crosstalk correc-
tion processing, first sharpening processing) enhances por-
tions where there is a large difference between the viewpoint
images before the processing. Portions where there is a small
difference between the viewpoint images are not much
changed. Thus, it can be seen that the parallax between the
viewpoint images is sharpened.

[0046] The smoothing processing (crosstalk processing,
first smoothing processing) of Eq. (4B) reduces differences
between the first and second viewpoint images I, (j, 1) and
1,3, 1) (plurality of viewpoint images) to smooth the parallax
between the viewpoint images.

[0047] As described above, in the present exemplary
embodiment, the image processing for sharpening and
smoothing according to the contrast distribution Mo, 1)
and the image displacement amount distribution M4, 1) is
performed on the plurality of viewpoint images. The image
processing according to the contrast distribution Mx(j, 1)
and the image displacement amount distribution M., 1)
may be any of sharpening processing, smoothing processing,
and a combination of such processing according to need.
[0048] In the present exemplary embodiment, Egs. (7A),
(7B), (2), 3), (4A), and (4B), perform the image processing
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for sharpening and smoothing on the viewpoint images more
intensely in areas where there is a smaller difference in
contrast between the viewpoint images than in areas where
there is a larger difference in contrast between the viewpoint
images. The image processing for sharpening and smoothing
on the viewpoint images is also performed more intensely in
areas where the contrast distribution MxAj, 1) is higher
than in areas where the contrast distribution MoA(j, 1) is
lower.

[0049] In the present exemplary embodiment, Egs. (2),
(3), (4A), and (4B) perform the sharpening processing in
areas where the image displacement amount distribution
Mp;(j, 1) shows a smaller difference from a predetermined
shift amount (reference). The smoothing processing is per-
formed in areas where the image displacement amount
distribution M,;.(j, 1) has a larger difference. In the present
exemplary embodiment, Egs. (2), (3), and (4A), perform the
sharpening processing more intensely in areas where the
image displacement amount distribution M,,(j, 1) has a
smaller difference from, the predetermined shift amount
than in areas where the image displacement amount distri-
bution M,;(j, 1) has a larger difference.

[0050] In the present exemplary embodiment, Egs. (2),
(3), and (4B), perform, the smoothing processing more
intensely in areas where the image displacement amount
distribution Mp,;.(j, 1) has a larger difference from, the
predetermined shift amount than, in areas where the image
displacement amount distribution has a smaller difference.

[0051] Further, in the present exemplary embodiment,
Egs. (4A) and (4B), perform the processing for increasing a
difference between the plurality of viewpoint images to
sharpen the parallax or reducing a difference between the
plurality of viewpoint images to smooth the parallax for
each pixel of the viewpoint images, whereby the plurality of
modified viewpoint images is generated. The first sharpen-
ing processing of Eq. (4A) and the first smoothing process-
ing of Eq. (4B) are arithmetic processing between the first
viewpoint image I, (j, 1) and the second viewpoint image 1,(j,
i) which are the output signals of the first and second
photoelectric conversion units included in each pixel (j, 1).

[Refocusing by Shift Composition Processing]

[0052] Instep S6 of FIG. 2, the control unit 101 performs
processing for multiplying the first and second modified
viewpoint images MI,(j, 1) and ML,(j, 1) (first to N, -th
modified viewpoint images) by respective weighting factors,
relatively shifting the products in the pupil division direction
(x-axis direction), and adding the results (shift composition
processing). The control unit 101 thereby generates an
intermediate image which is a composite image of the
plurality of viewpoint images.

[0053] FIG. 4 is an explanatory diagram illustrating an
outline of refocusing by the shift composition processing of
the first modified viewpoint image MI,(j, i) and the second
modified viewpoint image MI,(j, 1) (plurality of modified
viewpoint images) in the pupil division direction (x-axis
direction). In FIG. 4, the x-axis is taken in a vertical
direction of the diagram while downward is defined as the
positive direction of the x-axis as. A y-axis is taken in a
direction perpendicular to the diagram while a near side
from a drawing surface is defined as the positive direction of
the y-axis. A z-axis is taken in a horizontal direction of the
diagram while leftward is defined as the positive direction of
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the z-axis. FIG. 4 schematically illustrates the first modified
viewpoint image MI,(j, 1) and the second modified view-
point image ML,(, 1).

[0054] The first and second modified viewpoint images
MI,(, 1) and MIL,(, 1) (plurality of modified viewpoint
images) contain not only light intensity distribution infor-
mation but incident angle information as well. A refocused
image on a virtual imaging plane 610 can thus be generated
by the following parallel translation and addition processing.
First, the first modified viewpoint image MI, (j, 1) is parallel
translated up to the virtual imaging plane 610 along a
principal ray angle 0,. The second modified viewpoint
image ML, (j, 1) is parallel translated up to the virtual imaging
plane 610 along a principal ray angle 0,. Secondly, the
translated first and second modified viewpoint images M1, (j,
i) and ML,(j, 1) are added.

[0055] Parallel translating of the first modified viewpoint
image MI,(j, 1) up to the virtual imaging plane 610 along the
principal ray angle 0, corresponds to a shift of -1 pixel in the
column direction. Parallel translating of the second modified
viewpoint image ML, (j, 1) up to the virtual imaging plane
610 along the principal ray angle 0, corresponds to a shift of
+1 pixel in the column direction. In such a manner, the first
and second modified viewpoint images MI, (j, 1) and MI,(j,
i) can be relatively shifted by +2 pixels, and the first
modified viewpoint image MI, (j, 1) and the second modified
viewpoint image MI,(j, i+2) can be associated and added to
generate a refocused signal on the virtual imaging plane 610.

[0056] In step S6 of FIG. 2, the control unit 101 generates
a shift composite image I (j, 1), which is the refocused image
on the virtual imaging plane 610, from the first and second
modified viewpoint images MI, (j, i) and MIL,(j, 1) (plurality
of modified viewpoint images) using Eq. (5):

[0057] In Eq. (5), pe is an even number closest to the
predetermined image displacement amount p. The even
number pe closest to the predetermined image displacement
amount p is calculated by pe=2xROUND (p/2), where
ROUND is a rounding-off function.

LG)=MI, G, )+ ML i-pe). ®

[0058] The shift composition processing of the first and
second modified viewpoint images MI, (j, 1) and ML,(j, 1) is
not limited to the even number shifting and addition pro-
cessing. Real number shifting and more generic composition
processing may be used if needed. The processing of step S7
of FIG. 2 to be described below may be omitted according
to need, and the shift composite image 1(j, 1) generated by
shifting and adding the first and second modified viewpoint
images MI, (j, i) and ML,(j, 1) (plurality of modified view-
point images) may be output as an output image.

[Sharp/Unsharp Control]

[0059] Instep S7 of FIG. 2, the control unit 101 performs
second sharpening and second smoothing processing
according to the image displacement difference amount
distribution M,;-(j, 1) on the shift composite image 14(j, 1)
(intermediate image) generated from the first and second
modified viewpoint images MI,(j, 1) and MIL,(, 1) (first to
N, ~~th modified viewpoint images). By such processing, the
control unit 101 generates an output image that is subjected
to sharp/unsharp control for adaptively controlling areas of
high sharpness and areas of high degrees of blur after
imaging.
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[0060] In the present exemplary embodiment, the control
unit 101 performs the second sharpening processing on the
shift composite image 1.(j, 1) in areas where the image
displacement difference amount distribution My, ;-(j, 1) is O
or above (Mp;(j, 1)20). On the other hand, the control unit
101 performs the second smoothing processing in areas
where the image displacement difference amount distribu-
tion My,(j, 1) is below 0 (M ,;==(j, 1)<0). The control unit
101 thereby generates the output image.

[0061] In step S7 of FIG. 2, the control unit 101 initially
sets a second intensity parameter K, 20 for specifying
intensity of the second sharpening processing or second
smoothing processing on the shift composite image 1.(j, 1).
[0062] In step S7, the control unit 101 then applies a
two-dimensional low-pass filter {F;z(i;pp> 1zp)-0;p
F<fy ppEly pry =M ppSly pesy o-b to the shift composite
image I(j, 1). The control unit 101 calculates an unsharp
mask I,,,j, 1) using Eq. (6):

For example, a two-dimensional filter such as 71, 0, 2, 0,
11x[1, 0, 2, 0, 1] may be used as the two-dimensional
low-pass filter ¥, ,-(j; pr» 17 7). A tWo-dimensional Gauss-
ian distribution may be used if needed.

Tusu(, ) = Is(jo D - ©

nLPF mipF
Z Frpr(jipr, itpr) X Is(j + jipr, i+ iLPF).
JLPF="MLPF {LPF="M PF

[0063] In step S7, the control unit 101 finally applies the
unsharp mask I,,,,(, 1) to the shift composite image 1, 1)
according to the image displacement difference amount
distribution M,,(j, 1) to perform. the second sharpening or
smoothing processing using Eq. (7). The control unit 101
thereby generates a refocused image I(j, 1) which is the
output image.

Lre(i.0)=Ls(G. ) kusaxMprer( ) *Lusadi f)- @]

[0064] In areas where the image displacement difference
amount distribution My, 1) is 0 or above (Mpy;x(,
1)=0), Eq. (7) represents the second sharpening processing.
The second sharpening processing is processing for sharp-
ening the shift composite image 1 (j, 1) according to the
magnitude of the image displacement difference amount
distribution M,,;-=(j, 1) using the unsharp mask I,,,,(, 1)
multiplied by a positive coefficient ko, xM -], 1).
[0065] On the other hand, in areas where the image
displacement difference amount distribution My,;(j, 1) is
below 0 My, 1)<0), Eq. (7) represents the second
smoothing processing. The second smoothing processing is
processing for smoothing the shift composite image 1.(j, 1)
according to the magnitude of the image displacement
difference amount distribution M,-(j, 1) using the unsharp
mask I, 1) multiplied by a negative coefficient k,,,x
Mpre(js 1.

[0066] The refocusing by the shift composition processing
can be performed based on an optical principle using light
field (LF) data. The refocusing by the shift composition
processing has an advantage that the processing can be
applied even to areas where the image displacement differ-
ence amount distribution My,;(j, 1) is not detectable. If the
x-axis direction (y-axis direction) is the only pupil division
direction, like the pupil division of the present exemplary
embodiment (Nx=2, Ny=1, and N, =2), the following situ-
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ation can occur. That is, a refocusing effect is obtained in the
x-axis direction (y-axis direction) which is the pupil division
direction, while a sufficient refocusing effect is not obtained
in the y-axis direction (x-axis direction) orthogonal to the
pupil division direction. On the other hand, a blur control by
the sharpening and smoothing according to the image dis-
placement difference amount distribution M-+, 1) can
provide a refocusing effect regardless of the pupil division
direction. In the present exemplary embodiment, the pro-
cessing for adjusting the resolution feeling is performed by
combining the refocusing by the shift composition process-
ing with the blur control by the sharpening and smoothing
according to the image displacement difference amount
distribution M,;~(j, 1). A refocusing effect can thus be
obtained even in the direction orthogonal to the pupil
division direction.

[0067] As described above, in the present exemplary
embodiment, the output image is generated by performing
the image processing for sharpening and smoothing accord-
ing to the image displacement amount distribution M,,;4(j, 1)
on the composite image 1(j, 1) of the plurality of modified
viewpoint images. More specifically, Eq. (5) adjusts the shift
amount to adjust the position in the depth direction at which
the resolution feeling is the most enhanced. The coefficients
k., and K, in Egs. (3) and (7) can also be modified
according to user operations, whereby the intensity of the
resolution feeling of the output image (display image) can be
adjusted.

[0068] In the present exemplary embodiment, the adjust-
ment width of the intensity of the resolution feeling is
changed according to the International Organization for
Standardization (ISO) sensitivity when the viewpoint
images are captured. The reason is that the higher the ISO
sensitivity, the lower a signal-to-noise (S/N) ratio, and a
strong adjustment applied to the resolution feeling of the
image can further reduce the image quality. FIG. 6A illus-
trates a table of examples of setting values. The table is
stored in the ROM 103 in advance. However, the table may
be modified by user settings. Since the shift amount between
the viewpoint images is unaffected at this time, the adjust-
ment width of the shift amount is constant regardless of the
ISO sensitivity.

[0069] Next, processing for changing a point of view by
controlling the composition ratio of the plurality of view-
point images, which is the processing specific to the present
exemplary embodiment, will be described. Such processing
has an effect of displaying a main object more sharply by
controlling the composition ratio to change the point of view
and shift a blur. Basically, the plurality of viewpoint images
is synthesized in a specified area at a specified composition
ratio, and a resultant image is superimposed and displayed
on the original composite image. A composite image I(j, 1)
at coordinates (j, 1) is expressed by Eq. (8):

JG DAk i GO+ 0, ) ®)

[0070] k,,.,, can be adjusted to adjust the effect of a blur
influenced from other objects.

[0071] In the present exemplary embodiment, the compo-
sition ratio of the viewpoint images is manually set. How-
ever, a setting manner is not limited thereto. The composi-
tion ratio may be automatically determined. For example,
the composition ratio may be variously changed to generate
a plurality of composite images and the change in the
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composite images may be detected to automatically set an
optimum composition ratio that is effective for blur shift.
[0072] Next, the ghost reduction processing using a dif-
ference in the effect of ghosts obtained from the plurality of
viewpoint images, which is processing specific to the pres-
ent exemplary embodiment, will be described. In the present
exemplary embodiment, the difference between the plurality
of viewpoint images is determined area by area (or pixel by
pixel), and only positive difference values are extracted to
detect unwanted light components (ghost components). The
detected unwanted light components are subtracted from the
image to be displayed or recorded (in the present exemplary
embodiment, the composite image of the plurality of view-
point images) to carry out ghost reduction processing. If
three or more viewpoint images are relevant, and there are
several difference values (difference images) as a result of
combination of the viewpoint images, a combination that
maximizes (the maximum value or accumulated value of)
the differences can be selected and processed to perform the
ghost reduction processing to the maximum effect.

[0073] Some lenses may be characteristically less likely to
produce a ghost. Therefore, in the present exemplary
embodiment, control is performed to enable or disable the
ghost reduction processing based on lens information when
the viewpoint images are captured. Specifically, if a lens is
less likely to produce a ghost, control is performed to disable
modification of the setting of the ghost reduction processing.
Whether a lens is less likely to produce a ghost, or whether
the lens needs a ghost adjustment, is stored in a table
illustrated in FIG. 6B to be described below.

[0074] FIG. 5A illustrates an example of a GUI to be
applied to the image data, the resolution feeling adjustment
processing, the blur shift processing by changing the point
of view, and the ghost reduction processing, which are
characteristic of the present exemplary embodiment. A win-
dow 500 represents a display of the entire application for
applying the foregoing processing to the image data. A
display image 501 is configured to display the image to be
processed. When image processing is applied to the display
image 501 by using various parameters set on the applica-
tion, the display image 501 is updated to display the image
data subjected to the processing.

[0075] A palette 502 is a GUI for setting parameters and
application ranges of image processing including the image
processing characteristic of the present exemplary embodi-
ment. In the present exemplary embodiment, the resolution
feeling adjustment processing and the blur shift processing
can be simultaneously applied. The ghost reduction process-
ing is to be exclusively applied without carrying out the
other processing. However, exemplary embodiments are not
limited thereto. Each type of processing may be configured
to be executable only in an exclusive manner so that the
accuracy of the processing can be ensured and maintained
easily. All the processing may be configured to be simulta-
neously applicable to increase the degree of processing
freedom. The palette 502 includes a user interface (UI) for
selecting either a resolution feeling adjustment/blur shift or
ghost reduction. FIG. 5A illustrates a case in which a
resolution feeling adjustment/blur shift is selected.

[0076] A parameter setting screen for a resolution feeling
adjustment displays the following: a checkbox for setting
whether to perform a resolution feeling adjustment, a bar
503 and an index 503p for adjusting a position in the depth
direction where the resolution feeling is maximized (adjust-
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ing the shift amount between the viewpoint images), and a
bar 504 and an index 504p for adjusting the intensity of the
resolution feeling adjustment.

[0077] The bar 503 is configured to indicate corresponding
directions “far (0)” and “near (0)” at the top and bottom. The
accompanying numerals indicate a degree of adjustment
(shift) with reference to the center of the bar 503. In the
present exemplary embodiment, five levels to the far side
and five levels to the near side, or a total of 11 levels, can
be set. The number of settable levels of adjustment and the
actual shift amount of pixels allocated for one level can be
arbitrarily set.

[0078] The palette 502 displays “intensity (5)” as the set
level of intensity corresponding to the bar 504. In the present
exemplary embodiment, 11 levels of intensity can be set in
terms of integers of 0 to 10 with the left end as 0. As
described above, k_, and k,,, are set to correspond to the
level of intensity. As the numeral increases, K, is set to
increase the separation performance of the two images and
K /sar 18 set to enhance an effect of edge and blur processing.
[0079] In a parameter setting screen for a blur shift,
followings are displayed: a checkbox for setting whether to
perform, a blur shift, and a button 505 to enter processing for
selecting an area to apply the blur shift to. If an instruction
(cursor designation or touch operation) to operate the button
505 is given, an operation for selecting the area to be applied
within the image is enabled. In the setting screen, a check-
box 506 for setting whether to display a boundary of the
selected area, and a bar 507 and an index 507p for setting a
composition ratio are also displayed. The bar 507 is con-
figured to indicate “left (0)” and “right (0)” on the left and
right, to indicate a direction of the point of view in which the
image generated by the setting of the composition ratio is
seen. The accompanying numerals indicate how close the
image is synthesized to one point of view with reference to
the center of the bar 507 (where the viewpoint images are
composited at a ratio of 1:1).

[0080] In a setting screen for the ghost reduction process-
ing followings are displayed: a checkbox for setting whether
to perform ghost reduction, a button 508 for entering pro-
cessing for selecting an area to apply the ghost reduction to,
and a checkbox 509 for setting whether to display a bound-
ary of the selected area.

[0081] Operations on the foregoing palette 502 and the
display image 501 may be made according to instructions
from the input devices such as a keyboard and a mouse.
Alternatively, the indexes and buttons may be operated by
touching from a touch panel.

[0082] A processing flow for determining adjustment
ranges and whether to adjust the parameters of the image
processing characteristic of the present exemplary embodi-
ment will be described with reference to the flowchart of
FIG. 5B. Steps S5010 to S5040 are each executed by the
control unit 101 or by various components according to
instructions from, the control unit 101. If the user operates
the operation, unit 105, the control unit 101 activates soft-
ware based on a program, reads an image file including
viewpoint images (viewpoint image file) from the external
storage device 104, and loads the viewpoint image file into
the RAM 103, whereby the processing illustrated in FIG. 5B
is started.

[0083] In step S5010, the control unit 101 obtains imaging
information recorded as metadata from the read out view-
point image file. In the present exemplary embodiment, the
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control unit 101 refers to the ISO sensitivity set at the time
of imaging as the imaging information.

[0084] In step S5020, the control unit 101 obtains identi-
fication (ID) information corresponding to the model of the
imaging apparatus, recorded as metadata from the read out
viewpoint image file.

[0085] In step S5030, the control unit 101 refers to a table
such as that illustrated in FIG. 6 A recorded in the ROM 108,
and sets an adjustable range of intensity of the resolution
feeling adjustment corresponding to the ISO sensitivity.
Suppose, for example, that the plurality of viewpoint images
(and the composite image) is captured at an ISO sensitivity
of 1600. According to FIG. 6A, since 800=(the ISO sensi-
tivity of the images)=3200, the corresponding coeflicients
K., and k., are multiplied by a correction coeflicient of
0.8, accordingly to a limited effect. In the present exemplary
embodiment, the number of possible levels of adjustment
indicated by the bar 504 is kept unchanged at 11 levels while
the corresponding inside parameters are multiplied by the
correction coeflicient. However, the exemplary embodiment
is not limited thereto. The number of possible levels of
adjustment of the bar 504 may be reduced to indicate the
absolute intensity of the effect.

[0086] In step S5040, the control unit 101 refers to a table
such as that illustrated in FIG. 6B recorded in the ROM 108,
and sets the applicability of the ghost reduction processing
according to the lens type obtained from the metadata.
According to the table of FIG. 6B, if the lens is the lens A,
the optical system is less likely to produce a ghost or there
occurs only a ghost that cannot be removed under the
currently-obtained parallax of the viewpoint images. In such
a case, a setting is made such that the ghost reduction
processing described in the present exemplary embodiment
is not applicable. For example, the setting portion of the
ghost reduction processing on the palette 502 is grayed out.
Alternatively, the application of the ghost reduction process-
ing may be cancelled inside the apparatus even if the user
checks on the checkbox to apply the ghost reduction pro-
cessing.

[0087] In the present exemplary embodiment, the refocus-
ing intensity slider (the maximum value of the intensity of
parallax enhancement) is configured to vary only with the
ISO sensitivity. However, the refocusing intensity slider
may be configured to vary with imaging conditions (imaging
information) such as the aperture value (F value) and a focal
length of the lens. According to the exemplary embodiment,
the width of the intensity of the resolution feeling adjust-
ment is variable with the ISO sensitivity, and the adjustment
width of the shift amount of the refocus processing is fixed.
However, the adjustment widths may be either fixed or
variable, for example, depending on the characteristics of
the image sensor and other imaging conditions (aperture
value and focal length). The ghost reduction may be imple-
mented such that an adjustment value can be set even if the
lens is less likely to produce a ghost, which is difficult for
eyes to notice.

[0088] Further, a plurality of viewpoint images obtained
by an image sensor in which a plurality of pixels is assigned
to each single microlens like the present exemplary embodi-
ment is particularly susceptible to shading due to vignetting.
Shading correction is in advance performed on each of the
plurality of viewpoint images. When a correction function
for detecting shading occurring in each viewpoint image is
detected from, the pixel values of the viewpoint image, a
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correct shading function may not be detected due to pixels
of which signals are saturated by incident light or pixels to
which charges leak in from around. In such a case, since the
shading correction, cannot be properly performed, the shad-
ing correction is set disabled. Viewpoint images lacking
proper shading correction may not be subjected to appro-
priate blur shift processing or ghost reduction processing.
Therefore, information about whether the shading correction
has been successful or information indicating whether the
shading correction is enabled or disabled (in which case the
shading correction is yet to be applied to the image) is
recorded in the metadata of the image file as imaging
information. On the setting screen for making settings of the
blur shift processing or the ghost reduction processing, the
control unit 101 imposes a limitation not to apply the
processing based on the information that the shading pro-
cessing has not been successtul or that the shading process-
ing is disabled. To impose such a limitation, a setting may
be made such that the checkboxes for the blur shift process-
ing and the ghost reduction processing may be grayed out
and disabled. Alternatively, the processing may be made
inapplicable (disabled) regardless of the positions of the
indexes even if the user checks on the checkboxes and
moves the indexes.

[0089] The exemplary embodiments of the present exem-
plary embodiment have been described in detail above.
However, the present disclosure is not limited to such
exemplary embodiments, and various modes not departing
from the gist of the disclosure are also covered by the
present disclosure. Parts of the foregoing exemplary
embodiments may be appropriately combined. An exem-
plary embodiment of the present disclosure may include
supplying a software program for implementing the func-
tions of the foregoing exemplary embodiments to a system
or an apparatus including a computer that can execute the
program, directly via a recording medium or by using
wired/wireless communications. Therefore, a program code
itself that is supplied to and installed on the computer to
implement the functional processing of the present disclo-
sure also constitutes an exemplary embodiment of the pres-
ent disclosure. In other words, a computer program itself for
implementing the functional processing of the present dis-
closure is also covered by the present disclosure. In such a
case, the program may be in any mode as long as the
program has such functions. Examples of the mode of the
program include object code, a program to be executed by
an interpreter, and script data supplied to an operating
system (OS). Examples of the recording medium for sup-
plying the program may include a magnetic recording
medium such as a hard disk and a magnetic tape, an
optical/magnetooptical recording media, and a nonvolatile
semiconductor memory. Examples of the method for sup-
plying the program may include storing a computer program
constituting an exemplary embodiment of the present dis-
closure in a server present on a computer network, and
downloading and installing the computer program by a
connected client computer.

[0090] An image processing apparatus for performing
image processing using a plurality of viewpoint images and
a method for controlling the same provide a desired image
effect by a user’s simple operations.
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OTHER EMBODIMENTS

[0091] Embodiment(s) of the present disclosure can also
be realized by a computer of a system or apparatus that reads
out and executes computer executable instructions (e.g., one
or more programs) recorded on a storage medium (which
may also be referred to more fully as a ‘non-transitory
computer-readable storage medium’) to perform the func-
tions of one or more of the above-described embodiment(s)
and/or that includes one or more circuits (e.g., application
specific integrated circuit (ASIC)) for performing the func-
tions of one or more of the above-described embodiment(s),
and by a method performed by the computer of the system
or apparatus by, for example, reading out and executing the
computer executable instructions from the storage medium
to perform the functions of one or more of the above-
described embodiment(s) and/or controlling the one or more
circuits to perform the functions of one or more of the
above-described embodiment(s). The computer may com-
prise one or more processors (e.g., central processing unit
(CPU), micro processing unit (MPU)) and may include a
network of separate computers or separate processors to read
out and execute the computer executable instructions. The
computer executable instructions may be provided to the
computer, for example, from, a network or the storage
medium. The storage medium, may include, for example,
one or more of a hard disk, a random-access memory
(RAM), a read only memory (ROM), a storage of distributed
computing systems, an optical disk (such as a compact disc
(CD), digital versatile disc (DVD), or Blu-ray Disc (BD)™),
a flash memory device, a memory card, and the like.
[0092] While the present disclosure has been described
with reference to exemplary embodiments, the scope of the
following claims is to be accorded the broadest interpreta-
tion so as to encompass all such modifications and equiva-
lent structures and functions.

[0093] This application claims the benefit of Japanese
Patent Application No. 2016-112159, filed Jun. 3, 2016
which is hereby incorporated by reference herein in its
entirety.

What is claimed is:

1. An image processing apparatus comprising:

an acquisition unit configured to obtain a plurality of
viewpoint images and imaging information corre-
sponding to the plurality of viewpoint images;

an image processing unit configured to apply image
processing to image data based on the viewpoint
images;

a setting unit configured to set a parameter of the image
processing by the image processing unit based on a user
operation; and

a limitation unit configured to limit the parameter settable
by a user via the setting unit in the image processing
based on the imaging information.

2. The image processing apparatus according to claim 1,
wherein the imaging information includes ISO sensitivity, a
focal length, a lens, and an aperture value when the view-
point images are captured.

3. The image processing apparatus according to claim 1,
wherein a parameter of adjustment processing for adjusting
resolution feeling of an image is intensity of processing, the
adjustment processing being applied by the image process-
ing unit, the parameter being set by the setting unit.

4. The image processing apparatus according to claim 1,
wherein a parameter of blur shift processing for shifting a
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position of a blur in an image is a composition ratio in
synthesizing the viewpoint images, the blur shift processing
being applied by the image processing unit, the parameter
being set by the setting unit.

5. The image processing apparatus according to claim 1,
wherein the viewpoint images are images obtained from an
image sensor in which a plurality of photoelectric conver-
sion elements is assigned to a microlens.

6. The image processing apparatus according to claim 1,
wherein the viewpoint images are images obtained from a
multi-lens imaging apparatus.

7. The image processing apparatus according to claim 1,
wherein an adjustment width of intensity of the processing
for adjusting resolution feeling of an image is variable by the
limitation unit based on the imaging information, the adjust-
ment processing being applied by the image processing unit,
the intensity being set by the setting unit.

8. The image processing apparatus according to claim 1,
wherein an adjustment width of intensity of the processing
for adjusting resolution feeling of am image is fixed regard-
less of the imaging information, the adjustment processing
being applied by the image processing unit, the intensity
being set by the setting unit.

9. The image processing apparatus according to claim 1,
wherein an adjustment width of a shift amount of the
viewpoint images in blur shift processing for shifting a
position of a blur in an image is variable by the limitation
unit based on the imaging information, the blur shift pro-
cessing being applied by the image processing unit, the shift
amount being set by the setting unit.

10. The image processing apparatus according to claim 1,
wherein an adjustment width of a shift amount of the
viewpoint images in blur shift processing for shifting a
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position of a blur in an image is fixed regardless of the
imaging information, the blur shift processing being applied
by the image processing unit.

11. The image processing apparatus according to claim 1,
wherein processing for reducing a ghost within an image is
switched between an enabled and disabled state based on the
imaging information, the ghost reduction processing being
applied by the image processing unit.

12. The image processing apparatus according to claim
11, the imaging information based on which the ghost
reduction processing is switched between the enabled and
disabled state is lens information when the viewpoint images
are captured.

13. The image processing apparatus according to claim 1,
the processing for reducing a ghost in an image is constantly
in an enabled state regardless of the imaging information,
the ghost reduction processing being applied by the image
processing unit.

14. A method for controlling an image processing appa-
ratus, comprising:

obtaining a plurality of viewpoint images and imaging

information corresponding to the plurality of viewpoint
images;

imposing a limitation on a user-settable parameter in

image processing by an image processing unit based on
the imaging information;

setting a parameter of the image processing by the image

processing unit based on a user operation and the
limitation; and

applying the image processing by the image processing

unit to image data based on the viewpoint images.
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