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A memory management system includes a memory , a pro 
cessor , a memory access monitoring module and a memory 
management module . The processor is used to access the 
memory . The memory access monitoring module includes a 
first terminal coupled to the processor , and a second terminal 
coupled to the memory . The memory access monitoring 
module is used to monitor whether the processor has 
accessed the memory so as to generate monitor data . The 
memory management module is used to receive the monitor 
data and predict when the memory is to be accessed accord 
ing to at least the monitor data . 
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MEMORY MANAGEMENT SYSTEM AND 
MEMORY MANAGEMENT METHOD FOR 
DYNAMIC MEMORY MANAGEMENT 

[ 0007 ] These and other objectives of the present invention 
will no doubt become obvious to those of ordinary skill in 
the art after reading the following detailed description of the 
preferred embodiment that is illustrated in the various fig 
ures and drawings . CROSS REFERENCE TO RELATED 

APPLICATIONS 
BRIEF DESCRIPTION OF THE DRAWINGS [ 0001 ] This application claims priority to provisional Pat 

ent Application No. 62 / 666,174 , filed May 3 , 2018 , and 
incorporated herein by reference in its entirety . 

BACKGROUND 

[ 0008 ] FIG . 1 illustrates a time diagram of turning on / off 
a memory according to prior art . 
[ 0009 ] FIG . 2 illustrates a memory management system 
according to an embodiment . 
[ 0010 ] FIG . 3 illustrates a flowchart of a memory man 
agement method according to an embodiment . 
[ 0011 ] FIG . 4 illustrates a time diagram of turning on / off 
the first memory according to an embodiment . 

DETAILED DESCRIPTION 

[ 0002 ] In the field of memory , a heterogeneous architec 
ture may be used . The heterogeneous architecture includes a 
first memory along with a second memory . For example , the 
first memory may be more inexpensive , operate more 
slowly , have a larger storage capacity and consume more 
power than the second memory . 
[ 0003 ] In order to balance efficiency and cost , some data 
and programs may be stored in the abovementioned first 
memory instead of the second memory . By means of this 
sort of heterogeneous architecture , performance may be 
improved without excessively increasing memory cost . 
However , several problems have been observed . When a 
larger , slower and more power - consuming memory is not 
needed to be used , the memory may still be unnecessarily 
turned on . This will lead to excessive power consumption . 
[ 0004 ] FIG . 1 illustrates a time diagram of turning on / off 
a memory according to prior art . In FIG . 1 , a horizontal axis 
corresponds to time , and a vertical axis corresponds to 
power provided to the memory . As shown in an example of 
FIG . 1 , at a time t1 , an application is started , and the memory 
( e.g. , the abovementioned first memory ) is thus powered and 
turned on . At a time t2 , the application is deactivated , and the 
memory is thus turn off . The memory may be turned on for 
a time interval T11 . However , during the time interval T11 , 
the memory may not be accessed all the time . In other 
words , the memory may be unnecessarily turned on and 
consume excessive power . In addition , a solution is being sought to improve an operation speed of a heterogeneous 
architecture . 

[ 0012 ] FIG . 2 illustrates a memory management system 
100 according to an embodiment . The memory management 
system 100 may include a first memory 110 , a second 
memory 120 , a processor 150 , a memory access monitoring 
module 160 and a memory management module 180 . 
[ 0013 ] According to an embodiment , the first memory 110 
may be ( but not limited to ) a dynamic random - access 
memory ( DRAM ) , read - only memory ( ROM ) , flash 
memory or static random - access memory ( SRAM ) . The 
processor 150 may be ( but not limited to ) a central process 
ing unit ( CPU ) , graphics processing unit ( GPU ) , micropro 
cessor , microcontroller or a circuit with a process function . 
The memory access monitoring module 160 may be a circuit 
block embedded on a bus where the bus may be coupled 
between the processor 150 and the first memory 110. The 
memory management module 180 maybe formed with soft 
ware , hardware and / or firmware and used to execute a 
prediction algorithm . 
[ 0014 ] The processor 150 may be used to access the first 
memory 110. The memory access monitoring module 160 
include a first terminal coupled to the processor 150 , and a 
second terminal coupled to the first memory 110. The 
memory access monitoring module 160 may be used to 
monitor whether the processor 150 has accessed the first 
memory 110 so as to generate monitor data Dm . For 
example , the memory access monitoring module 160 may 
monitor whether the processor 150 has accessed the first 
memory 110 by monitoring whether the processor 150 has 
transmitted an address corresponding to the first memory 
110 according to an embodiment . The memory management 
module 180 may be used to receive the monitor data Dm and 
predict when the first memory 110 is to be accessed accord 
ing to at least the monitor data Dm . 
[ 0015 ] According to an embodiment , the memory access 
monitoring module 160 may include ( but not limited to ) a 
detector 1610 and a monitor 1620. The detector 1610 may be 
used to detect whether the processor 150 has accessed the 
first memory 110. The monitor 1620 maybe used to record 
a start time and an end time of the first memory 110 being 
accessed by the processor 150. The monitor data Dm may be 
generated according to information collected by the detector 
1610 and the monitor 1620 . 
[ 0016 ] After the first memory 110 is accessed a plurality of 
times , a plurality of genuine start times and a plurality of 
genuine end times of the first memory 110 being accessed 

SUMMARY 

[ 0005 ] An embodiment discloses a memory management 
system including a memory , a processor , a memory access 
monitoring module and a memory management module . The 
processor is used to access the memory . The memory access 
monitoring module includes a first terminal coupled to the 
processor , and a second terminal coupled to the memory . 
The memory access monitoring module is used to monitor 
whether the processor has accessed the memory so as to 
generate monitor data . The memory management module is 
used to receive the monitor data and predict when the 
memory is to be accessed according to at least the monitor 
data . 

[ 0006 ] Another embodiment discloses a memory manage 
ment method . The memory management method includes 
monitoring whether a processor has accessed a memory so 
as to generate monitor data ; predicting when the memory is 
to be accessed by the processor according to the monitor 
data ; and turning on the memory in a bit advance when the 
memory is predicted to be accessed . Contrariwise , a best 
time may be predicted to turn off the memory to save power . 
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may be collected , the memory management module 180 
may predict when the first memory 110 is to be accessed 
according to experience . 
[ 0017 ] According to an embodiment , when the memory 
management module 180 predicts the first memory 110 is to 
be accessed , the memory management module 180 may 
arrange the first memory 110 to be turned on . According to 
an embodiment , when the first memory 110 is to be 
accessed , but the first memory 110 is not turned on to be 
ready for being accessed , the memory management module 
180 may control the processor 150 to perform a stall 
operation until the first memory 110 is turned on . In other 
words , the memory management module 180 may control 
the processor 150 to perform a stall operation to wait for that 
the first memory 110 to turn on . When the processor 150 
performs the stall operation , the processor 150 may overall 
stall or merely pause a process of accessing the first memory 
110. After the first memory 110 has been turned on , the 
processor 150 may resume operating or resume the process 
of accessing the first memory 110 . 
[ 0018 ] According to an embodiment , when the memory 
management module 180 predicts the first memory 110 is 
not to be accessed , the memory management module 180 
may arrange the first memory 110 to be turned off . 
[ 0019 ] According to an embodiment , when a memory is 
turned on , the memory may be controlled to enter an active 
mode or be provided with power . When a memory is turned 
off , the memory may be controlled to enter a self - refresh 
mode or a power - down mode , or be powered off . 
[ 0020 ] According to an embodiment , the memory man 
agement module 180 may predict when the first memory 110 
is to be accessed by machine learning using the monitor data 
Dm . As described above , the memory management module 
180 may be used to execute the prediction algorithm for 
predicting when the first memory 110 is accessed . 
[ 0021 ] According to embodiment , the memory manage 
ment module 180 may further be used to revise a prediction 
made by the memory management module 180 using the 
monitor data Dm . In other words , as the memory manage 
ment module 180 continuously receives the monitor data 
Dm from the memory access monitoring module 160 , the 
memory management module 180 may keep improving the 
accuracy and the correctness of the prediction . An error 
value may exist between a prediction and a genuine time of 
the processor 150 accessing the first memory 150 , however , 
the error value maybe checked for machine learning and / or 
statistical calculation to improve and optimize subsequent 
predictions . 
[ 0022 ] By means of recurrently predicting when the first 
memory 110 is to be accessed and checking genuine times 
of accessing the first memory 110 , data may be obtained to 
make predictions more and more accurate . According to an 
embodiment , predicted times of turning on the first memory 
110 may be more and more close to genuine times of turning 
on the first memory 110 , and predicted times of turning off 
the first memory 110 may be more and more close to genuine 
times of turning off the first memory 110 . 
[ 0023 ] In regard to the second memory 120 shown in FIG . 
2 , the second memory 120 maybe an SRAM , DRAM , ROM 
or flash memory . The memory access monitoring module 
160 may further include a third terminal coupled to the 
second memory 120. The memory access monitoring mod 
ule 160 may be further used to monitor whether the proces 
sor 150 has accessed the second memory 120 so as to expand 

the monitor data Dm . In other words , the monitor data Dm 
may include information of not only whether the first 
memory 110 is accessed but also whether the second 
memory 120 is accessed , and related time information . 
[ 0024 ] According to an embodiment , the memory man 
agement module 180 may predict when the first memory 110 
is to be accessed according to the monitor data Dm and an 
operation scenario . An operation scenario may be a condi 
tion of applying a set of device ( s ) and / or a set of program ( s ) . 
For example , when a gyroscope sensor , a barometer sensor , 
a pedometer sensor and a thermometer sensor of a mobile 
device ( e.g. , a mobile phone ) are enabled to be in use , this 
condition may be an operation scenario . In another example , 
when a set of mobile application programs are in use , this 
condition may be another operation scenario . Because times 
and frequency of turning on / off the first memory 110 may 
vary with operation scenarios , the memory management 
module 180 may predict when the first memory 110 is to be 
accessed according to the monitor data Dm and an operation 
scenario . The memory management module 180 may use a 
corresponding plan of time to make predictions when enter 
ing a different operation scenario . According to an embodi 
ment , the detector 1610 may detect a set of device ( s ) / 
program ( s ) used with the first memory 110 , and the monitor 
1620 may record data volumes used by the device ( s ) / 
program ( s ) . The information related to the used device ( s ) / 
program ( s ) collected by the detector 1610 and the monitor 
1620 may be used by the memory management module 180 
to determine a corresponding operation scenario . According 
to an embodiment , the monitor data Dm may also include 
information related to an operation scenario . 
[ 0025 ] FIG . 3 illustrates a flowchart of a memory man 
agement method 200 according to an embodiment . As 
shown in FIG . 2 and FIG . 3 , the memory management 
method 200 may include following steps . 
[ 0026 ] Step 220 : predict when the first memory 110 is to 
be accessed by the processor 150 according to the monitor 
data Dm ; 
[ 0027 ] Step 230 : turn on the first memory 110 when the 
first memory 110 is predicted to be accessed ; 
[ 0028 ] Step 240 : turn off the first memory 110 when the 
first memory 110 is predicted not to be accessed ; and 
[ 0029 ] Step 250 : monitor whether the processor 150 has 
accessed the first memory 110 so as to generate the monitor 
data Dm . 
[ 0030 ] According to an embodiment , as described above , 
Step 220 may be performed by the memory management 
module 180 of FIG . 2. Step 230 and Step 240 may be 
performed to turn on / off the first memory 110 according to 
predictions made by the memory management module 180 . 
FIG . 3 merely provides an example , Step 240 may be 
performed before performing Step 230 if needed , and Step 
230 and Step 240 may be performed by turns . Step 250 may 
be performed by the memory access monitoring module 160 
of FIG . 2. According to an embodiment , the Step 250 may 
be concurrently performed when performing Step 230 and 
Step 240 for collecting and generating the monitor data Dm . 
For example , when Step 220 is performed at beginning , an 
initial default setting may be used to make the prediction , the 
default setting may be revised afterward according to the 
results of monitoring ( e.g. , the data Dm ) obtained in Step 
250 , and the revised setting may then be used to make 
subsequent predictions . The method 200 of FIG . 3 maybe 
performed repeatedly as a loop to constantly monitor the 
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difference ( s ) between predicted time ( s ) and genuine time ( s ) 
of accessing the first memory 110 so as to constantly revise 
and optimize the prediction ( s ) accordingly . As mentioned 
above , the steps may be recurrently performed to improve 
accuracy of the predictions , and dynamic memory manage 
ment may be achieved . 
[ 0031 ] For example , the first memory 110 may have a 
larger storage capacity , a lower operation speed and higher 
power consumption . The second memory 120 may have a 
smaller storage capacity , a higher operation speed and lower 
power consumption . For example , the first memory 110 may 
be ( but not limited to ) a DRAM and the second memory 120 
may be ( but not limited to ) an SRAM . According to an 
embodiment , the first memory 110 maybe turned on / off 
according to the prediction ( s ) made by the memory man 
agement module 180 , the second memory 120 may be turned 
off when the system 100 is suspended , and the second 
memory 120 may be turned on when the system 100 is 
woken up . However , this is merely an example instead of 
limiting the scope of embodiments . 
[ 0032 ] FIG . 4 illustrates a time diagram of turning on / off 
the first memory 110 according to an embodiment . In FIG . 
4 , a horizontal axis corresponds to time , and a vertical axis 
corresponds to power provided to the first memory 110. In 
FIG . 4 , at a time t41 , the system 100 may wake up from a 
suspend mode ( sleep mode ) to enter a wake up mode . At a 
time t42 , the processor 150 may try to access data , and the 
data maybe found in a cache memory . In other words , a 
" cache hit ” may occur at the time t42 . According to prior art , 
the first memory 110 may be unnecessarily turned on 
without being used because the cache memory may be 
transparent for a program operating on the processor 150 . 
However , as shown in FIG . 4 , according to an embodiment , 
the first memory 110 may not be unnecessarily turned on at 
the time t42 because the memory management module 180 
does not predict the first memory 100 is to be accessed at the 
time t42 . The first memory 110 may be turned on at a time 
t43 and be turned off at a time t45 because the memory 
management module 180 may predict the first memory 100 
is to be accessed after the time t43 and not to be accessed 
after the time t45 . For example , at the time t43 , the processor 
150 may fail to find required data in the cache memory , so 
a “ cache miss ” may occur . Because the first memory 110 
may be actually accessed from a time t44 , and the time t44 
comes after the time t43 , the processor 150 may not need to 
execute a stall operation to wait for the first memory 100 to 
be turned on , and the operating speed of the system may be 
improved . Between a time t46 and a time t47 , the first 
memory 110 may be not turned on because a cache hit may 
occur as shown in FIG . 4. However , according to prior art , 
the first memory 110 may be unnecessarily turned on from 
the time t46 to the time t47 because the system enters a wake 
up mode from the suspend mode , and the first memory 110 
may be turned on without being accessed . According to the 
prediction ( s ) made by the memory management module 
180 , the memory 110 may be turned on in a little advance of 
starting accessing the memory 110 , and an optimized time 
may be predicted to turn off the memory 110 to save power . 
[ 0033 ] By means of the memory management system 100 
and the memory management method 200 , it may be 
avoided that the first memory 110 is unnecessarily turned on 
without being accessed , so power consumption may be 
reduced . By means of predictions beforehand , it may be 
avoided that the first memory 110 is turned on after the 

processor 150 transmits an address , so the time of waiting 
for the first memory 110 to wake up from a sleep mode may 
be reduced , and an operation speed of the system may be 
improved . Further , when the memory management system 
100 is designed as a cacheable structure , it may be avoided 
to unnecessarily turn on the first memory 110 when required 
data has been obtained in a cache memory , where the cache 
memory may be a smaller and faster memory embedded 
between the processor 150 and a set of main memories 
including the memories 110 and 120 , and the condition of 
obtaining the required data in the cache memory may be 
so - called cache hit . According to an embodiment , a memory 
may not be synchronously turned on / off when the system is 
woken up / suspended , so the excessive power consumption 
caused by unnecessarily turning on the memory may be 
reduced . In summary , by means of a memory management 
system and a memory management method provided by an 
embodiment , in a heterogeneous architecture , problems 
related to memory cost , power consumption and operating 
speed may be reduced . 
[ 0034 ] Those skilled in the art will readily observe that 
numerous modifications and alterations of the device and 
method may be made while retaining the teachings of the 
invention . Accordingly , the above disclosure should be 
construed as limited only by the metes and bounds of the 
appended claims . 
What is claimed is : 
1. A memory management system comprising : 
a first memory ; 
a processor configured to access the first memory ; 
a memory access monitoring module comprising a first 

terminal coupled to the processor , and a second termi 
nal coupled to the first memory , the memory access 
monitoring module being configured to monitor 
whether the processor has accessed the first memory so 
as to generate monitor data ; and 

a memory management module configured to receive the 
monitor data and predict when the first memory is to be 
accessed according to at least the monitor data . 

2. The memory management system of claim 1 , wherein 
the memory access monitoring module further comprises : 

a detector configured to detect whether the processor has 
accessed the first memory ; and 

a monitor configured to record a start time and an end time 
of the first memory being accessed by the processor ; 

wherein the monitor data is generated according to infor 
mation collected by the detector and the monitor . 

3. The memory management system of claim 1 , wherein 
when the memory management module predicts the first 
memory is to be accessed , the memory management module 
arranges the first memory to be turned on . 

4. The memory management system of claim 1 , wherein 
the memory management module controls the processor to 
perform a stall operation or merely pause a process until the 
first memory is turned on . 
5. The memory management system of claim 1 , wherein 

when the memory management module predicts the first 
memory is not to be accessed , the memory management 
module arranges the first memory to be turned off . 

6. The memory management system of claim 1 , wherein 
the memory management module predicts when the first 
memory is to be accessed by machine learning using the 
monitor data . 
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13. The memory management method of claim 12 , further 
comprising : 

turning off the first memory when the first memory is 
predicted not to be accessed . 

14. The memory management method of claim 12 , further 
comprising : 

controlling the processor to perform a stall operation or 
merely pause a process until the first memory is turned 
on . 

7. The memory management system of claim 1 , wherein 
the memory management module is further configured to 
revise a prediction made by the memory management mod 
ule using the monitor data . 

8. The memory management system of claim 1 further 
comprising a second memory , wherein the memory access 
monitoring module further comprises a third terminal 
coupled to the second memory , the memory access moni 
toring module is further configured to monitor whether the 
processor has accessed the second memory so as to expand 
the monitor data . 

9. The memory management system of claim 1 , wherein 
the memory access monitoring module monitors whether the 
processor has accessed the first memory by monitoring 
whether the processor has transmitted an address corre 
sponding to the first memory . 

10. The memory management system of claim 1 , wherein 
the first memory is a dynamic random - access memory , 
read - only memory , flash memory or static random - access 
memory . 

11. The memory management system of claim 1 , wherein 
the memory management module predicts when the first 
memory is to be accessed according to the monitor data and 
an operation scenario . 

12. A memory management method comprising : 
monitoring whether a processor has accessed a first 
memory so as to generate monitor data ; 

predicting when the first memory is to be accessed by the 
processor according to the monitor data ; and 

turning on the first memory when the first memory is 
predicted to be accessed . 

15. The memory management method of claim 12 , 
wherein the monitor data is generated by : 

detecting whether the processor has accessed the first 
memory ; and 

recording a start time and an end time of the first memory 
being accessed by the processor . 

16. The memory management method of claim 12 , 
wherein when the first memory is to be accessed by the 
processor is predicted by machine learning according to the 
monitor data . 

17. The memory management method of claim 12 , further 
comprising revising a prediction using the monitor data . 

18. The memory management method of claim 12 , further 
comprising : 

monitoring whether the processor has accessed second 
memory so as to expand the monitor data . 

19. The memory management method of claim 12 , 
wherein when the first memory is to be accessed by the 
processor is predicted according to the monitor data and an 
operation scenario . 


