US 20180350365A1

a2y Patent Application Publication o) Pub. No.: US 2018/0350365 A1

a9y United States

Lee et al. 43) Pub. Date: Dec. 6, 2018
(54) VEHICLE-MOUNTED VOICE (52) US. CL
RECOGNITION DEVICE, VEHICLE CPC oo, GIOL 15/22 (2013.01); GI0L 15/30

INCLUDING THE SAME,
VEHICLE-MOUNTED VOICE
RECOGNITION SYSTEM, AND METHOD
FOR CONTROLLING THE SAME

(2013.01); HO4M 2250/74 (2013.01); GI10L
2015/223 (2013.01); G10L 15/265 (2013.01)

. . 57 ABSTRACT
(71) Applicants:Hyundai Motor Company, Seoul
(KR); Kia Motors Corporation, Seoul
(KR) A vehicle-mounted voice recognition device includes: a
. . storage configured to store a plurality of databases for voice
(72) Inventors: Jin Ho Lee, Suwon (KR); Jae Min recognition generated based on an address book database
Joh, Yongin (KR) sent from a terminal device; a processor configured to detect
(21) Appl. No.: 15/804,673 at least. one element from the plurality of de.ltabas?s for voice
recognition and determine an order of displaying contact
(22) Filed: Nov. 6, 2017 information corresponding to the at least one element; and a
user interface configured to display the contact information
(30) Foreign Application Priority Data corresponding to the at least one element in the order of
displaying and receive a selection of a piece of the contact
May 30, 2017  (KR) eecevevreeececnene 10-2017-0066530 information from a user. The processor is further configured
Publication Classificati to detect a database among the plurality of databases for
ublication Classification voice recognition, the detected database including an ele-
(51) Int. CL ment corresponding to the selected piece of contact infor-
GI10L 1522 (2006.01) mation, and re-determine the order of displaying the contact
GI0L 15730 (2006.01) information based on detection frequencies of the plurality
GI0L 15726 (2006.01) of databases for voice recognition.
200
TERMINAL DEVICE
210 270
/ /
ot THIRD
COMMUN | CAT 10N 3
~—_ W bl 1
PROCESSCR 280 -
B FOURTH
COMIUN | CAT 10N
- UNIT ™
IRES —
STORAGE 100
251 ¢
AORESS e
-5 SECOHD
BOOK DATABASE P o 70 |COMMUNICATION UNIT [™-185 ~
: 110 19 |
A FIRST ; P —
2 | [cOMUNICATION. ] PROCESSOR 7] USER \}
— UNIT INTERFACE
—
150 DISPLAY  H-191 {
STORAGE WP |19 ]
151-1~1_FIRST DATABASE {
SOUND RECEIVER [}-195 -
S -
_—\ = —— = : —["souno oot {67 |
N\ e . >
— 151-n1-11  N-TH DATABASE —




Yo
«
2]
&
(=
' g]
e
S L~ | 3ovavivo HI-N  H-u-1G1 y — = N
= 84 Lndine annos | LA
& - Ll | | 3Svaviva ONOO3S H-e-IGh ) —
@ S61-H Y3A13038 QNS | N
= f [ Zsvaviva LS5 H-1-1sl
L -l lnan | OTH0LS
. 7 i
S \ LS
S el
= J0VAHIINI LINN -
— ﬁ{ 53N = H0SS300Hd [ "INo1Lvo INOQD| | o~ ‘M\
> — 7 [ 15814 A
2 N3 0lt A AP
2 ~ - S8L~_| LINN NOTLYO1NAWAOD 02} A7 ISYEVIYO MO0d
% ~ ONO23S |~ \ SS3H0QY
~ —T 162
vy 001 2DYHOLS
m 052
N LIND
NO I LY I NNAIOD
= HiENGA -
2 7
= 082 H05S300dd
[>]
2 T 1IND
= NO T LY I NNAGD
A QHIHL |
= 7 7
2 0/2 0iz
S I01A30 TWNIRHIL
o= 7
Am 002
= T "OId
2
«
[~™



Patent Application Publication  Dec. 6, 2018 Sheet 2 of 12 US 2018/0350365 A1

FIG. 2
150
110 ‘
/ STORAGE
PROCESSOR [ FIRST DATABASE H-151-1
251 11
/ /1| SECOND DATABASE H-151-2
ADDRESS BOOK CREATE MULTIPLE DATABASE -
DATABASE FOR VOICE RECOGN!TION :
| N-TH pATABASE  HH-151-n




US 2018/0350365 Al

Dec. 6,2018 Sheet 3 of 12

Patent Application Publication

*he

*
»
-

L4
L3
-

923~ e++ | 0000-NNN-010 | ejebuy
A

G161

GZA~{ oer 0000-XXXX-010 WOW

A

161

pza~] eee | 0000-XXXX-010 | 110G

623~ +ee | 0000-XXXX-0L0 | Alew

4

E-1Gl

223~ eee | 0000-XXXX-0L0 | A1El Y} lug
A

-Gl

123~ ees | ODOO-XXXX-010 | U115 Alep
A

-Gl

see 997 0000-ZZZ~20 | Buryg 997  ~tl3
ees | HIHIOHY | O000-AAAA-QLO | BIAISY | YLIUS [l 3
see WOW 0000-XXXX-0L0 | AJB | UlluS (|13
e JWYN dWYN
NOILYTI3H | H38ANN 3NOHd 1Sui4 | AT
/
162

€ 'OId



Patent Application Publication  Dec. 6, 2018 Sheet 4 of 12 US 2018/0350365 A1

FIG. 4
110
4
PROCESSOR
195 120 150
/ / /
PERFORM STORAGE
SOUND RECE [VER |
JOTEs AecoanTIon — | FIRST DATABASE H-151-1
’ : | SECOND DATABASE H-151-2
SEARCH FOR -
CORRESPOND ING ELEMENT | : .
191 r 1§2 | N-TH DATABASE H-151-n
CONTROL DISPLAY OF
DISPLAY SEARCH RESULT
193 123
/ ¥ /
INPUT =~ RECEIVE SELECTION RESULT
124
¥ J
DETECT DATABASE
CORRESPONDING TO
SELECTION RESULT
125
L /

STORE RESULT |




Patent Application Publication  Dec. 6, 2018 Sheet 5 of 12 US 2018/0350365 A1

FIG. 5
192
1922 f 192b
/ )
4 (] i N
& JANUARY 1 12:00 AM
J RESULT | ADDRESS BOOK
192d -1+ KANGWON 0 010-t111-YZYZ
192
192e | +— KANGWONGI 2y 032-XXXX-YYYY

| TOTAL CALL |[0UTaOING CALL{INGOMING CALL|| MISSED GALL




Patent Application Publication  Dec. 6, 2018 Sheet 6 of 12 US 2018/0350365 A1

FIG. 6
110
/
PROCESSOR
12&/3—1 1?0
DETECT K-TH DATABASE STORAGE
125-2 125-k
! / /
Cnt_k = Cnt_k + 1 o Cnt_k




Patent Application Publication  Dec. 6, 2018 Sheet 7 of 12 US 2018/0350365 A1

FIG. 7
150 152
. /
STORAGE ,/
INDEX DETECTION COUNT
152-1-+ FIRST DATABASE 20
152-2-+ SECOND DATABASE 0
152-3-+ THRID DATABASE 60
152-4—~+ FOURTH DATABASE 10
152-n—+  N-TH DATABASE 10




Patent Application Publication  Dec. 6, 2018 Sheet 8 of 12 US 2018/0350365 A1

FIG. 8
110
/
PROCESSOR
195 130 150
/ / /
SOUND REGEVER |—t=PERFORM VOICE RECOGNITION| STORAGE
131 | FIRST DATABASE H-151-1
\ / l I
SEARCH FOR | SECOND DATABASE |}-151-2
CORRESPOND ING ELEVENT -
19 ‘ B2 [ noTH oATABASE HH151-n
CONTROL DISPLAY
DISPLAY BASED ON CORRECTED
CONF IDENTIAL VALUE




Patent Application Publication  Dec. 6, 2018 Sheet 9 of 12 US 2018/0350365 A1

FIG. 9

110
/

PROCESSOR
195 1j10 150

/ /
SOUND RECEIVER ||| PERFORM VOIGE RECOGNITION | STORAGE
141 | FIRST DATABASE }f-151-1

SEARCH FOR | SECOND DATABASE H~151-2
CORRESPONDING ELEMENT -

1 192 | N-TH DATABASE  }}+151-n

CONTROL DISPLAY OF
DISPLAY SEARCH RESULT

193 143

/
INPUT FH RECEIVE SELECTION RESULT

144
/

SELECT ONE ELEMENT I[N
THE SAME DATABASE

145
£

STORE RESULT OF
ELEMENT SELECTION
(Cnt_k_i =Cnt_k_i + 1)




Patent Application Publication  Dec. 6, 2018 Sheet 10 of 12 US 2018/0350365 A1l

FIG. 10

( START )

! 390
CONNECT TERMINAL DEVICE AND
VEHICLE FOR COMMUNICATION
! 391
RECE IVE ACDRESS BOOK DATABASE
FROM TERMINAL DEVICE
: 392
OBTAIN MULTIPLE DATABASE FOR VOICE
RECOGN ITION CORRESPONDING
TO ADDRESS BOOK DATABASE
® ‘ o3
START VOICE RECOGNITION
W 304
\ /

DETECT ELEMENT CORRESPONDING RECOGNIZED
VOICE FROM MULT IPLE DATABASE
FOR VOICE RECOGNITION

>




01 LINDOOIL
S 5004

US 2018/0350365 Al

INAOD NO G3SvA IN3N3T3 HOV3
HOo4 3IVIVA VIINTOLINOD 3LVIND YD

02t

LANTIVA
TYIINIO1ANOD OLINO
g31041434 38 INNOD
TTM

Blg
| ,
JOVEVIVA (O IHL IEVAVIVO ONODTS JSvaY LV 15814
NOHLOFTES TH0NVO o4 INAOD 34vadn H04 LN09 3L¥0dn H02 INAOD 3L¥adn

BlE

[ALEINEY
SYaYLVO ONODES
WOYd G3L0VHIXS
N3W313 S|

Dec. 6,2018 Sheet 11 of 12

&J45dY 14
JRIL NIVIH3D

JSVEVLYa isdid
AOH4 0310vd1IXd #0d4 0310vdlX3

ININENT S

| woio3Es suasn |

oie (9)
(V)

TT "OId

Patent Application Publication



Patent Application Publication

Dec. 6,2018 Sheet 12 of 12

US 2018/0350365 Al

FIG. 12

(_ START )

gl 330
| START VOICE RECOGNITION |

r 3?1
DETECT ELEMENT CORRESPONDING
RECOGNIZED VOICE FROM MULTIPLE
DATABASE FOR VOICE RECOGNITION

332
/

f

DISPLAY DETECTED ELEMENT
ACCORDING TO CONFIGENTIAL VALUE

' 3?3
RECEIVE USER'S SELECTION ;

334

FIRST
ELEMENT SELECTED

FROM THE SAME
DATABASE?

335
| UPDATE COUNT FOR FIRST ELEMENT |

< FROM AMONG ELEMENTS DETECTED 3

336
/

SELECT SECOND ELEMENT FROM
AMONG ELEMENTS DETECTED
FROM THE SAME DATABASE

337

4 /
{UPDATE GOUNT FOR SECOND ELEMENT |
|

! 338

COUNT BE REFLECTED
ONTO CONF IDENTIAL

NO

339
/

UPDATE CONF IDENT AL
VALUE BASED ON COUNT

END



US 2018/0350365 Al

VEHICLE-MOUNTED VOICE
RECOGNITION DEVICE, VEHICLE
INCLUDING THE SAME,
VEHICLE-MOUNTED VOICE
RECOGNITION SYSTEM, AND METHOD
FOR CONTROLLING THE SAME

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application claims the benefit of priority to
Korean Patent Application No. 10-2017-0066530, filed on
May 30, 2017, the disclosure of which is incorporated herein
by reference in its entirety.

BACKGROUND

1. Technical Field

[0002] The present disclosure relates generally to vehicu-
lar technologies and, more particularly, to a vehicle-mounted
voice recognition device, vehicle including the same,
vehicle-mounted voice recognition system, and method for
controlling the same.

2. Discussion of Related Art

[0003] Recently, various devices intended to enhance user
convenience have been installed in vehicles. Such devices
include, for example, a navigation system, a radio system, a
television system, a vehicle-mounted voice recognition
device, or the like. The devices may be designed to perform
certain functions based on a manipulation of mechanical
buttons, touch input on a touchscreen, recognition of a user’s
voice, or the like.

SUMMARY OF THE DISCLOSURE

[0004] The present disclosure provides a vehicle-mounted
voice recognition device, vehicle including the same,
vehicle-mounted voice recognition system, and method for
controlling the same, which provides the user with suitable
voice recognition results to meet a user’s usage patterns or
intents.

[0005] In accordance with embodiments of the present
disclosure, a vehicle-mounted voice recognition device
includes: a storage configured to store a plurality of data-
bases for voice recognition generated based on an address
book database sent from a terminal device; a processor
configured to detect at least one element from the plurality
of databases for voice recognition and determine an order of
displaying contact information corresponding to the at least
one element; and a user interface configured to display the
contact information corresponding to the at least one ele-
ment in the order of displaying and receive a selection of a
piece of the contact information from a user. The processor
is further configured to detect a database among the plurality
of databases for voice recognition, the detected database
including an element corresponding to the selected piece of
contact information, and re-determine the order of display-
ing the contact information based on detection frequencies
of the plurality of databases for voice recognition.

[0006] The vehicle-mounted voice recognition device may
further include a sound receiver configured to receive a
voice of the user and output a sound signal. The processor
may be further configured to perform voice recognition on
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the sound signal to detect at least one element corresponding
to the voice of the user from the plurality of databases for
voice recognition.

[0007] The processor may be configured to further detect
a confidential value for each of the at least one element
corresponding to the voice of the user.

[0008] The processor may be configured to generate a
corrected confidential value by modifying the confidential
value for each of the at least one element according to the
detection frequencies of the plurality of databases for voice
recognition.

[0009] When a database among the plurality of databases
for voice recognition including an element corresponding to
the selected piece of contact information is detected, the
processor may be further configured to increment and update
a count corresponding to the detected database.

[0010] The processor may be configured to use a confi-
dential value for each of the at least one element and the
count corresponding to the detected database to determine a
corrected confidential value for each of the at least one
element.

[0011] The processor may be configured to use the cor-
rected confidential value for each of the at least one element
to re-determine the order of displaying the contact informa-
tion.

[0012] The processor may be configured to use selection
frequencies of a plurality of elements in the detected data-
base to re-determine the order of displaying the contact
information.

[0013] The processor may be configured to make a call
with an outside terminal device corresponding to the
selected piece of contact information using the terminal
device.

[0014] The at least one element may include at least one
of'a family name, a first name, the first name followed by the
family name, the family name followed by the first name, a
monosyllabic word, and a uniquely pronounced word.
[0015] Furthermore, in accordance with embodiments of
the present disclosure, a method for controlling a vehicle-
mounted voice recognition device includes: receiving an
address book database sent from a terminal device; gener-
ating a plurality of databases for voice recognition based on
the address book database; detecting at least one element
from the plurality of databases for voice recognition; deter-
mining an order of displaying contact information corre-
sponding to the at least one element; displaying the contact
information corresponding to the at least one element in the
order of displaying; receiving a selection of a piece of the
contact information from a user; detecting a database among
the plurality of databases for voice recognition, the detected
database including an element corresponding to the selected
piece of contact information; and re-determining the order of
displaying contact information based on detection frequen-
cies of the plurality of databases for voice recognition.
[0016] The detecting of the at least one element from the
plurality of databases for voice recognition may include:
receiving a voice of the user; and outputting a sound signal;
and performing voice recognition on the sound signal to
detect at least one element from the plurality of databases for
voice recognition.

[0017] The performing of voice recognition on the sound
signal may comprise detecting the at least one element and
a confidential value for each of the at least one element.
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[0018] The re-determining of the order of displaying con-
tact information may comprise generating a corrected con-
fidential value by modifying the confidential value for each
of the at least one element according to the detection
frequencies of the plurality of databases for voice recogni-
tion.

[0019] The re-determining of the order of displaying con-
tact information may comprise, when a database among the
plurality of databases for voice recognition including an
element corresponding to the selected piece of contact
information is detected, incrementing and updating a count
corresponding to the detected database.

[0020] The re-determining of the order of displaying con-
tact information may comprise using a confidential value for
each of the at least one element and the count corresponding
to the detected database to determine a corrected confiden-
tial value for each of the at least one element.

[0021] The re-determining of the order of displaying con-
tact information may comprise using the corrected confi-
dential value for each of the at least one element to re-
determine the order of displaying the contact information.
[0022] The method may further comprise: using selection
frequencies of a plurality of elements in the detected data-
base to re-determine the order of displaying the contact
information.

[0023] The method may further comprise: making a call
with an outside terminal device corresponding to the
selected piece of contact information using the terminal
device.

[0024] The at least one element may include at least one
of'a family name, a first name, the first name followed by the
family name, the family name followed by the first name, a
monosyllabic word, and a uniquely pronounced word.
[0025] Furthermore, in accordance with embodiments of
the present disclosure, a vehicle-mounted voice recognition
system includes: a terminal device including an address
book database; and a vehicle-mounted voice recognition
device configured to receive the address book database from
the terminal device; generate a plurality of databases for
voice recognition based on the address book database; detect
at least one element from the plurality of databases for voice
recognition; determine an order of displaying contact infor-
mation corresponding to the at least one element; display the
contact information corresponding to the at least one ele-
ment in the order of displaying; and receive a selection of a
piece of the contact information from a user. The vehicle-
mounted voice recognition device is further configured to
detect a database among the plurality of databases for voice
recognition, the detected database including an element
corresponding to the selected piece of contact information,
and re-determine the order of displaying the contact infor-
mation based on detection frequencies of the plurality of
databases for voice recognition.

[0026] Furthermore, in accordance with embodiments of
the present disclosure, a vehicle includes: a storage config-
ured to store a plurality of databases for voice recognition
generated based on an address book database sent from a
terminal device; a processor configured to detect at least one
element from the plurality of databases for voice recognition
and determine an order of displaying contact information
corresponding to the at least one element; and a user
interface configured to display the contact information cor-
responding to the at least one element in the order of
displaying and receive a selection of a piece of the contact
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information from a user. The processor is further configured
to detect a database among the plurality of databases for
voice recognition, the detected database including an ele-
ment corresponding to the selected piece of contact infor-
mation, and re-determine the order of displaying the contact
information based on detection frequencies of the plurality
of databases for voice recognition.

BRIEF DESCRIPTION OF THE DRAWINGS

[0027] The above and other objects, features and advan-
tages of the present disclosure will become more apparent to
those of ordinary skill in the art by describing in detail
exemplary embodiments thereof with reference to the
accompanying drawings, described briefly below.

[0028] FIG. 1 is a block diagram of a vehicle-mounted
voice recognition system, according to embodiments of the
present disclosure.

[0029] FIG. 2 is a first diagram for explaining an example
of operation of a processor creating a plurality of databases
for voice recognition.

[0030] FIG. 3 is a second diagram for explaining an
example of operation of a processor creating a plurality of
databases for voice recognition.

[0031] FIG. 4 is a diagram for explaining an example of
operation of the processor.

[0032] FIG. 5 shows an example of a screen displayed on
a display.
[0033] FIG. 6 shows an example of a processor storing

information about a database for voice recognition corre-
sponding to a selection result.

[0034] FIG. 7 shows an example of weights for a plurality
of databases stored in a storage.

[0035] FIG. 8 shows an example of a process of displaying
search results based on confidential values corrected by a
processor.

[0036] FIG. 9 shows an example of a process of a pro-
cessor storing results from selection of a record in the same
database.

[0037] FIG. 10 is a first flowchart of an exemplary a
method for controlling a vehicle-mounted voice recognition
device according to embodiments of the present disclosure.
[0038] FIG. 11 is s second flowchart of an exemplary a
method for controlling a vehicle-mounted voice recognition
device according to embodiments of the present disclosure.
[0039] FIG. 12 is a third flowchart of an exemplary a
method for controlling a vehicle-mounted voice recognition
device according to embodiments of the present disclosure.
[0040] It should be understood that the above-referenced
drawings are not necessarily to scale, presenting a somewhat
simplified representation of various preferred features illus-
trative of the basic principles of the disclosure. The specific
design features of the present disclosure, including, for
example, specific dimensions, orientations, locations, and
shapes, will be determined in part by the particular intended
application and use environment.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

[0041] Hereinafter, embodiments of the present disclosure
will be described in detail with reference to the accompa-
nying drawings. As those skilled in the art would realize, the
described embodiments may be modified in various different
ways, all without departing from the spirit or scope of the
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present disclosure. Further, throughout the specification, like
reference numerals refer to like elements.

[0042] The terminology used herein is for the purpose of
describing particular embodiments only and is not intended
to be limiting of the disclosure. As used herein, the singular
forms “a,” “an,” and “the” are intended to include the plural
forms as well, unless the context clearly indicates otherwise.
It will be further understood that the terms “comprises”
and/or “comprising,” when used in this specification, specify
the presence of stated features, integers, steps, operations,
elements, and/or components, but do not preclude the pres-
ence or addition of one or more other features, integers,
steps, operations, elements, components, and/or groups
thereof. As used herein, the term “and/or” includes any and
all combinations of one or more of the associated listed
items.

[0043] It is understood that the term “vehicle” or “vehicu-
lar” or other similar term as used herein is inclusive of motor
vehicles in general such as passenger automobiles including
sports utility vehicles (SUV), buses, trucks, various com-
mercial vehicles, watercraft including a variety of boats and
ships, aircraft, and the like, and includes hybrid vehicles,
electric vehicles, plug-in hybrid electric vehicles, hydrogen-
powered vehicles and other alternative fuel vehicles (e.g.,
fuels derived from resources other than petroleum). As
referred to herein, a hybrid vehicle is a vehicle that has two
or more sources of power, for example both gasoline-
powered and electric-powered vehicles.

[0044] Additionally, it is understood that one or more of
the below methods, or aspects thereof, may be executed by
at least one control unit. The term “control unit” may refer
to a hardware device that includes a memory and a proces-
sor. The memory is configured to store program instructions,
and the processor is specifically programmed to execute the
program instructions to perform one or more processes
which are described further below. Moreover, it is under-
stood that the below methods may be executed by an
apparatus comprising the control unit in conjunction with
one or more other components, as would be appreciated by
a person of ordinary skill in the art.

[0045] Furthermore, the control unit of the present disclo-
sure may be embodied as non-transitory computer readable
media containing executable program instructions executed
by a processor, controller or the like. Examples of the
computer readable mediums include, but are not limited to,
ROM, RAM, compact disc (CD)-ROMs, magnetic tapes,
floppy disks, flash drives, smart cards and optical data
storage devices. The computer readable recording medium
can also be distributed throughout a computer network so
that the program instructions are stored and executed in a
distributed fashion, e.g., by a telematics server or a Con-
troller Area Network (CAN).

[0046] Embodiments of a vehicle-mounted voice recog-
nition device, vehicle including the same, vehicle-mounted
voice recognition system, and method for controlling the
same will now be described with reference to FIGS. 1t0 9.
[0047] FIG. 1 is a block diagram of a vehicle-mounted
voice recognition system, according to embodiments of the
present disclosure.

[0048] As shown in FIG. 1, a vehicle-mounted voice
recognition system 1 may include a vehicle-mounted voice
recognition device 100 and a terminal device 200.

[0049] The vehicle-mounted voice recognition device 100
is mounted and installed on a vehicle 2 for recognizing voice
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from a user, such as a driver or a passenger. The vehicle-
mounted voice recognition device 100 may include, for
example, a vehicle-mounted calling device, which may be
capable of making calls with other outside terminal device
3 by using the terminal device 200 or an extra communica-
tion module.

[0050] According to embodiments of the present disclo-
sure, the vehicle-mounted voice recognition device 100 may
include a processor 110, a storage 150, a first communica-
tion unit 170, and a user interface 190.

[0051] Insome cases, at least one of the processor 110, the
storage 150, the first communication unit 170, and the user
interface 190 is configured to exchange data using at least
one of cable and wireless communication networks. The
cable may include e.g., a pair cable, a coaxial cable, an
optical fiber cable, or an Ethernet cable.

[0052] The wireless communication network may be
implemented using a short-range communication technol-
ogy, e.g., Controller Area Network (CAN) communication,
Wi-Fi, Zigbee, Bluetooth, Wi-Fi Direct, Bluetooth Low
Energy, or Near Field Communication (NFC).

[0053] The processor 110 may control general operation of
the vehicle-mounted voice recognition device 100. The
processor 110 may be implemented using e.g., at least one
Central Processing Unit (CPU), at least one Micro Control-
ler Unit (MCU), or at least one Electronic Control Unit
(ECU).

[0054] In some cases, the processor 110 may be imple-
mented using an ECU mounted and installed directly on the
vehicle 2 or using a processor of another electronic device
provided separately from the vehicle 2. For example, the
processor 110 may be implemented using a CPU or MCU
embedded in a navigation system, a head unit, or a smart
phone, which may be attached to and detached from the
vehicle 2.

[0055] According to embodiments of the present disclo-
sure, the processor 110 may receive an address book data-
base 251 from the terminal device 200, and create a database
for voice recognition from the received address book data-
base 251.

[0056] For example, the processor 110 may receive the
address book database 251 from the terminal device 200,
and extract respective records themselves stored in the
address book database 251 according to what are determined
in advance, or extract at least one field data, e.g., a family
name or a first name, included in the at least one record, or
vary the order of the extracted at least one field data to create
a new record, and/or add new field data to the extracted
record to create multiple databases for voice recognition 151
(151-1, 151-2, . . ., 151-n). Besides, the processor 110 may
use at least one of various methods that may be considered
by the designer to create the multiple databases for voice
recognition 151 (151-1, 151-2, . . ., 151-n).

[0057] The processor 110 may also obtain at least one
element from the database for voice recognition 151 by
using sound data received from a sound receiver 195. The at
least one element may include an identifier spoken by the
user to make a voice call. The identifier may include, for
example, at least one of a person’s family name, first name,
nick name, title, position, and job.

[0058] For example, the processor 110 may detect a voice
part from the sound data, compare the detected voice part
with data stored in the database for voice recognition 151 to
obtain a record including at least one element corresponding
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to the voice part, e.g., the identifier, and generate a control
signal for a user interface 190 or a second communication
unit 185 based on the obtained results.

[0059] Also, the processor 110 may extract a feature of the
voice, determine a pattern using the extracted feature and an
acoustic model, compare and match the determined pattern
with a predetermined pattern, perform voice recognition
based on the match result, and obtain at least one element
among a plurality of elements stored in the database for
voice recognition 151 based on the voice recognition result.
The acoustic model may be predefined by the designer.
[0060] According to embodiments of the present disclo-
sure, the processor 110 may determine one or more words or
phrases corresponding to the voice part according to the
match result, and compare the obtained one or more words
or phrases with the plurality of elements stored in the
database for voice recognition 151 to detect at least one
element from the database for voice recognition 151.
[0061] The processor 110 may also use the database for
voice recognition 151 as the acoustic model, compare the
determined pattern with the plurality of elements stored in
the database for voice recognition 151, and detect at least
one element from the database for voice recognition 151.
[0062] If required, the processor 110 may be designed to
further use a certain language model to perform the voice
recognition.

[0063] The processor 110 may perform voice recognition
using at least one of a Dynamic Time Warping (DTW)
method, Hidden Markov models, and an Artificial Neural
Network (ANN) in some embodiments.

[0064] Furthermore, the processor 110 may obtain confi-
dential values corresponding to the respective elements
detected from the database for voice recognition 151 in the
process of voice recognition. The confidential value numeri-
cally represents how much reliable the voice recognition
result is. Specifically, for example, the confidential value
may be defined by how much a voice detected from the
acoustic data is matched with an element from the database
for voice recognition 151. The confidential value may be
obtained using a certain probability model. The confidential
value may be obtained in the process of voice recognition
using the acoustic model or language model.

[0065] The processor 110 may also obtain corrected con-
fidential values by maintaining or correcting the confidential
values on the user’s selection basis. The processor 110 may
adjust the confidential value of at least one contact stored in
the database for voice recognition 151 according to a search
result selected by the user.

[0066] According to embodiments of the present disclo-
sure, the processor 110 may detect at least one database for
voice recognition 151 among a plurality of databases for
voice recognition based on the user’s selection, and deter-
mine the confidential values of contacts stored in the at least
one database for voice recognition 151 based on detection
frequency of the database 151 for voice recognition. The
database for voice recognition 151 detected by the processor
110 may include a database for voice recognition including
a contact selected by the user.

[0067] Specifically, for example, once the user selects an
element, the processor 110 may search for and determine
database for voice recognition 151 (151-1, 151-2, . . .,
151-n), from which the selected element is detected, and
equally correct or adjust the confidential value of a voice
recognition result of at least one element detectable from the

Dec. 6, 2018

determined database for voice recognition 151 (151-1, 151-
2, ..., 151-n). The processor 110 may further correct or
adjust the confidential value of a particular element corre-
sponding to the user’s selection, based on user selection
frequency, as needed.

[0068] The processor 110 may generate a control signal to
operate the user interface 190 or the second communication
unit 185 based on the confidential value or the corrected
confidential value.

[0069] According to embodiments of the present disclo-
sure, once at least one element is detected, the processor 110
may obtain a contact corresponding to at least one element,
and control the user interface 190 based on the obtained
element and contact to visually or audibly provide the user
with the at least one contact. In this case, the processor 110
may determine an order of displaying the contact informa-
tion according to the confidential values or the corrected
confidential values corresponding to the respective ele-
ments. The at least one contact is provided for the user in the
determined order of displaying the contact information.
[0070] If the user selects at least one contact from among
the at least one contact provided, the processor 110 may
control the vehicle-mounted voice recognition device 100 to
be connected for communication to at least one of the
terminal device 200 and an outside terminal device 3.
[0071] Operation of the processor 110 will be described in
more detail later.

[0072] The storage 150 may temporarily or non-tempo-
rarily store information required to operate the vehicle-
mounted voice recognition device 100.

[0073] The storage 150 may include, e.g., a main memory
device and/or an auxiliary memory device. The main
memory device may be implemented using a semiconductor
storage medium, such as a Read-Only Memory and/or
Random Access Memory (RAM). The ROM may include
e.g., an erasable and programmable ROM (EPROM), an
electrically erasable and programmable ROM (EEPROM)
and/or a mask-ROM. The RAM may include e.g., a dynamic
RAM (DRAM) and/or a static RAM (SRAM). The auxiliary
memory device may be implemented using at least one
storage medium, such as a flash memory device, a Secure
Digital (SD) card, a solid state drive (SSD), a hard disc drive
(HDD), a magnetic drum, a compact disk (CD), a laser disk
(LD), a magnetic tape, an magneto-optical disc and/or
floppy disk.

[0074] According to embodiments of the present disclo-
sure, the storage 150 may store the database for voice
recognition 151 obtained by the processor 110 of the
vehicle-mounted voice recognition device 100 or a proces-
sor 210 of the terminal device 200.

[0075] The storage 150 may store a plurality of databases
for voice recognition 151 (151-1, 151-2, . . ., 151-»). In the
following description, for convenience of explanation, the
respective databases for voice recognition 151 (151-1, 151-

2, ..., 151-n) will be called first database for voice
recognition 151-1, second database for voice recognition
151-2, . . ., and n-th database for voice recognition 151-7.
[0076] The storage 150 may store confidential values

calculated by the processor 110, and even information
required to calculate the confidential values. For example,
the storage 150 may store weights for the respective data-
bases for voice recognition 151 (151-1, 151-2, . . ., 151-n).
In this case, variables for pointing to the weights may be
defined to be as many as the number of databases for voice
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recognition 151 (151-1, 151-2, . . ., 151-n). Alternatively,
the storage 150 may store weights for the respective ele-
ments in the same database for voice recognition 151 (151-1,
151-2, ..., 151-n).

[0077] The storage 150 may provide the database for voice
recognition 151, the confidential value, and information
required to calculate the confidential value to the processor
110 over a cable or wireless communication network, in
response to a call from the processor 110, and receive and
store the processing results from the processor 110.

[0078] The database for voice recognition 151 (151-1,
151-2, . . ., 151-») may include at least one record, each
record including an identifier and at least one field data
corresponding to the identifier. The field data may refer to
data corresponding to at least one field of a record. The
identifier may include, e.g., first name, family name, a
combination of family name and first name in the sequence,
a combination of first name and family name in the
sequence, title, and/or predetermined other identifier. The
field data may include at least one contact, such as a phone
number or an email address. The phone number may include
at least one of a cell phone number, an office phone number,
and a home phone number.

[0079] Records from different databases for voice recog-
nition 151 (151-1, 151-2, . . ., 151-») may be built to have
different identifiers. For example, the first database for voice
recognition 151-1 may be built with only first names for the
identifier, and the second database for voice recognition
151-2 may be built with only family names for the identifier.
In this case, field data of records from the different databases
for voice recognition 151 (151-1, 151-2, . . ., 151-») may or
may not be the same.

[0080] The first communication unit 170 may be config-
ured to communicate with a third communication unit 270 of
the terminal device 200 wiredly or wirelessly, and imple-
mented to have an antenna, a communication chip, a sub-
strate, and relevant parts as needed.

[0081] The vehicle-mounted voice recognition device 100
may receive an address book database 251 through commu-
nication between the first and third communication units 170
and 270.

[0082] Furthermore, the vehicle-mounted voice recogni-
tion device 100 may transmit a voice signal of the user
received through the sound receiver 195 over a communi-
cation network established between the first and third com-
munication units 170 and 270 to the terminal device 200,
and receive a voice signal sent from the outside terminal
device 3 via the terminal device 200, enabling a call to be
made with the outside terminal device 3. The voice signal
received by the vehicle-mounted voice recognition device
100 from the terminal device 200 may be output through a
sound output 197, and accordingly, the user may make a
voice call with the outside terminal device 3.

[0083] The first communication unit 170 may perform
communication with the third communication unit 270 using
a short-range communication scheme. For example, the first
communication unit 170 may perform communication with
the third communication unit 270 using the CAN commu-
nication, Wi-Fi, Wi-Fi Direct, Zigbee, Bluetooth, Bluetooth
low energy, or NFC, and include various relevant parts.
[0084] The user interface 190 may be configured to
receive various commands from the user and/or to visually
or audibly provide various information for the user.
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[0085] The user interface 190 may be independently
manufactured and then mounted on the vehicle 2. In this
case, the user interface 190 may be implemented using, e.g.,
a navigation system such as an Audio Video Navigation
(AVN) system or a head unit that may be mounted on the
center fascia.

[0086] According to embodiments of the present disclo-
sure, the user interface 190 may include a display 191 and
an input 193.

[0087] The display 191 may provide the user with visual
information relating to operation of the vehicle-mounted
voice recognition device 100 installed in the vehicle 2 in
numbers, symbols, letters, figures, and/or shapes.

[0088] The display 191 may be implemented using e.g., a
plasma display panel (PDP), a light emitting diode (LED)
display panel, a liquid crystal display (LCD), or the like. The
LED panel may include organic LEDs, which may be
implemented using passive matrix OLEDs (PMOLEDs) or
active matrix OLEDs (AMOLEDs).

[0089] According to embodiments of the present disclo-
sure, the display 191 may display a contact obtained by
voice recognition of the processor 110. In this case, the
display 191 may display a single contact or multiple contacts
on a screen. If multiple contacts are detected by the proces-
sor 110, the display 191 may display the multiple contacts
simultaneously or sequentially under the control of the
processor 110. In the case of displaying the multiple con-
tacts, the display 191 may sequentially display the contacts
from top to bottom based on their confidential values. In the
case of displaying at least one contact, the display 191 may
display at least one contact earlier based on the confidential
value.

[0090] The input 193 may receive a command or data
from the user. The input 193 may include, e.g., a mechanical
button, a mouse, a knob, a joy stick, various sensors such as
a sensor on a touch pad or touch screen, a function sensor,
and the like, or an interface terminal such as Universal Serial
Bus (USB) terminal or High Definition Multimedia Interface
(HDMI) terminal.

[0091] After at least one contact is displayed by the
display 191, the input 193 may receive a command to select
one of the at least one contact from the user, and send an
electric signal corresponding to the selection command to
the processor 110.

[0092] The sound receiver 195 may receive a sound wave
from the outside, convert the sound wave to an electric
signal, and output the electric signal corresponding to the
sound wave. The electric signal output by the sound receiver
195 may be sent to the processor 110 through e.g., a cable.
The sound wave received by the sound receiver 195 may
include a voice produced by the user.

[0093] A sound received by the sound receiver 195 and
including a voice may be sent to the processor 110 in the
form of an electric signal, recognized by the processor 110,
and used to search for at least one contact.

[0094] The sound received by the sound receiver 195 may
also be sent to the terminal device 200 through the first and
third communication units 170 and 270 in the form of a
certain electric signal, and then sent to the outside terminal
device 3 over a mobile communication network.

[0095] The sound receiver 195 may include, e.g., a micro-
phone.
[0096] The sound receiver 195 may be installed in the

interior of the vehicle 2. The sound receiver 195 may be
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installed at a location, at which to easily receive what is
spoken by the driver or the passenger. For example, the
sound receiver 20 may be installed in a region adjacent to at
least one of the driver and the passenger, such as center
fascia, steering wheel, instrument panel or the vicinity, rear
view mirror or the vicinity, and/or the vicinity of sun visor,
taking into account a propagation direction of sound. If
necessary, there may be two or more sound receivers 195
installed in the single vehicle 2.

[0097] The sound output 197 is configured to output sound
including a voice. The sound output 197 may output a voice,
which has been input to the outside terminal device 3 and
then delivered from the terminal device 200 through the first
and third communication units 170 and 270.

[0098] With the aforementioned operations of sound
reception of the sound receiver 195 and sound output of the
sound output 197, the user may make a call with a user of
the outside terminal device 3.

[0099] The sound output 197 may be implemented using,
e.g., at least one speaker device. The at least one speaker
device may be installed in, e.g., a door of the vehicle 2, the
dashboard, the center fascia, or the rear shelf.

[0100] The vehicle-mounted voice recognition device 100
may further include a second communication unit 185 in
embodiments of the present disclosure.

[0101] The second communication unit 185 may perform
communication with the outside terminal device 3 directly
or via an extra server (not shown). The second communi-
cation unit 185 may be configured to perform communica-
tion with the outside terminal device 3 using a mobile
communication technology. For example, the second com-
munication unit 185 may use a communication technology
based on a mobile communication standard of 3GPP,
3GPP2, or WiMax series to perform communication with
the outside terminal device 3.

[0102] With the second communication unit 185, the
vehicle-mounted voice recognition device 100 may be able
to communicate with the outside terminal device 3 without
communication with the terminal device 200. Accordingly,
the user, e.g., the driver or the passenger, may be able to
make a call with the user of the outside terminal device 3
using the vehicle-mounted voice recognition device 100
without paring between the vehicle-mounted voice recogni-
tion device 100 and the terminal device 200.

[0103] The second communication unit 185 may be omit-
ted in some cases.

[0104] The terminal device 200 is configured to be able to
communicate with at least one of the vehicle 2 and the
outside terminal device 3.

[0105] The terminal device 200 may include at least one
of, e.g., a cellular phone, a smart phone, a tablet Personal
Computer (PC), a desktop computer, a laptop computer, a
navigation system, a portable game device, a personal digital
assistant (PDA), and a wearable device such as smart
glasses, a smart ring, or a smart watch. Besides, at least one
of many different kinds of terminal devices capable of
storing an address book database and performing commu-
nication with the first communication unit 170 of the
vehicle-mounted voice recognition device 100 may be an
example of the aforementioned terminal device 200.
[0106] The terminal device 200, according to embodi-
ments of the present disclosure, may include a processor
210, a storage 250, a third communication unit 270, and a
fourth communication unit 280.
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[0107] The processor 210 may be configured to control
general operation of the terminal device 200. The processor
210 may include e.g., a CPU, an MCU, or an ECU.
[0108] The processor 210 may create an address book
database 251 by combining at least one contact according to
the user’s manipulation or predetermined settings and stor-
ing them in the storage 250, and/or detect at least one contact
from the address book database 251 stored in the storage
250.

[0109] According to embodiments of the present disclo-
sure, the processor 210 may create the database for voice
recognition 151 from the address book database 251 in the
same way or in a partially modified way as or from the
aforementioned way of the processor 110 of the vehicle-
mounted voice recognition device 100. In this case, the
processor 210 may create all or part of the plurality of
databases for voice recognition 151 (151-1, 151-2, . . .,
151-n) stored in the storage 150 of the vehicle-mounted
voice recognition device 100.

[0110] The database for voice recognition 151 created by
the processor 210 may be sent to the vehicle-mounted voice
recognition device 100 via the third and first communication
units 270 and 170 or via the fourth and second communi-
cation units 280 and 185. The database 151 for voice
recognition 151 created by the processor 210 may be sent to
the vehicle-mounted voice recognition device 100 every
time the vehicle-mounted voice recognition device 100 and
the terminal device 200 is paired to each other; alternatively,
the database for voice recognition 151 created by the pro-
cessor 210 may be sent to the vehicle-mounted voice rec-
ognition device 100 according to the user’s manipulation;
alternatively, the database for voice recognition 151 created
by the processor 210 may be sent to the vehicle-mounted
voice recognition device 100 at certain intervals according
to predetermined settings.

[0111] According to embodiments of the present disclo-
sure, the processor 210 may control the operation of sending
the address book database 251 to the processor 110 of the
vehicle-mounted voice recognition device 100 but may not
create the database for voice recognition 151. In this case,
the processor 110 of the vehicle-mounted voice recognition
device 100 may single-handedly create all the plurality of
databases for voice recognition 151 (151-1, 151-2, . . .,
151-n).

[0112] The storage 250 may temporarily or non-temporar-
ily store information required to operate the terminal device
200.

[0113] The storage 250 may include a main memory
device such as a ROM or RAM, and an auxiliary memory
device such as a flash memory or SD card.

[0114] The storage 250 may store the address book data-
base 251. The address book database 251 may be imple-
mented to have at least one record corresponding to at least
one contact, and the at least one record may include at least
one field data corresponding to at least one identifier and at
least one field. The at least one identifier of the address book
database 251 may include at least one of e.g., a first name,
a family name, a combination of the first name and the
family name in the sequence, a title, and predefined other
identifier, and the at least one field data may include at least
one contact, such as a phone number or an email address.
[0115] Depending on types of the terminal device 200,
various identifiers may be defined and stored in the storage
250. For example, a terminal device may be designed to
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define and store an identifier of first name and family name
in the sequence, and another terminal device may be
designed to define and store an identifier of family name and
first name in the sequence.

[0116] According to embodiments of the present disclo-
sure, the storage 250 may temporarily or non-temporarily
store the database for voice recognition 151 obtained from
the address book database 251.

[0117] The third communication unit 270 is configured to
be able to communicate with the first communication unit
170 of the vehicle-mounted voice recognition device 100.
The third communication unit 270 may include an antenna,
a communication chip, and relevant parts as needed.
[0118] The third communication unit 270 may be config-
ured to send a voice signal sent from the outside terminal
device 3 through a fourth communication unit 280 to the
vehicle-mounted voice recognition device 100, and/or
enable a call to be made between the vehicle-mounted voice
recognition device 100 and the outside terminal device 3 by
receiving a voice signal from the vehicle-mounted voice
recognition device 100.

[0119] The third communication unit 270 may be imple-
mented using a communication module capable of perform-
ing short-range communication. The communication mod-
ule capable of performing short-range communication may
be manufactured to perform communication using at least
one of Bluetooth, Bluetooth low energy, Wi-Fi, Wi-Fi
Direct, CAN communication, Zigbee, and NFC.

[0120] The fourth communication unit 280 may perform
communication with the outside terminal device 3 directly
or via an extra server. The fourth communication unit 280 is
implemented using at least one communication chip, an
antenna, a substrate, or a relevant part.

[0121] According to embodiments of the present disclo-
sure, the fourth communication unit 280 may be configured
to perform communication with the outside terminal device
3 using a mobile communication technology. For example,
the fourth communication unit 280 may use a communica-
tion module and program produced based on a mobile
communication standard of 3GPP, 3GPP2, or WiMax series
to perform communication with the outside terminal device
3.

[0122] The terminal device 200 may further include a user
interface for receiving a command from the user or provid-
ing various information for the user as needed. The user
interface may include a display that may be implemented
with a display panel, and an input that may be implemented
with a touch screen, many different mechanical buttons, a
speaker device, or various sensors. The user may input an
identifier or a contact corresponding to the identifier directly
to the terminal device 200 by manipulating the mechanical
buttons or the touch screen equipped in the terminal device
200.

[0123] The outside terminal device 3 may be configured to
be able to communicate with at least one of the vehicle-
mounted voice recognition device 100 and the terminal
device 200 by means of a certain communication module.
Through communication between them 3, 100, 200, the user
of the outside terminal device 3 may be able to make a call
with the user of at least one of the vehicle-mounted voice
recognition device 100 and the terminal device 200 by
means of the outside terminal device 3.

[0124] The terminal device 3 may include at least one of,
e.g., a cellular phone, a smart phone, a tablet Personal PC,
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a desktop computer, a laptop computer, a navigation system,
a portable game device, a PDA, and a wearable device such
as smart glasses, a smart ring, or a smart watch. The outside
terminal device 3 is not, however, limited thereto, but may
be any device capable of communicating with at least one of
the vehicle-mounted voice recognition device 100 and the
terminal device 200.

[0125] Modes of operation of the processor 110, according
to embodiments of the present disclosure, will now be
described with reference to FIGS. 2 to 9.

[0126] FIG. 2 is a first diagram for explaining an example
of operation of a processor creating a plurality of databases
for voice recognition, and FIG. 3 is a second diagram for
explaining an example of operation of a processor creating
a plurality of databases for voice recognition.

[0127] Referring first to FIG. 2, the processor 110 may
receive the address book database 251 from the terminal
device 200 and create the plurality of databases for voice
recognition 150 (150-1, 150-2, . . . , 150-%) from the address
book database 251, in 111.

[0128] The address book database 251 may store at least
one of a family name, a first name, a title, a position, and a
job to identify a particular person, corresponding field data,
e.g., a phone number or an email address, in the form of data.
The processor 110 may separate one of the family name, the
first name, the nickname, the title, the position and the job
of the address book database 251 or combine at least two of
the family name, the first name, the nickname, the title, the
position and the job in various sequences, and assign cor-
responding field data to the separation or combination result
to create the database for voice recognition 150 (150-1,
150-2, . . ., 150-n).

[0129] For example, the processor 110 may read out the
respective records E11, E12; E13 of the address book
database 251, as shown in FIG. 3, combine the family name
and the first name stored in the respective records E11, E12,
E13 in the order of the first name and the family name, and
create the first database for voice recognition (151-1) based
on the combination of the first name and the family name.
In this case, the first database for voice recognition 151-1
may include at least one record E21 having the combination
of the first name and the family name.

[0130] Furthermore, the processor 110 may build the
second database for voice recognition 151-2 by combining
the family name and the first name stored in the respective
records E11, E12, E13 in the order of the family name and
the first name, which is the opposite to the previous order of
combination, to create at least one record E22.

[0131] In the case of building the second database for
voice recognition (151-2) with the family name and the first
name combined in the opposite order, even if the family
name and the first name are delivered the other way around
due to a communication error between the terminal device
200 and the build the vehicle-mounted voice recognition
device 100 or even if the family name and the first name are
spoken in the opposite order to the typical occasion due to
the user’s language habit, the user’s sound may be relatively
suitably and correctly recognized.

[0132] The processor 110 may further build the third
database for voice recognition 151-3. In this case, the
processor 110 may build the third database for voice recog-
nition 151-3 by separating and extracting at least one of the
family name and the first name from the respective records
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E11, E12, E13 read out and storing at least one of the
extracted family name and first name.

[0133] For example, the third database for voice recogni-
tion 151-3 may include one of a record E23 only having the
first name and a record E24 only having the first name. In
another example, the third database for voice recognition
151-3 may be built by including both the record E23 having
the family name and corresponding field data and the record
E24 having the first name and corresponding field data.
[0134] Furthermore, the processor 110 may further build a
fourth database for voice recognition 151-4 including mono-
syllabic word(s) frequently used by the user, e.g., mom or
dad.

[0135] For example, the processor 110 may build the
fourth database for voice recognition 151-4 by creating
monosyllabic word(s) frequently used by the user, and/or by
extracting a monosyllabic word, e.g., mom, from the respec-
tive records E11, E12, E13 of the address book database 251.
[0136] The processor 110 may further create a fifth data-
base for voice recognition 151-5 comprised of uniquely
pronounced word(s).

[0137] For example, in order to recognize a different
language from English or French, for example, a Spanish or
Portuguese, more correctly, the processor 110 may create at
least one record E26 including an identifier recognizable by
particularly linguistic pronunciation, e.g., a Spanish first
name or family name and corresponding filed data, e.g., a
contact, and build the fifth database for voice recognition
151-5 based on the record E26.

[0138] According to embodiments of the present disclo-
sure, the processor 110 may also build the first to fifth
databases for voice recognition 151-1 to 151-5 by further
adding corresponding field data, e.g., a phone number, to the
combination of the first name and the family name in the
sequence, the combination of the family name and the first
name in the sequence, the family name, the first name, a
monosyllabic word or uniquely pronounced word, as
needed.

[0139] The processor 110 may create all or part of the first
to fifth databases for voice recognition 151-1 to 151-5. Also,
the processor 110 may further build other database for voice
recognition (not shown) as required by the designer.
[0140] The first to fifth databases for voice recognition
151-1 to 151-5 created by the processor 110 are stored in the
storage 150.

[0141] FIG. 4 is a diagram for explaining an example of
operation of the processor.

[0142] After the at least one of the databases for voice
recognition 151 (151-1, 151-2, . . ., 151-») is created, the
user may speak in the vehicle 2. In this regard, the user may
speak a family name, a first name, or the combination of the
family name and the first name of a person to make a call
with. The user may speak a word representing a relationship
with the user, e.g., mom, a title, etc. In addition, the user may
speak the family name or first name of a person in a different
pronunciation system of his/her spoken language than Eng-
lish or French.

[0143] The sound receiver 195 may receive a sound
including the user’s voice, convert the received sound to a
corresponding electric signal, and send the electric signal to
the processor 110. The processor 110 may perform voice
recognition based on the electric signal, in 120.

[0144] According to embodiments of the present disclo-
sure, the processor 110 may extract a voice part of the user
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from the received sound, and perform a process of extracting
a feature of the voice from the extracted voice part in the
form of a feature vector. The processor 110 may further
perform a process of determining a pattern corresponding to
the extracted feature using a certain acoustic model. It is also
possible for the processor 110 to further perform a language
processing process using the pattern corresponding to the
extracted feature based on a language model.

[0145] The processor 110 may read the storage 150 to call
the database for voice recognition 151 (151-1, 151-2, . . .,
151-#) stored in the storage 150, and compare the respective
elements of the database for voice recognition 151 (151-1,
151-2, . . ., 151-n) with at least one of the extracted or
determined feature, pattern, and language processing results.
Accordingly, the processor 110 may detect at least one
element corresponding to the voice produced by the user,
e.g., a stored identifier such as a family name, a first name,
the combination of the family name and the first name, a
monosyllabic word or a uniquely pronounced word from the
database for voice recognition 151 (151-1, 151-2, . . .,
151-n), in 121. In this case, the processor 110 may be
designed to detect at least one element corresponding to the
voice produced by the user by detecting a corresponding
identifier to the recognized voice, e.g., a family name or a
first name.

[0146] The processor 110 may sequentially read the plu-
rality of databases for voice recognition 151 (151-1, 151-2,
..., 151-n) according to predetermined settings, and detect
at least one element corresponding to the voice produced by
the user from the at least one database for voice recognition
151 (151-1, 151-2, . . ., 151-n).

[0147] According to embodiments of the present disclo-
sure, the processor 110 may sequentially read the first to n-th
databases for voice recognition 151 (151-1, 151-2, . . .,
151-n). For example, the processor 110 may read the first
database for voice recognition 151-1 with an identifier
formed by combining the first name and the family name in
the sequence, search the second database for voice recog-
nition 151-2 with an identifier formed by combining the
family name and the first name in the sequence, search the
third database for voice recognition 151-3 with an identifier
defined by the family name or the first name alone, and then
detect at least one element from the respective databases for
voice recognition 151-1 to 151-3.

[0148] If at least one element is detected, the at least one
element may be assigned metadata to indicate its source to
determine which one of the databases for voice recognition
151 (151-1, 151-2, . . ., 151-n) the at least one element was
detected from.

[0149] The processor 110 may detect at least one element
from the plurality of databases for voice recognition 151
(151-1, 151-2, . . ., 151-») based on the confidential value.
For example, the processor 110 may detect at least one
element by comparing records, features or patterns of the
respective databases for voice recognition 151 (151-1, 151-
2, ..., 151-»n) and extracting at least one record with a
confidential value of the comparison result higher than a
predetermined threshold.

[0150] Once the at least one element is detected, the
processor 110 may detect field data corresponding to the
element, e.g., a contact such as a phone number, and
accordingly, may obtain contact information. The contact
information may include an identifier and a contact.



US 2018/0350365 Al

[0151] FIG. 5 shows an example of a screen displayed on
a display.
[0152] If at least one element is searched for and obtained,

and then a contact corresponding to the element is obtained,
the processor 110 may control the display 191 of the user
interface 190 to display the search result, in 122. The display
191 may display multiple contact information 192d, 192¢
corresponding to the detected element, e.g., an identifier and
corresponding contact of the detected record on a screen
1926b.

[0153] As shown in FIG. 5, the display 151 may be
implemented using the AVN system 192. In this case, the
AVN system 192 may be implemented using a certain
display panel 192a.

[0154] The certain display panel 192¢ may display a
screen 1925 designed to present search results of the pro-
cessor 110. One or more pieces of contact information 192
resulting from search operation of the processor 110 may be
displayed on the screen 1925. The contact information 192
may include an identifier, e.g., a first name, a family name,
a combination of the first name and the family name in the
sequence, a combination of the family name and the first
name in the sequence, a monosyllabic word, or any word
used for identification, field data corresponding to the iden-
tifier, e.g., a phone number.

[0155] According to embodiments of the present disclo-
sure, as shown in FIG. 5, multiple contact information 1924,
192¢ resulting from search, e.g., a plurality of identifiers and
field data corresponding to each of the plurality of identifi-
ers, may be displayed on the screen 1924 at the same time.
In this case, the multiple contact information 192d, 192¢
may be displayed on the screen 1926 in the order of
displaying contact information. The order of displaying
contact information may be determined based on e.g., con-
fidential values of elements corresponding to the multiple
contact information 1924, 192e. For example, contact infor-
mation 1924 with a high confidential value of a correspond-
ing element may be displayed at a relatively higher position
while contact information 192e with a low confidential value
of'a corresponding element may be displayed at a relatively
lower position.

[0156] In addition, one of the multiple contact information
may be displayed on the screen 1925. If the multiple contact
information is obtained by the processor 110, the respective
contact information may be sequentially displayed accord-
ing to the user’s manipulation or a predefined setting. For
example, the respective contact information is time varying,
and the time-varying contact information may be displayed.
In this case, the respective contact information may be
displayed in a certain order of displaying contact informa-
tion based on confidential values of elements corresponding
to the respective contact information. For example, contact
information with a high confidential value of a correspond-
ing element may be displayed relatively early, while contact
information with a low confidential value of a corresponding
element may be displayed relatively later.

[0157] The user may select one of the multiple contact
information by manipulating the input 193 in such a way as
pressing a mechanical button or touching the touch screen.
For example, the user may select contact information
intended by the user to call, e.g., ‘Kangwon’ 1914 of FIG. 5,
from among the multiple contact information. The selection
result is sent to the processor 110, which in turn receives the
selection result, in 123.
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[0158] The processor 110 detects at least one database for
voice recognition 151 (151-1, 151-2, . . ., 151-») corre-
sponding to the selection result, from among the plurality of
databases for voice recognition 151 (151-1, 151-2, . . .,
151-n), in 124.

[0159] According to embodiments of the present disclo-
sure, the processor 110 may detect at least one database for
voice recognition 151 (151-1, 151-2, . . ., 151-») corre-
sponding to the selection result by detecting at least one
database for voice recognition 151 (151-1, 151-2, . . .,
151-n), from which an element corresponding to the contact
information selected by the user was detected. For example,
if the user selects ‘Kangwon’ 1924 of FIG. 5, the processor
110 may detect a database for voice recognition, from which
‘Kangwon’ 192d was detected, e.g., the second database for
voice recognition 151-2, among the plurality of databases
for voice recognition 151 (151-1, 151-2, . . . , 151-n).
[0160] The result of detecting the database 151-2 may be
stored in the storage 150, in 125.

[0161] FIG. 6 shows an example of a processor storing
information about a database for voice recognition corre-
sponding to a selection result, and FIG. 7 shows an example
of weights for a plurality of databases stored in a storage.
[0162] As shown in FIG. 6, once a database for voice
recognition 151 (151-1, 151-2, . . ., 151-») is detected, the
processor 110 may modify the metadata of one of the
databases for voice recognition 151 (151-1, 151-2, . . .,
151-n), e.g., a weight, and store it. In this case, the weight
may include a detection frequency of tone of the databases
for voice recognition 151 (151-1, 151-2, . . . , 151-n).
[0163] For example, the processor 110 may be configured
to modify and update a k-th count variable Cnt_k set for the
k-th database for voice recognition 151-4, in 125-2. Count
variables Cnt_1, Cnt_2, . . ., Cnt-k are respectively set to
increase according to detection frequencies of the databases
for voice recognition 151 (151-1, 151-2, . . . , 151-n).
Accordingly, the processor 110 may modify and update the
detection frequency of one of the databases for voice rec-
ognition 151 (151-1, 151-2, . . ., 151-»), and store it.
[0164] For example, if one of the databases for voice
recognition 151 (151-1, 151-2, . . ., 151-n), e.g., the second
database for voice recognition 151-2 is detected, the pro-
cessor 110 may call a count variable corresponding to the
second database for voice recognition 151-2, i.e., the second
count variable Cnt_2, update the second count variable
Cnt_2 by incrementing it by 1, and store the updated second
count variable Cnt_2 in the storage 150.

[0165] As such, updating and storing the count variable
Cnt_k may be performed every time one of the databases for
voice recognition 151 (151-1, 151-2, . . ., 151-#) is detected.

[0166] Accordingly, as shown in FIG. 7, detection fre-
quencies, i.e., the number of detection, of the plurality of
databases for voice recognition 151 (151-1, 151-2, . . .,
151-1) may be stored in the storage 150. In the table of FIG.
7, the left reads the databases for voice recognition 151
(151-1, 151-2, . . ., 151-n) and the right reads the count
variables Cnt_k of the databases for voice recognition 151
(151-1, 151-2, . . ., 151-n).

[0167] The detection frequencies of the plurality of data-
bases for voice recognition 151 (151-1, 151-2, . . . , 151-n)
may be used in detecting at least one element from the
respective databases for voice recognition 151 (151-1, 151-
2,...,151-n).
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[0168] FIG. 8 shows an example of a process of displaying
search results based on confidential values corrected by a
processor.

[0169] As shown in FIG. 8, in response to starting of the
voice recognition operation, the processor 110 may perform
voice recognition 130 by extracting a voice part from a
sound sent from the sound receiver 195, and search for and
obtain an element corresponding to the voice from the
databases for voice recognition 151 (151-1, 151-2, . . .,
151-n) stored in the storage 150.

[0170] The processor 110 may use the weights, e.g., the
count variables Cnt_k, to modify confidential values of
respective elements and obtain corrected confidential values,
and detect an element corresponding to the voice received
from the databases for voice recognition 151 (151-1, 151-2,
..., 151-n) based on the corrected confidential values.

[0171] According to embodiments of the present disclo-
sure, the processor 110 may use the weights, e.g., the count
variables Cnt_k to modify confidential values of respective
elements and obtain corrected confidential values, only if a
numerical value recorded for at least one count variable
Cnt_k exceeds a predefined first threshold or the total sum
of numerical values ZCnt_k recorded on the count variables
Cnt_k exceeds a predetermined second threshold value. At
least one of the first and second threshold values may be
arbitrarily defined by the user or designer. The at least one
of the first and second thresholds may include one (1).

[0172] Also, the processor 110 may obtain a corrected
confidential value for at least one element detected from a
certain database for voice recognition 151 (151-1, 151-2, . .
., 151-n) according to Equation 1 as follows:

Cyadiusied—Cpmeasured.Jy, (1)

[0173] In Equation 1, CV adjusted_k denotes a corrected
confidential value for an element extracted from the k-th
database for voice recognition 151-%, and CV 'measured_k
denotes an actually computed or measured confidential
value for an element extracted from the k-th database for
voice recognition 151-£. In other words, CV measured_k
may include confidential values corresponding to results of
comparison of records, features, or patterns of the respective
databases for voice recognition 151 (151-1, 151-2, . . .,
151-n). K is greater than 1, and is one of natural numbers
equal to or smaller than the total number of the databases for
voice recognition 151.

[0174] W_1k refers to a correction value additionally
applied to all elements that may be extracted from the k-th
database for voice recognition 151-k to calculate a corrected
confidential value for the at least one element extracted from
the k-th database for voice recognition 151-£.

[0175] The processor 110 may obtain a corrected confi-
dential value CV"adjusted_k by reflecting a certain correc-
tion value W_1k onto the calculated or measured confiden-
tial value CV measured_k, as expressed in equation 1.

[0176] In this case, to obtain a corrected confidential value
CV'adjusted_k corresponding to elements extracted from
the same database for voice recognition 151 (151-1, 152-2,
..., 152-n), the same correction value W_11, . . . , W-1z may
be used. In other words, the corrected confidential values for
all elements that may be obtained from the same k-th
database 151-k are obtained by calculation using the cor-
rection value W_1k equally applied to the elements and
individually measured confidential values CV measured_k.
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[0177] According to embodiments of the present disclo-
sure, the correction value W_1% may be obtained by the
count variable Cnt_t or a partial modification of the count
variable Cnt_k.

[0178] For example, if detection frequencies 152 (152-1,
152-2, . . ., 152-n) for the first to n-th databases for voice
recognition 151-1 to 151-» are stored in the storage 150 as
shown in FIG. 7, the processor 110 may calculate the
correction value W_11, . . . , W_1» for the respective
databases for voice recognition 151 (151-1, 151-2, . . .,
151-») by dividing a value recorded on the count variable
Cnt_k by a numeral value, e.g., 100, defined by the designer
in advance and incrementing the obtained value by 1.
[0179] The correction value W_11, ..., W_1# is weighted
to the actually computed or measured confidential value
CV’ measured_k for an element extracted from a database
for voice recognition, i.e., the k-th database for voice
recognition 151-%, and accordingly, the processor 110 may
obtain a corrected confidential value for the element
extracted from the k-th database for voice recognition 151-%.
[0180] In the case of calculating the corrected confidential
value CV"adjusted_k in this manner, the corrected confi-
dential value CV"adjusted_k for the element extracted from
the k-th database for voice recognition 151-% increases in
proportion to an increase in the count variable Cnt_k, i.e.,
detection frequency 152-k of the k'-h database for voice
recognition.

[0181] W_1kmay be defined in various ways according to
the user’s arbitrary selection. For example, W_1k may be
defined as not being incremented by 1 or as being computed
to be the square root of the count variable Cnt_k.

[0182] The processor 110 searches for an element based
on the corrected confidential value CV"adjusted_k obtained
by correcting the confidential value CV measured_k. In this
case, the processor 110 may detect at least one element by
extracting at least one record with a corrected confidential
value CV"adjusted_k greater than a predetermined threshold
from the databases for voice recognition 151 (151-1, 151-2,
..., 151-n).

[0183] Subsequently, the processor 110 may control the
display 191 of the user interface 190 to display the search
results, in 132. In this case, the processor 110 may control
the display 191 to display an element detected based on the
corrected confidential value CV adjusted_k, e.g., a detected
record’s identifier on a screen 1925. Furthermore, the pro-
cessor 110 may control the display 191 to further display
field data corresponding to the element detected based on the
corrected confidential value CV adjusted_k.

[0184] The display 191 is operated under the control of the
processor 110. For example, the display 191 may sequen-
tially display contact information corresponding to a plural-
ity of elements from top to bottom in the order of having
relatively large corrected confidential value CV adjusted_k,
or display one of the plurality of elements with a relatively
large corrected confidential value CV’adjusted_k earlier
than others.

[0185] The user may select one of the at least one element
by manipulating the input 193 in such a way as pressing a
mechanical button or touching the touch screen, and the
processor 110 may modify and update a weight, e.g., a count
variable Cnt_k for one of the databases for voice recognition
151 (151-1, 151-2, . . . , 151-») based on the result of the
user’s selection, as shown in FIG. 6. In response to modi-
fication of the count value Cnt_k, the corrected confidential
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value to be computed by the processor 110 may be changed
as well. Accordingly, the element detected by the processor
110 may be changed according to the user’s selection, and/or
may be displayed on the display 191 in a different sequence
than the previous displaying sequence.

[0186] FIG. 9 shows an example of a process of a pro-
cessor storing results from selection of a record in the same
database.

[0187] According to embodiments of the present disclo-
sure, if a plurality of elements are detected from one of the
databases for voice recognition 151 (151-1, 151-2, . . .,
151-n), the processor 110 may search for an element by
assigning a higher weight to an element frequently selected
by the user from among the detected plurality of elements,
and control the search results to be displayed.

[0188] Specifically, referring to FIG. 9, the processor 110
may perform voice recognition 140 by extracting a voice
part from a sound sent from the sound receiver 195, and
search for and obtain an element corresponding to the voice
from the databases for voice recognition 151 (151-1, 151-2,
..., 151-n) stored in the storage 150, in 141. Accordingly,
the processor 110 may search for and obtain a plurality of
elements from at least one of the databases for voice
recognition 151 (151-1, 151-2, . . ., 151-n).

[0189] Once the plurality of elements are obtained, the
processor 110 may control the display 191 of the user
interface 190 to display the search results, and the display
191 displays the detected elements on the screen.

[0190] Subsequently, the user may select one of the at least
one element by manipulating the input 193 in such a way as
pressing a mechanical button or touching the touch screen,
and the processor 110 may receive the selection result in the
form of an electric signal, in 143.

[0191] If the plurality of elements are detected from the
database for voice recognition 151 (151-1, 151-2, . . .,
151-n), from which the element selected by the user is
detected, in 144, the processor 110 may further store a result
of selecting a particular element in the database for voice
recognition 151 (151-1, 151-2, . . ., 151-») in the storage
150. In other words, if the user selects one of the plurality
of elements detected from one of the databases for voice
recognition 151 (151-1, 151-2, . . . , 151-»), the processor
110 may further store a result of selecting an element from
among the plurality of elements in the storage 150.

[0192] The result of selecting a particular element may
include a selection frequency of the particular element. In
this case, the processor 110 may store the selection fre-
quency of the particular element in the storage 150 by
modifying a certain count variable Cnt_k_i assigned to the
particular element. For example, if a j-th element of the k-th
database for voice recognition 151-% is detected, the pro-
cessor 110 may modify the j-th element by incrementing a
j-th count variable Cnt_k_j corresponding to the j-th element
by 1 and store the modified j-th count variable Cnt_K_j in
the storage 150.

[0193] The j-th count variable Cnt_k_j may be used as a
correction value to correct the confidential value for the
particular element.

[0194] According to embodiments of the present disclo-
sure, the processor 110 may obtain a corrected confidential
value for a particular element as in Equation 2 below:

Cypdisted—cp measwed gy gy o)
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[0195] In Equation 2, CV adjusted_k denotes a corrected
confidential value for an element extracted from the k-th
database for voice recognition 151-k, and CV measured_k
denotes an actually computed or measured confidential
value for an element extracted from the k-th database for
voice recognition 151-k. W_1k refers to a first correction
value additionally applied to all elements that may be
extracted from the k-th database for voice recognition 151-%.
The first correction value may be obtained in the same way
as in equation 1.

[0196] W_2krefers to a second correction value equally or
differently applied to at least one element in the k-th
database for voice recognition 151-£. W_2k may be obtained
by e.g., modifying or partially modifying the count variable
Cnt_k_i corresponding to an i-th element. For example, the
processor 110 may obtain the correction value W_2i for a
particular i-th element in the particular database for voice
recognition 151 (151-1, 151-2, . . ., 151-») by dividing the
count variable Cnt_k_i by a numerical number defined by
the designer in advance, e.g., 100 and incrementing the
result by 1.

[0197] Once the first and second correction values are
obtained, the processor 110 may obtain the corrected con-
fidential value using the first and second correction values.
Accordingly, even for elements detected from the same
database for voice recognition 151 (151-1, 151-2, . . .,
151-n), the confidential values for the detected elements
may be differently corrected.

[0198] The corrected confidential value may further be
used in the process of detecting at least one element from the
database for voice recognition 151 (151-1, 151-2, . . .,
151-») or in the process of displaying the detected at least
one element.

[0199] Specifically, in a case of searching for an element
corresponding to a received voice from the database for
voice recognition 151 (151-1, 151-2, . . . , 151-p), the
processor 110 may use the first and second correction values
to obtain the corrected confidential value before searching
for the element, and detect at least one element by extracting
at least one record having a corrected confidential value
higher than a predetermined threshold.

[0200] The display 191 may display the plurality of ele-
ments in a predetermined order according to the confidential
values corrected using the first and second correction values.

[0201] Although the vehicle-mounted voice recognition
device 100 was described above, it may be applied to other
device than the vehicle 2 as well. For example, the voice
recognition device may be installed in other mechanical or
electronic device than the vehicle 2, and the electronic
device may be applied for a terminal device such as a smart
phone or tablet PC, various types of audio or video players,
game players, or other devices requiring voice recognition.

[0202] Referring to FIGS. 10 and 12, examples of a
vehicle-mounted voice recognition device according to
embodiments of the present disclosure will now be
described.

[0203] FIG. 10 is a first flowchart of an exemplary a
method for controlling a vehicle-mounted voice recognition
device according to embodiments of the present disclosure,
and FIG. 11 is a second flowchart of an exemplary method
for controlling a vehicle-mounted voice recognition device
according to embodiments of the present disclosure.
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[0204] Referring first to FIG. 10, a vehicle-mounted voice
recognition device installed in a vehicle and a terminal
device are first paired to communicate with each other, in
300.

[0205] In response to the paring of the vehicle-mounted
voice recognition device and the terminal device, the
vehicle-mounted voice recognition device receives an
address book database from the terminal device, in 301.
[0206] The vehicle-mounted voice recognition device
obtains a plurality of databases for voice recognition from
the address book database, in 302. In this case, the vehicle-
mounted voice recognition device may read out respective
records of the address book database, and use data stored in
the respective records to create a plurality of databases for
voice recognition, e.g., first to third databases for voice
recognition.

[0207] For example, the vehicle-mounted voice recogni-
tion device may create a database for voice recognition by
combining a family name and a first name stored in each
record in the order of the first name and the family name and
using the combination of the first name and the family name
and corresponding field data, or may build another database
for voice recognition by combining a family name and a first
name stored in each record in the order of the family name
and the first name and using the combination of the family
name and the first name and corresponding field data.
Furthermore, the vehicle-mounted voice recognition device
may create yet another database for voice recognition by
obtaining at least one of a family name and a first name from
each record and using the obtained family name or first name
and corresponding field data. In addition, the vehicle-
mounted voice recognition device may further create a
database for voice recognition related to a monosyllabic
word frequently used by the user and a database for voice
recognition related to a uniquely pronounced word. Besides,
the vehicle-mounted voice recognition device may further
create various databases for voice recognition that may be
considered by the designer based on the address book
database.

[0208] According to the user’s manipulation or a prede-
termined setting, operation of voice recognition of the
vehicle-mounted voice recognition device is prepared and
started, in 303. The user may speak e.g., a family name, a
first name, a combination of the family name and the first
name, or a title of a person to make a call with, and the
vehicle-mounted voice recognition device recognizes the
voice produced by the user.

[0209] The vehicle-mounted voice recognition device
detects at least one element corresponding to the recognized
voice from at least one of the plurality of database for voice
recognition obtained in 302, according to the result of
recognizing the voice, in 304. An element corresponding to
the recognized voice includes at least one of a family name,
a first name, a combination of the family name and the first
name, a monosyllabic word, and a uniquely pronounced
word.

[0210] In this case, the vehicle-mounted voice recognition
device may detect at least one element based on confidential
values for the respective elements. For example, the vehicle-
mounted voice recognition device may detect elements with
confidential values exceeding a certain threshold.

[0211] Contact information corresponding to the detected
at least one element is visually or audibly provided to the
user, and the user may select one of the at least one contact
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information, in 310, as shown in FIG. 11. In a case of
displaying the contact information visually, the contact
information may be displayed in a predetermined order of
displaying contact information. The predetermined order of
displaying contact information may be determined based on
the confidential value of the element corresponding to the
contact information.

[0212] Once the user selects a piece of contact informa-
tion, a call is made between the vehicle-mounted voice
recognition device and an outside terminal device corre-
sponding to the selected contact information by using a
terminal device paired with the vehicle-mounted voice rec-
ognition device.

[0213] If an element corresponding to the contact infor-
mation selected by the user is detected from the first data-
base for voice recognition in 311, the vehicle-mounted voice
recognition device updates a count variable corresponding to
the first database for voice recognition by incrementing the
count variable by 1, in 312.

[0214] If an element corresponding to the contact infor-
mation selected by the user is detected not from the first
database for voice recognition but from the second database
for voice recognition in 311, the vehicle-mounted voice
recognition device updates a count variable corresponding to
the second database for voice recognition by incrementing
the count variable by 1, in 314.

[0215] If an element corresponding to the contact infor-
mation selected by the user is detected not from the first and
second databases for voice recognition but from the third
database for voice recognition in 313, the vehicle-mounted
voice recognition device updates a count variable corre-
sponding to the third database for voice recognition by
incrementing the count variable by 1, in 316.

[0216] If an element corresponding to the contact infor-
mation selected by the user is detected not from the first to
third databases for voice recognition in 315, the vehicle-
mounted voice recognition device may perform a certain
operation according to predefined settings.

[0217] For example, the vehicle-mounted voice recogni-
tion device determines time elapsed using a clock, and if the
time elapsed exceeds a predetermined time, in 318, the
vehicle-mounted voice recognition device determines that
there is an error in the user’s selection, cancels the user’s
selection, and stops the voice recognition process and the
call-making process, in 318.

[0218] If the time elapsed does not exceed the predeter-
mined time in 317, the vehicle-mounted voice recognition
device waits until there is an input of the user’s selection, in
310, or re-detects at least one element corresponding to the
recognized voice from at least one of the plurality of
databases for voice recognition and wait for the user’s
selection, in 304.

[0219] If the count for at least one of the plurality of
databases for voice recognition is updated, in 312, 314, 316,
the vehicle-mounted voice recognition device determines
whether to reflect a value recorded on the count variable
onto a confidential value, in 319.

[0220] Whether to reflect a value recorded on the count
variable onto a confidential value may be determined
according to predefined settings or the user’s selection. For
example, if a value recorded on a count variable exceeds a
predetermined first threshold or the total sum of numerical
values recorded on count variables exceeds a predetermined
second threshold, the vehicle-mounted voice recognition
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device determines to reflect the count variable to the con-
fidential value, in 319. On the contrary, if the value recorded
on the count variable is less than the predetermined first
threshold or the total sum of numerical values recorded on
the count variables is less than the predetermined second
threshold, the vehicle-mounted voice recognition device
determines not to reflect the count variable to the confiden-
tial value, in 319.

[0221] Ifitis determined to reflect the count variable to the
confidential value, the vehicle-mounted voice recognition
device corrects the confidential value based on the count
variable and computes a corrected confidential value, in 320.
[0222] In this case, the vehicle-mounted voice recognition
device may calculate a certain correction value based on the
value recorded on the count variable as described above in
connection with equation 1, and obtain a corrected confi-
dential value by weighting the calculated correction value to
the confidential value. The certain correction value may be
defined by, e.g., dividing a value recorded on the count
variable by a numerical value predefined by the designer and
adding another numerical value to the division result.
[0223] Subsequently, once another voice recognition is
started in 321, the vehicle-mounted voice recognition device
detects at least one element corresponding to the recognized
voice from at least one of the plurality of databases for voice
recognition obtained in 302 based on the voice recognition
result, displays contact information corresponding to the
detected element, and if one piece of the displayed contact
information is selected in 310, makes a call and updates the
count value based on the selected contact information, in 311
to 318.

[0224] FIG. 12 is a third flowchart of an exemplary a
method for controlling a vehicle-mounted voice recognition
device according to embodiments of the present disclosure.
[0225] As shown in FIG. 12, once voice recognition is
started in 330, an element corresponding to the recognized
voice is detected from a plurality of databases for voice
recognition, in 300. In this case, a plurality of elements may
be detected from a single database for voice recognition.
[0226] The plurality of databases for voice recognition
may be obtained using an address book database of at least
one terminal device paired with the vehicle-mounted voice
recognition device, as described above.

[0227] An element corresponding to the recognized voice
includes at least one of a family name, a first name, the
family name followed by the first name (or vice versa), a
monosyllabic word, and a uniquely pronounced word.
[0228] Detection of an element may be performed based
on confidential values for the respective elements. For
example, an element with a confidential value exceeding a
certain threshold may be detected.

[0229] Contact information corresponding to the detected
at least one element is determined, and visually or audibly
provided for the user, in 332. In a case of displaying the
contact information visually, a plurality of pieces of the
contact information may be displayed in an order of dis-
playing contact information. The order of displaying contact
information may be determined based on confidential values
of elements corresponding to the contact information.
[0230] For example, if a plurality of elements, e.g., first
and second elements are detected from the same database
and the user selects the first element from among the
plurality of elements, in 344, the count variable correspond-
ing to the first element is updated, in 335.
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[0231] If the user selects the first element from among the
plurality of elements, in 344, a count for the first element is
updated, in 335. If the user selects not the first element but
the second element in 334, the count variable corresponding
to the second element is updated, in 337.

[0232] Although an instance where two elements are
detected from the same database is shown in FIG. 12, it may
be applied for other instances where three or more elements
are detected, equally or through partial modification.
[0233] If the count for at least one of the plurality of
databases for voice recognition is updated, in 312, 335, 337,
the vehicle-mounted voice recognition device determines
whether to reflect a value recorded on the count variable
onto a confidential value, in 338.

[0234] Whether to reflect a value recorded on the count
variable onto a confidential value may be determined
according to predefined settings or the user’s selection. For
example, if a value recorded on a count variable exceeds a
predetermined first threshold or the total sum of numerical
values recorded on count variables exceeds a predetermined
second threshold, the vehicle-mounted voice recognition
device determines to reflect the count variable to the con-
fidential value, in 338. On the contrary, if the value recorded
on the count variable is less than the predetermined first
threshold or the total sum of numerical values recorded on
the count variables is less than the predetermined second
threshold, the vehicle-mounted voice recognition device
determines not to reflect the count variable to the confiden-
tial value, in 338.

[0235] Ifitis determined to reflect the count variable to the
confidential value, the vehicle-mounted voice recognition
device calculates and updates a corrected confidential value
based on the count variable, in 339. This may be attained by
the above equation 2.

[0236] Once the confidential value is updated, the updated
confidential value is used to detect an element corresponding
to the recognized voice from the plurality of databases for
voice recognition in 331, and/or to determine an order of
displaying contact information corresponding to the
detected element in 332.

[0237] The method for controlling the vehicle-mounted
voice recognition device may also be applied to a method for
controlling a vehicle equally or through partial modification.

[0238] According to embodiments of the present disclo-
sure, a vehicle-mounted voice recognition device, vehicle
including the same, vehicle-mounted voice recognition sys-
tem, and method for controlling the same, as described
hereinabove, may beneficially provide the user with more
suitable voice recognition results, e.g., contact search
results, which meet the user’s usage pattern or intension.

[0239] Furthermore, the vehicle-mounted voice recogni-
tion device, vehicle including the same, vehicle-mounted
voice recognition system, and method for controlling the
same, as described hereinabove, a more suitable contact
from a contact database may be detected based on the user’s
style of language usage.

[0240] Furthermore, the vehicle-mounted voice recogni-
tion device, vehicle including the same, vehicle-mounted
voice recognition system, and method for controlling the
same, as described hereinabove, may provide the user with
more suitable contacts to meet the user’s intention more
promptly even if multiple contact databases are created
based on a contact database on a terminal device.
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[0241] While the contents of the present disclosure have
been described in connection with what is presently consid-
ered to be exemplary embodiments, it is to be understood
that the disclosure is not limited to the disclosed embodi-
ments, but, on the contrary, is intended to cover various
modifications and equivalent arrangements included within
the spirit and scope of the appended claims.

What is claimed is:

1. A vehicle-mounted voice recognition device compris-

ing:

a storage configured to store a plurality of databases for
voice recognition generated based on an address book
database sent from a terminal device;

a processor configured to detect at least one element from
the plurality of databases for voice recognition and
determine an order of displaying contact information
corresponding to the at least one element; and

a user interface configured to display the contact infor-
mation corresponding to the at least one element in the
order of displaying and receive a selection of a piece of
the contact information from a user,

wherein the processor is further configured to detect a
database among the plurality of databases for voice
recognition, the detected database including an element
corresponding to the selected piece of contact informa-
tion, and re-determine the order of displaying the
contact information based on detection frequencies of
the plurality of databases for voice recognition.

2. The vehicle-mounted voice recognition device of claim

1, further comprising:

a sound receiver configured to receive a voice of the user
and output a sound signal,

wherein the processor is further configured to perform
voice recognition on the sound signal to detect at least
one element corresponding to the voice of the user from
the plurality of databases for voice recognition.

3. The vehicle-mounted voice recognition device of claim

2, wherein the processor is further configured to further
detect a confidential value for each of the at least one
element corresponding to the voice of the user.

4. The vehicle-mounted voice recognition device of claim

3, wherein the processor is further configured to generate a
corrected confidential value by modifying the confidential
value for each of the at least one element according to the
detection frequencies of the plurality of databases for voice
recognition.

5. The vehicle-mounted voice recognition device of claim

3, wherein, when a database among the plurality of data-
bases for voice recognition including an element corre-
sponding to the selected piece of contact information is
detected, the processor is further configured to increment
and update a count corresponding to the detected database.

6. The vehicle-mounted voice recognition device of claim

5, wherein the processor is further configured to use a
confidential value for each of the at least one element and the
count corresponding to the detected database to determine a
corrected confidential value for each of the at least one
element.

7. The vehicle-mounted voice recognition device of claim

6, wherein the processor is further configured to use the
corrected confidential value for each of the at least one
element to re-determine the order of displaying the contact
information.
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8. The vehicle-mounted voice recognition device of claim
1, wherein the processor is further configured to use selec-
tion frequencies of a plurality of elements in the detected
database to re-determine the order of displaying the contact
information.

9. The vehicle-mounted voice recognition device of claim
1, wherein the processor is further configured to make a call
with an outside terminal device corresponding to the
selected piece of contact information using the terminal
device.

10. The vehicle-mounted voice recognition device of
claim 1, wherein the at least one element includes at least
one of a family name, a first name, the first name followed
by the family name, the family name followed by the first
name, a monosyllabic word, and a uniquely pronounced
word.

11. A method for controlling a vehicle-mounted voice
recognition device, the method comprising:

receiving an address book database sent from a terminal

device;

generating a plurality of databases for voice recognition

based on the address book database;

detecting at least one clement from the plurality of

databases for voice recognition;

determining an order of displaying contact information

corresponding to the at least one element;

displaying the contact information corresponding to the at

least one element in the order of displaying;
receiving a selection of a piece of the contact information
from a user;

detecting a database among the plurality of databases for

voice recognition, the detected database including an
element corresponding to the selected piece of contact
information; and

re-determining the order of displaying contact informa-

tion based on detection frequencies of the plurality of
databases for voice recognition.

12. The method of claim 11, wherein the detecting of the
at least one element from the plurality of databases for voice
recognition comprises:

receiving a voice of the user; and outputting a sound

signal; and

performing voice recognition on the sound signal to detect

at least one element from the plurality of databases for
voice recognition.

13. The method of claim 12, wherein the performing of
voice recognition on the sound signal comprises:

detecting the at least one element and a confidential value

for each of the at least one element.

14. The method of claim 13, wherein the re-determining
of the order of displaying contact information comprises:

generating a corrected confidential value by modifying

the confidential value for each of the at least one
element according to the detection frequencies of the
plurality of databases for voice recognition.

15. The method of claim 13, wherein the re-determining
of the order of displaying contact information comprises:

when a database among the plurality of databases for

voice recognition including an element corresponding
to the selected piece of contact information is detected,
incrementing and updating a count corresponding to the
detected database.

16. The method of claim 15, wherein the re-determining
of the order of displaying contact information comprises:
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using a confidential value for each of the at least one
element and the count corresponding to the detected
database to determine a corrected confidential value for
each of the at least one element.

17. The method of claim 16, wherein the re-determining
of the order of displaying contact information comprises:

using the corrected confidential value for each of the at

least one element to re-determine the order of display-
ing the contact information.

18. The method of claim 11, further comprising:

using selection frequencies of a plurality of elements in

the detected database to re-determine the order of
displaying the contact information.

19. The method of claim 11, further comprising:

making a call with an outside terminal device correspond-

ing to the selected piece of contact information using
the terminal device.

20. The method of claim 11, wherein the at least one
element includes at least one of a family name, a first name,
the first name followed by the family name, the family name
followed by the first name, a monosyllabic word, and a
uniquely pronounced word.

21. A vehicle-mounted voice recognition system compris-
ing:

aterminal device including an address book database; and

a vehicle-mounted voice recognition device configured to

receive the address book database from the terminal
device; generate a plurality of databases for voice
recognition based on the address book database; detect
at least one element from the plurality of databases for
voice recognition; determine an order of displaying
contact information corresponding to the at least one
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element; display the contact information corresponding
to the at least one element in the order of displaying;
and receive a selection of a piece of the contact
information from a user,

wherein the vehicle-mounted voice recognition device is
further configured to detect a database among the
plurality of databases for voice recognition, the
detected database including an element corresponding
to the selected piece of contact information, and re-
determine the order of displaying the contact informa-
tion based on detection frequencies of the plurality of
databases for voice recognition.

22. A vehicle comprising:

a storage configured to store a plurality of databases for
voice recognition generated based on an address book
database sent from a terminal device;

a processor configured to detect at least one element from
the plurality of databases for voice recognition and
determine an order of displaying contact information
corresponding to the at least one element; and

a user interface configured to display the contact infor-
mation corresponding to the at least one element in the
order of displaying and receive a selection of a piece of
the contact information from a user,

wherein the processor is further configured to detect a
database among the plurality of databases for voice
recognition, the detected database including an element
corresponding to the selected piece of contact informa-
tion, and re-determine the order of displaying the
contact information based on detection frequencies of
the plurality of databases for voice recognition.
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