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Provided is a microscope system including : a stage on which 
a multi - dyed specimen is mounted ; an objective lens for 
collecting light from the specimen mounted on the stage ; a 
Z - axis movement section for relatively moving the stage and 
the objective lens in a direction along the optical axis L of 
the objective lens ; an XY - axis movement section for moving 
the stage in a direction orthogonal to the optical axis L ; an 
image acquisition unit for acquiring a color image by 
capturing the light collected by the objective lens ; and a 
depth - extension processing unit for generating a depth 
extended image by performing depth extension processing 
dye by dye on the basis of a plurality of the color images that 
are acquired by the image acquisition unit at different 
positions of the stage relative to the objective lens set with 
the Z - axis movement section . 
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MICROSCOPE SYSTEM 
CROSS - REFERENCE TO RELATED 

APPLICATIONS 
[ 0001 ] This application is based on Japanese Patent Appli 
cation No . 2017 - 088188 , the contents of which are incor 
porated herein by reference . 

tion of the stage and the objective lens in a direction along 
an optical axis of the objective lens ; an XY - position oper 
ating section for changing the position of the stage in a 
direction orthogonal to the optical axis ; an image acquisition 
unit for acquiring a color image by capturing the light 
collected by the objective lens ; and a hardware processor , 
wherein the processor is configured to generate a depth 
extended image by performing depth extension processing 
dye by dye on the basis of a plurality of the color images that 
are acquired by the image acquisition unit at different 
positions of the stage relative to the objective lens set with 
the Z - axis movement section . 

TECHNICAL FIELD 
The present invention relates to a microscope sys [ 0002 ] 

tem . 

BRIEF DESCRIPTION OF DRAWINGS BACKGROUND ART 
[ 0003 ] There is a well - known microscope for combining 
images acquired at a plurality of different positions in the 
optical - axis direction while moving an objective lens in a 
direction along the optical axis , wherein movement of the 
objective lens in the direction along the optical axis and 
image acquisition processing are performed asynchronously 
( refer to , for example , PTL 1 ) . 
[ 0004 ] There is also a well - known microscope for gener 
ating an omnifocal image in a pseudo - real - time manner by 
moving the focal position at high speed in a direction along 
the optical axis of an objective lens using an actuator and a 
vari - focus lens ( refer to , for example , Patent Literature 2 ) . 

[ 0010 ] FIG . 1 is an overall configuration diagram showing 
a microscope system according to one embodiment of the 
present invention . 
[ 0011 ] FIG . 2 is a flowchart for illustrating the operation 
of the microscope system in FIG . 1 . 
[ 0012 ] FIGS . 3 ( a ) and 3 ( b ) are a schematic plan view and 
a side elevational view , respectively , showing one example 
of a specimen . 
[ 0013 ] FIGS . 4 ( a ) to 4 ( d ) are diagrams depicting examples 
of a display layout of a dynamic image and a depth - extended 
image . 
[ 0014 ] FIG . 5 is a diagram depicting a screen example for 
inputting initial settings . 
[ 0015 ] FIG . 6 is a diagram depicting a display example for 
setting a depth extension method . 
[ 00161 FIG . 7 is a flowchart for illustrating the operation 
of a modification of the microscope system in FIG . 1 . 
[ 0017 ] FIG . 8 is a flowchart showing a playback example 
of record frame images . 
[ 0018 ] . FIG . 9 is a flowchart for illustrating the operation 
of another modification of the microscope system in FIG . 1 . 
[ 0019 ] FIG . 10 is a diagram depicting a display example 
of a luminance change in a region of interest . 

CITATION LIST 

Patent Literature 

{ PTL 1 } 
[ 0005 ] Japanese Unexamined Patent Application , Publica 
tion No . 2015 - 127772 

{ PTL 2 } 
[ 0006 ] Japanese Unexamined Patent Application , Publica 
tion No . 2000 - 316120 

DESCRIPTION OF EMBODIMENTS 
SUMMARY OF INVENTION 

[ 0007 ] The present invention provides the following solu 
tions . 
[ 0008 ] One aspect of the present invention provides a 
microscope system including : a stage on which a multi - dyed 
specimen is mounted ; an objective lens for collecting light 
from the specimen mounted on the stage ; a Z - axis move 
ment section for relatively moving the stage and the objec 
tive lens in a direction along an optical axis of the objective 
lens ; an XY - axis movement section for moving the stage in 
a direction orthogonal to the optical axis ; an image acqui 
sition unit for acquiring a color image by capturing the light 
collected by the objective lens ; and a depth - extension pro 
cessing unit for generating a depth - extended image by 
performing depth extension processing dye by dye on the 
basis of a plurality of the color images that are acquired by 
the image acquisition unit at different positions of the stage 
relative to the objective lens set with the Z - axis movement 
section . 
[ 0009 ] In addition , another aspect of the present invention 
provides a microscope system including : a stage on which a 
multi - dyed specimen is mounted ; an objective lens for 
collecting light from the specimen mounted on the stage ; a 
Z - position operating section for changing the relative posi - 

[ 0020 ] A microscope system 100 according to one 
embodiment of the present invention will now be described 
with reference to the drawings . 
[ 0021 ] As shown in FIG . 1 , the microscope system 100 
according to this embodiment includes : a microscope main 
body 1 ; an image acquisition unit 2 ; an image processing 
unit 3 ; a display unit ( image display unit , pixel - number 
display unit , and passage display unit ) 4 ; and an input unit 
( display - condition setting unit ) 5 . 
[ 0022 ] The microscope main body 1 includes , as a trans 
mission - observation optical system : a transillumination light 
source 6 ; a collector lens 7 for collecting illumination light 
of this transillumination light source 6 ; a transmission filter 
unit 8 ; a transmission field stop 9 ; a transmission aperture 
stop 10 ; a condenser optical element unit 11 ; and a top lens 
unit 12 . In addition , the microscope main body 1 includes , 
as an epi - illumination observation optical system : an epi 
illumination light source 13 ; a collector lens 14 ; an epi 
illumination filter unit 15 ; an epi - illumination shutter 16 ; an 
epi - illumination field stop 17 ; and an epi - illumination aper 
ture stop 18 . In the figure , reference sign 19 denotes a mirror . 
[ 0023 ] Furthermore , in an observation optical path , there 
are : a revolver 24 that is revolved to select an objective lens 
23 to be used for observation at a relevant time from among 
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a plurality of mounted objective lenses 23a , 236 , . . . 
( hereinafter , also referred to as the objective lens 23 ) ; optical 
cubes 25a , 25b , . . . ( hereinafter , also referred to as an optical 
cube 25 ) to be selectively placed into the observation optical 
path according to the spectral band characteristics of the 
microscope image of a specimen S that is made incident 
upon the image acquisition unit 2 ; and a beam splitter 27 for 
splitting the observation optical path into a path towards an 
eyepiece 26 and a path towards the image acquisition unit 2 . 
[ 0024 ] A stage 20 on which the multi - dyed specimen S is 
placed and that is movable in a direction ( Z - axis direction ) 
parallel to an optical axis L of the objective lens 23 selected 
with the revolver 24 and in a direction ( XY - axis direction ) 
orthogonal to the optical axis L is provided in the observa 
tion optical path where the optical path of the transmission 
observation optical system and the optical path of the 
epi - illumination observation optical system overlap each 
other . This stage 20 is moved by an observer operating an 
operating handle composed of a Z - axis movement section 98 
and an XY - axis movement section 99 . 
[ 0025 ] The image acquisition unit 2 , including an image 
capturing element such as a CCD or a CMOS device for 
forming a specimen image , successively acquires frame 
images ( color images ) at a predetermined frame rate and 
sends them to the image processing unit 3 . 
[ 0026 ] The image processing unit 3 is , for example , a 
general - purpose personal computer , a workstation , or a 
computer using an built - in processor , a field programmable 
gate array ( FPGA ) , a digital signal processor ( DSP ) , a 
general purpose computing on graphics processing unit 
( GPGPU ) , and so forth . 
[ 0027 ] The image processing unit 3 includes : a data stor 
age unit ( image storage unit ) 31 for time - sequentially storing 
frame images sent from the image acquisition unit 2 ; a 
display processing unit ( image playback unit ) 32 ; an unmix 
ing processing unit 33 ; a depth - extension processing unit 34 ; 
an XY - movement detection unit ( XY - position detection unit 
and displacement calculation unit ) 35 , and a light - blocking 
state detection unit ( light - blocking detection unit ) 36 . 
[ 0028 ] In the image processing unit 3 , the following 
processing is performed each time a frame image sent from 
the image acquisition unit 2 is input . 
[ 0029 ] First , in the unmixing processing unit 33 , images 
classified by dye component applied to the specimen S 
( hereinafter , referred to as unmixing images ) are generated 
from a frame image . 
[ 0030 ] In addition , in the XY - movement detection unit 35 , 
the observer ' s operation of moving the field of view ( XY 
axis movement ) is detected , and motion vector information 
is generated . 
[ 0031 ] In the depth - extension processing unit 34 , a depth 
extended image , in which the depth of field is extended by 
extracting an in - focus pixel , is generated from a frame 
image . It is preferable that pixel - by - pixel depth information 
in the depth - extended image generated by the depth - exten 
sion processing unit 34 be updated with the pixel - by - pixel 
depth information of a newly acquired frame image . 
[ 0032 ] In particular , in this embodiment , depth extension 
processing is performed to generate a depth - extended image 
for each unmixing image generated as a result of unmixing 
processing by the unmixing processing unit 33 . 
[ 0033 ] In the light - blocking - state detection unit 36 , the 
luminance of a frame image is detected to determine a light 

blocking state that is changed by moving the epi - illumina 
tion shutter 16 into / out of ( IN / OUT ) the observation optical 
path . 
0034 ] The data storage unit 31 is an arbitrary storage 
device , such as a memory , an HDD , or an SDD , and stores 
a frame image sent from the image acquisition unit 2 and 
also stores : a depth - extended image generated by the depth 
extension processing unit 34 ; image data , such as an unmix 
ing image generated by the unmixing processing unit 33 ; 
motion vector information detected by the XY - movement 
detection unit 35 ; and detection data , such as light blocking 
information detected by the light - blocking - state detection 
unit 36 , and so forth . 
[ 0035 ] In addition , in the data storage unit 31 , image files 
that are assigned serial numbers in the reception order or 
multi - page TIFF image files are saved for the purpose of 
recording , playback , observation of frame images received 
at a predetermined frame rate . 
[ 0036 ] Furthermore , the image processing unit 3 includes : 
an updated - pixel - number detection unit ( not shown in the 
figure ) for detecting the number of pixels the depth infor 
mation of which in a frame image acquired by the image 
acquisition unit 2 is updated ; an updated - pixel - number 
determination unit ( not shown in the figure ) for determining 
whether or not the number of pixels detected by this 
updated - pixel - number detection unit is equal to or smaller 
than a predetermined threshold value ; and a region - of 
interest setting unit ( not shown in the figure ) for setting the 
region of interest in each of the frame images stored in the 
data storage unit 31 . 
[ 0037 ] The input unit 5 is an arbitrary input unit , such as 
a keyboard and a mouse , and allows the observer to input 
display conditions ( settings ) . 
[ 0038 ] The display processing unit 32 outputs image data , 
such as a frame image and a depth - extended image stored in 
the data storage unit 31 , to the display unit 4 according to the 
display conditions input in the input unit 5 . 
[ 0039 ] The operation of the microscope system 100 
according to this embodiment with the above - described 
structure will be described below . 
[ 0040 ] The following description assumes that a FISH 
specimen for detecting a fused gene mutation is used as the 
specimen S and that a fluorescence image of the multiply 
fluorescence - labeled specimen S is observed . More specifi 
cally , as shown in FIGS . 3 ( a ) and 3 ( b ) , the cell nucleus is 
labeled in blue ( B ) with the DAPI dye ( obj1 ) , and FISH 
signals are labeled in two colors : green ( G ) with the FITC 
dye ( obj2 ) and red ( R ) with the Texas Red dye ( obj3 ) . 
[ 0041 ] In addition , in the image acquisition unit 2 , speci 
men images are acquired in a state where the exposure time 
is adjusted to a fixed exposure condition that results in an 
exposure time of 100 ms or less ( frame rate of 10 frames / s 
or more ) so as to be suitable for the observation of a dynamic 
image of the specimen S , and each time an image is 
acquired , the acquired frame image is sent to the image 
processing unit 3 . 
[ 0042 ] First , as shown in FIG . 2 , the microscope main 
body 1 is prepared for observation , and an initial parameter 
setting process required for observation conditions is per 
formed in step S100 . 
[ 0043 ] The initial parameter setting process is performed , 
for example , by the observer operating the setting screen 
illustrated in FIG . 5 with the input unit 5 . First , the fluo 
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[ 0051 ] Here , A is the wavelength ; R , G , and B are the 
luminance values at the image acquisition unit 2 ; fl ( a ) , 
f2 ( a ) , and f3 ( a ) are normalized fluorescence spectra ; e ( a ) is 
the transmittance of the absorption filter ; cR ( ) , cG ( a ) , and 
Ba ) are the spectral sensitivities of the image acquisition 

unit 2 ; and al , a2 , and a3 are the proportions of the 
fluorescence spectra . 
[ 0052 ] The proportions of the fluorescence spectra indi 
cate the proportions of three colors , i . e . , the amounts of 
fluorescent dyes ( hereinafter , also referred to as the amounts 
of fluorescent dyes , al , a2 , and a3 ) , of the fluorescence 
existing at a pixel of interest . Therefore , a difference in 
fluorescent dye can be identified as a difference in color by 
assigning the proportions of the fluorescence spectra to the 
respective RGB components of an image . 
[ 0053 ] Expression ( 1 ) can be modified into Expression ( 2 ) 
below , and multiplying the inverse matrix M - of a matrix M 
in Expression ( 2 ) by the sent frame image can produce the 
amounts of fluorescent dyes at each of the pixels . 

{ Expression 2 } 

rescent dyes applied to the specimen S are assigned to the 
color components to be observed . 
[ 0044 ] In this embodiment , the DAPI dye ( dyel ) is speci 
fied as dye 1 for the B component ( colori ) , the FITC dye 
( dye2 ) is specified as dye 2 for the G component ( color2 ) , 
and the Texas Red ( dye3 ) is specified as dye 3 for the R 
component ( color3 ) . Thereafter , the optical cube 25 used for 
fluorescence observation is specified . In this embodiment , an 
optical cube that allows three bands of fluorescence includ 
ing the above - described dyes 1 , 2 , and 3 to be observed ( e . g . , 
U - DM3 - DA / FI / TX manufactured by Olympus ) is selected . 
10045 ] As illustrated in FIGS . 4 ( a ) to 4 ( d ) , a display 
combination mode indicating how a dynamic image ( de 
noted as Live in the figure ) and a depth - extended image 
( denoted as EFI in the figure ) should be combined for 
observation is specified . 
[ 0046 ] This completes the initial setting process . In order 
to proceed to fluorescence observation with the microscope 
main body 1 , the objective lens 23 having the desired 
magnification and the optical cube 25 specified in the initial 
setting process are selectively moved into the optical path , 
the epi - illumination light source 13 is turned on , and the 
epi - illumination shutter 16 is moved out of the optical path , 
thereby starting color fluorescence observation . 
10047 ] Thereafter , in the image processing unit 3 , it is 
determined whether or not a frame image has been received 
( image input ) in the data storage unit 31 from the image 
acquisition unit 2 ( step S110 ) . If a frame image has been 
received , the frame image is stored in the data storage unit 
31 . Regarding the received frame image , the current frame 
image that has been received and that has been stored in the 
data storage unit 31 is converted into unmixing images , 
classified by fluorescent dye component , using well - known 
unmixing processing in the unmixing processing unit 33 
( step S120 ) . 
[ 0048 ] The generated unmixing images are also stored in 
the data storage unit 31 . 
[ 0049 ] An overview of the unmixing processing will be 
described below . 
[ 0050 ] The fluorescence from the specimen S is imaged as 
a result of being incident upon the image capturing element 
via an absorption filter in the optical cube 25 and via a color 
filter in the image acquisition unit 2 . A pixel value of the 
image acquired by the image acquisition unit 2 is repre 
sented by Expression ( 1 ) . 

G 
B 

al 
= M 2 

la3 

( Ryal ) 
M - 1 Ga2 

( B ) ( a3 ) 

[ 0054 ] Because the fluorescent dyes applied to the speci 
men S and information about the optical cube 25 used for 
observation are known in step S100 , the matrix M can be 
obtained on the basis of information about the fluorescent 
dyes , the optical cube 25 , and the spectrum definition of the 
image acquisition unit 2 pre - recorded in the data storage unit 
31 . 
[ 0055 ] Therefore , the specimen image that has been input 
from the image acquisition unit 2 can be decomposed into 
the amounts of fluorescent dyes al , a2 , and a3 , and infor 
mation about the fluorescent dyes can be recognized as color 
( RGB ) information by re - assigning the amounts of fluores 
cent dyes al , a2 , and a3 to the RGB components of the 
image . 
10056 ] In this embodiment , performing the above - de 
scribed unmixing processing allows DAPI to be assigned to 
the B component and observed in blue , FITC to be assigned 
to the G component and observed in green , and Texas Red 
to be assigned to the R component and observed in red , 
except for a case where the dye of interest is influenced by 
another dye due to cross - talk . 
[ 00571 . It is needless to say that the observer can obtain an 
inverse matrix by specifying a region in an image colored 
with a single dye . 
[ 0058 ] Thereafter , when the updated - pixel - number deter 
mination unit determines that the number of pixels detected 
by the updated - pixel - number detection unit exceeds the 
predetermined threshold value , a depth - extended image in 
which the depth of field is extended can be generated by the 
depth - extension processing unit 34 in step S130 by extract 
ing in - focus pixels for each dye using the unmixing images 
generated in step S120 , and the generated depth - extended 
images are updated and stored in the data storage unit 31 . In 
addition , when it is determined that the number of pixels the 
depth information of which is updated is equal to or smaller 
than the predetermined threshold value , the generated depth 
extended image is not stored in the data storage unit 31 . 

{ Expression 1 } 
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[ 0059 ] Because no depth - extended images for comparison 
of the in - focus state exist when the first image is input , 
unmixing images themselves are generated as depth - ex 
tended images . When the second and subsequent images are 
input , the in - focus state is compared for each pixel on a 
dye - by - dye basis between the unmixing image and the 
depth - extended image , and the pixel values of the depth 
extended images are updated with pixel values having a high 
in - focus evaluation score ( focused pixel ) . 
[ 0060 ] As the in - focus evaluation method , it is possible to 
employ a well - known method in which a differential lumi 
nance value at each pixel with respect to a nearby pixel in 
an image is calculated , and this differential value is used as 
the evaluation score . This evaluation score is stored in the 
data storage unit 31 as an in - focus evaluation score image in 
the same format as that of a depth - extended image . Regard 
ing the pixel of interest , an evaluation score V1 of the 
unmixing image is compared with an evaluation score V2 of 
the in - focus evaluation score image , and if V1 > V2 , then the 
depth - extended image data and the in - focus evaluation score 
image data at the pixel of interest are updated . Thereafter , 
the total value of the number of pixels that have been 
subjected to a depth extension process is stored in the data 
storage unit 31 for each color component . As a differential 
filter , the well - known Sobel filter and Laplacian filter can be 
used . 
[ 0061 ] Thereafter , in step S140 , unmixing images and 
depth - extended images that are updated each time a frame 
image is sent are output to and displayed on the display unit 
4 by the display processing unit 32 in one of the formats 
shown in FIGS . 4 ( a ) to 4 ( d ) according to the display 
combination mode specified in step S100 . Thereafter , it is 
determined whether or not the processing ends , and in a case 
where the processing continues , the steps from step S110 are 
executed again ( step S160 ) . 
10062 ] Furthermore , the MIN luminance value and the 
MAX luminance value are obtained for each dye component 
from the depth - extended images , thereby optimizing the 
tone curves . 
10063 ] For the optimization method , the output range may 
be maximized in a state where the above - described MIN and 
MAX pixel values serve as an input range , or alternatively 
the optimization method may be determined via an operation 
( not shown in the figure ) of the observer . Furthermore , 
because the cell nucleus labeled with DAPI serves as a 
landmark and hence it suffices so long as it can be checked 
whether or not a FISH signal exists in the cell nucleus , only 
DAPI may be automatically adjusted to a slightly dark tone 
curve . In short , the optimization method may be modified as 
long as the modification does not deviate from the gist of the 
present invention . 
[ 0064 ] In addition , when the observer performs a panning 
operation and a magnification / reduction display operation 
( not shown in the figure ) , the image windows 61 in the 
display unit 4 shown in FIGS . 4 ( a ) to 4 ( d ) are subjected to 
synchronous display control so as to have the same display 
magnification and display position as one another . There 
fore , a three - dimensional evaluation of the cell of interest 
become possible in such a manner as to evaluate a local 
ization relationship of the XY coordinates on the depth 
extended image and a localization relationship in the Z 
direction on the unmixing image , thus making it possible to 
easily determine whether or not the FISH signal is split ( i . e . , 
whether the cell is a fused gene mutation or a normal gene ) . 

[ 0065 ] Furthermore , in the display mode shown in FIG . 
4 ( a ) , information about localization of each of the fluores 
cent dyes can be observed live in real time without being 
affected by the brightness of the cell nucleus ( DAPI ) . In the 
display mode shown in FIG . 4 ( b ) , the FISH signals in the 
cell nucleus can be observed individually , making it possible 
to clearly check whether each of the signals exists . 
[ 0066 ] In addition , in FIG . 4 ( c ) , it can be checked whether 
or not each of the FISH signals exists without being affected 
by the brightness of the cell nucleus , and in FIG . 4 ( d ) , a Live 
image and a depth - extended image can be checked in 
synchronization with each other in the widest possible field 
of view . More specifically , the multi - labeled specimen Scan 
be observed at a viewpoint desired by the observer . 
[ 0067 ] Furthermore , the calculated number of pixels for 
each dye , which have subjected to the depth extension 
process in step 130 , is displayed on the display unit 4 . If the 
number of pixels does not exceed a predetermined threshold 
value is equal to or smaller than the predetermined thresh 
old value ) within a predetermined time period ( or predeter 
mined number of frames ) , it is determined that an omnifocal 
image has been built , and a warning sound is issued or a 
warning indication is displayed by an alarm unit ( not shown 
in the figure ) . By doing so , not only can the observer easily 
determine whether or not an additional Z - axis movement 
operation is necessary but also color fading can be sup 
pressed by preventing radiation of unnecessary excitation 
light . 
[ 0068 ] In a case where no frame image is sent , it is 
determined whether or not the operation of changing the 
display combination mode or the operation of magnifying 
reducing or panning the image window 61 by manipulating , 
for example , the input unit 5 has been accepted ( step S150 ) . 
If the observation conditions are to be changed , display 
update processing according to the details of the operation is 
performed by the display update processing in step S140 . If 
the observation conditions are not changed , the steps from 
step S110 are executed again . 
[ 0069 ] In this manner , the microscope system 100 accord 
ing to this embodiment affords an advantage in that , because 
depth extension processing is performed for each dye and 
depth - extended images are generated in the depth - extension 
processing unit 34 , the depth - extended images can be clearly 
observed without missing a weak , slight labelling signal 
coming from the multi - stained specimen S . In addition , 
information about localization ( XYZ ) of a labeled site can 
be easily confirmed by displaying a Live image and a 
depth - extended image side by side in synchronization with 
each other . In particular , a multi - labeled fluorescence speci 
men affords an advantage in that observation as described 
above is possible while preventing color fading . 
[ 0070 ] A case where a different depth extension method is 
employed for each dye in the depth - extension processing 
unit 34 will now be described with reference to FIG . 6 . 
[ 0071 ] This is realized by , for example , the observer 
selecting a depth extension method ( method 1 , 2 , or 3 ) 
prepared for each of the color components to be observed 
( i . e . , dyes 1 , 2 , and 3 ) in the input unit 5 . More specifically , 
a depth extension method for each of the color components 
to be observed is specified in the initial setting process in 
step S100 of FIG . 2 , and depth extension is performed by the 
method specified for each dye in the depth extension process 
in step S130 . 
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[ 0072 ] The depth extension method is roughly classified 
into two types : one type of method for performing depth 
extension on a pixel - by - pixel basis ; and another type of 
method which is an in - focus surface selection ( depth exten 
sion omission ) method for employing , as the depth - extended 
image , the in - focus surface having the highest in - focus 
evaluation score of the entire image . 
[ 0073 ] For the method for performing depth extension on 
a pixel - by - pixel basis , it is possible to select a method in 
which differential information , dispersion information , or 
various items of contrast evaluation information are used on 
the basis of a region neighboring the pixel of interest , as well 
as a method in which the maximum luminance value or the 
minimum luminance value of the pixel of interest is 
employed as the in - focus evaluation score . For the in - focus 
surface selection method , it is possible to select a method in 
which all - pixel - addition information of differential informa 
tion , the dispersion value of the entire screen , spatial fre 
quency information , and so forth are used as the in - focus 
evaluation score . 
[ 0074 ] In this embodiment , it is preferable that , for 
example , the in - focus surface selection method ( dispersion 
value of the entire screen ) be selected for the DAPI dye ( B 
component ) and that the depth extension method ( maximum 
luminance value ) be selected for the FISH signals ( G and R 
components ) . 
[ 0075 ] More specifically , because the cell nucleus ( DAPI 
dye ) in the FISH specimen serves as something like a 
landmark , it suffices so long as it can be determined whether 
or not an FISH signal exists in the cell nucleus . Therefore , 
simplified processing in which , for example , an image 
having a Z - coordinate with the highest in - focus evaluation 
score is substituted as an omnifocal image is acceptable . 
Because this reduces the processing time , it provides an 
advantage in that the operability can be enhanced . 
[ 0076 ] In addition , because a FISH signal is a weak signal 
existing in the cell nucleus , it is displayed in a size of several 
pixels with an objective lens having a relatively low mag 
nification , such as 10x or 20x , that is used to search for a site 
of interest . This leads to a problem in that a FISH signal 
cannot be discriminated from noise in some cases if , for 
example , the depth extension method ( differential informa 
tion method ) is employed . In order to confirm whether or not 
a FISH signal exists , a method in which a luminance value 
is used as the in - focus evaluation score and the pixel with the 
maximum luminance value is extracted is preferable . 
[ 0077 ] In this manner , in the above - described embodi 
ment , the observer can select a depth extension method 
suitable for each labeled site according to various conditions 
including the purpose of observation , such as landmark / 
signal , morphological characteristics of the labeled site , and 
the observation magnification , thereby enhancing the vis 
ibility when the specimen is observed . 
[ 0078 ] In addition , as shown in FIG . 7 , when frame images 
are sent from the image acquisition unit 2 , the sent images 
may be stored in the data storage unit 31 in the format of 
image files assigned serial numbers in the reception order or 
a multi - page TIFF image file for the purpose of recording 
playback and observation ( step S210 ) . 
[ 0079 ] For example , when an instruction for switching to 
the playback mode is given via an operation in the input unit 
5 ( step S220 ) without changing the observation conditions in 

step S150 , the images stored in step S210 are played back 
until the end of playback is determined ( steps S230 and 
S240 ) . 
10080 ] The determination as to whether or not playback is 
ended may be made , for example , on the basis of an 
instruction for ending the playback mode ( instruction for 
switching the observation of the specimen image ) given via 
the operation of the input unit 5 , or alternatively , the end of 
the playback mode may be determined by detecting the 
release of the light blocking state ( radiation of excitation 
light or movement of the epi - illumination shutter 16 out of 
the optical path ) using a light - blocking state determination 
method ( light - blocking - state detection unit 36 or position 
sensor ) , which will be described later . 
[ 0081 ] When the playback mode ends , processing for 
ending playback is executed in step S250 , and after the end 
of the processing for ending playback , the steps from step 
S110 are executed again . 
10082 ] For example , the process of resetting the depth 
extended images generated in step S130 and the process of 
deleting the recorded image files that have been played back 
and observed are performed . It is needless to say that 
depth - extended images having different fields of observation 
view ( XY coordinates ) can be played back and observed by 
recording / saving recorded image files as separate files and 
deleting the recorded image files starting with the oldest 
recorded image file when a predetermined storage capacity 
is exceeded . 
[ 0083 ] In addition , instead of playing back images stored 
in the data storage unit 31 via an operation in the input unit 
5 , a luminance value detection unit for detecting the lumi 
nance value of each color - component image of the acquired 
unmixing images may be provided , and the light - blocking 
state detection unit 36 determines that light is blocked when 
the maximum luminance value of each color - component 
image of the unmixing images is equal to or smaller than a 
predetermined threshold value , and then , the playback 
mode , in which the XY position is not detected , may be 
selected when the light blocking state continues for a 
predetermined time period ( or predetermined number of 
frames ) . 
[ 0084 ] Furthermore , the epi - illumination shutter 16 may 
be configured so as to have a position sensor , and the image 
processing unit 3 to allowed recognize the state of this 
position sensor , thus switching to the playback mode via the 
operation of moving the epi - illumination shutter 16 into the 
optical path . 
[ 0085 ] Here , image recording / playback will be described . 
[ 0086 ] First , as shown in FIG . 8 , in step S231 , a relevant 
frame image ( recorded frame image ) is read out from among 
the recorded image files stored in the data storage unit 31 in 
time - sequential order . More specifically , when the playback 
mode is entered in step S220 of FIG . 7 , the frame counter is 
initialized , and loop playback is performed , in which the 
frame counter is incremented each time the relevant frame 
image is read out in this processing , and the process returns 
to the head frame when the last frame is reached . 
[ 0087 ] It is needless to say that the frame rate received 
from the image acquisition unit 2 is set as the initial value 
of the read - out interval , the read - out interval can be changed 
by the observer to an arbitrary read - out interval , and pause , 
frame - by - frame advance , and backward playback are pos 
sible . 
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[ 0088 ] From steps S120 to S140 , processes the same as 
those in the observation flow in FIG . 2 are performed , 
making it possible to play back and observe an unmixing 
image ( Live image ) and a depth - extended image ( EFI 
image ) in the same manner as in specimen observation . 
[ 0089 ] After the display update process in step S140 is 
executed , luminance information in the region of interest is 
displayed in the form of a time - lapse graph , as shown in 
FIG . 10 , in the region - of - interest display - update processing 
in step S232 executed by the region - of - interest setting unit . 
More specifically , the observer specifies a region of interest 
on the specimen image displayed in an image window 61 of 
FIG . 4 with a rectangular region , for example , by a mouse 
operation on the input unit 5 , and luminance information in 
the specified rectangular region is drawn as a luminance 
curve on the display unit 4 . 
[ 0090 ] Thus , luminance change information in the region 
of interest can be confirmed while playing back and observ 
ing the unmixing image ( Live image ) and the depth - ex 
tended image ( EFI image ) . Therefore , when the observer 
repeats movement observation in the thickness direction 
( Z - axis direction ) of the specimen S , the observer can 
confirm how fluorescence color fading occurs on the play 
back image . This function can be used to , for example , 
adjust the illumination intensity of excitation light and 
determine the observation time in the thickness direction , 
making it possible to perform fluoroscopy with color fading 
being suppressed . 
[ 0091 ] A case where the XY position is changed between 
frame images used for depth extension processing will be 
described below with reference to FIG . 9 . 
[ 0092 ] In step S310 , the amount of motion vector ( differ 
ence ) in the XY direction is calculated with the XY - move 
ment detection unit 35 . The motion vector quantity can be 
derived by calculating a relative position displacement in the 
XY - axis direction on the image between two frame images 
that are adjacent in the time - axis direction stored in the data 
storage unit 31 . 
[ 0093 ] For the calculation of the motion vector quantity , a 
well - known technique , such as template matching repre 
sented by the Sum of Absolute Difference ( SAD ) and the 
Normalized Cross - Correlation ( NCC ) or the phase only 
correlation method based on spatial frequency , can be used . 
In the XY - movement detection unit 35 , not only is a motion 
vector calculated but also the reliability of the calculation 
result is calculated . For the reliability , for example , the 
correlation coefficient of the NCC and the peak value of the 
phase only correlation method can be used and are stored in 
the data storage unit 31 as reliability information together 
with the motion vector quantity . 
[ 0094 ] For example , the B component ( DAPI - labeled cell 
nucleus ) image of the unmixing images produced in step 
S120 is employed as an image for motion detection evalu 
ation . This is because the FISH signal images ( G and R 
components of the unmixing images ) exhibit to a great 
change in luminance due to a movement operation in the 
Z - axis direction and are not suitable for XY - axis movement 
detection . 
[ 0095 ] Next , it is evaluated whether or not the image is 
blurred due to , for example , movement of the field of view 
or vibration by using the calculated motion vector quantity 
and reliability information ( step S320 ) . 
[ 0096 ] When the calculated motion vector quantity , a , is 
equal to or greater than a predetermined threshold value 

( first threshold value ) al ( a al ) , it is determined that the 
observation field of view has moved as a result of the 
observer performing an XY - axis movement operation of the 
stage 20 , depth extended observation is reset ( step S330 ) , 
and the steps from step S110 are executed again . 
[ 0097 . When the motion vector quantity , a , is a < al , the 
cumulative motion vector quantity , Ea , which is cumula 
tively added and stored in the data storage unit 31 each time 
a frame image is input , is checked . As a result , when the 
cumulative motion vector quantity , Ea , is equal to or greater 
than a predetermined threshold value ( second threshold 
value ) a2 ( Ea a2 ) , depth extended observation is reset ( step 
S330 ) , and the steps from step S110 are executed again . 
[ 0098 ] In the other case , it is determined that the image is 
blurred due to , for example , vibration , subsequently pro 
ceeding to step S130 , where the unmixing images are 
corrected for shift ( regions with missing pixels are not 
subjected to depth extension ) using the cumulative motion 
vector quantity , Ea , and depth extension processing is 
performed . Shift correction may be performed in a case 
where the motion vector quantity , a , itself is a2sasal , 
instead of evaluating the cumulative motion vector quantity , 
Ea . 
[ 0099 ] Note that the depth extension reset processing in 
step S330 includes resetting the depth - extended images 
generated in step S130 , as triggered by field - of - view ( XY 
axis ) movement , and initializing image data and control 
information as triggered by field - of - view movement , such as 
initialization of the cumulative motion vector quantity , Za . 
[ 0100 ] By doing so , dynamic image observation and depth 
extended observation of the specimen S can be performed 
without requiring an additional operating instruction in 
response to a field - of - view movement operation performed 
by the observer , thereby allowing the observer to focus on 
specimen observation . 
[ 0101 ] In addition , when it is evaluated in step S320 that 
there is no image blurring due to , for example , movement of 
the field of view or vibration , the steps from step S130 in 
FIG . 2 are executed . 
10102 ) Furthermore , when the maximum luminance value 
of the image for motion detection evaluation is equal to or 
smaller than the predetermined threshold value in step S310 , 
it may be determined that the light is blocked , and the 
depth - extended image may not be updated . 
[ 0103 ] In addition , if the image for motion detection 
evaluation is in an out - of - focus state and is not suitable for 
motion detection , no motion detection may be performed but 
a motion vector may be calculated only after a proper 
contrast value has been detected . 
0104 ) In addition , if the reliability information about the 
motion vector quantity exhibits such a low - reliability state 
as to be equal to or smaller than a predetermined threshold 
value , no motion detection may be performed or it may be 
determined that the field of view has moved on the basis of 
a predetermined number of successive motion detections . 
[ 0105 ] Furthermore , in this embodiment , a multi - dye 
specimen in a bright field may be used as the specimen S . 
[ 0106 ] An example of the use of the specimen S can be 
seen in a case where a Dual Color in situ hybridization 
( DISH ) specimen used in an HER2 gene amplification study 
of breast cancer is subjected to bright - field observation . 
[ 0107 ] More specifically , a specimen in which the HER2 
gene is dyed in blackish brown with silver particles , the 
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centromere of the 17th chromosome is dyed in red with 
enzyme labelling , and the cell nucleus is dyed in violet with 
hematoxylin dye is used . 
[ 0108 ] Note that in the case of a bright - field specimen , 
unlike a fluorescent specimen , if dyes are simply assigned to 
the R , G , and B components , the specimen image on the 
display unit 4 appears differently from the specimen obser 
vation image at the eyepiece 26 . To overcome this problem , 
the amount of dye is obtained using the well - known Lam 
bert - Beer law , a pixel exhibiting the maximum amount of 
dye is extracted as an in - focus image , and the obtained 
amount of dye is inverse - transformed into color information 
using the optical spectrum of the dye , thereby making it 
possible to perform depth extended observation with a 
display color the same as that of the image observed at the 
eyepiece 26 . An overview will be described below . 
[ 0109 ] First , in the initial setting process in step S100 , 
silver particle is selected as dye 1 , a peroxidase substrate is 
selected as dye 2 for red , hematoxylin is selected as dye 3 , 
an empty cube for transmission bright - field observation is 
selected as the optical cube 25 , and a display combination 
mode is specified . Thereafter , in order to perform transmis - 
sion bright - field observation with the microscope main body 
1 , the objective lens 23 having a desired magnification and 
the optical cube 25 specified in the above - described setting 
processing are selectively moved into the optical path , and 
the transillumination light source 6 is illuminated , thus 
starting transmission bright - field observation . 
[ 0110 ] Subsequently , in step S110 , it is determined 
whether or not a frame image has been received from the 
image acquisition unit 2 , and when a frame image has been 
received , the flow proceeds to step S120 . In step S120 , 
unmixing images are generated in the unmixing processing 
unit 33 and are converted into the amount of each dye . In the 
depth extension processing of step S130 , the pixel having 
the maximum amount of dye is extracted , and depth - ex 
tended images with a widened depth of field are generated 
and are stored in the data storage unit 31 . 
[ 0111 ] Thereafter , in the process of step S140 , the unmix 
ing images and depth - extended images composed of the 
amounts of dyes are inverse - transformed into color infor 
mation using the optical spectra of the dyes and are output 
to and displayed on the display unit 4 . 
10112 ] . By doing so , in the bright - field specimen that is 
multi - labeled with dyes having different wavelengths , 
dynamic image observation , as well as depth extended 
observation of a labeled site , can be performed . 
[ 0113 ] Although this embodiment has been described by 
way of an example of a manual microscope , a microscope in 
which movement control in the Z - axis direction and / or 
XY - axis direction is motorized may be used . Furthermore , 
although this embodiment has been described by way of an 
example where the movement in the Z - axis direction is 
realized by controlling the movement of the stage 20 , instead 
of this , the movement of the revolver 24 may be controlled . 
[ 0114 ] Consequently , the following aspects are derived 
from the above - described embodiments . 
[ 0115 ] One aspect of the present invention provides a 
microscope system including : a stage on which a multi - dyed 
specimen is mounted ; an objective lens for collecting light 
from the specimen mounted on the stage ; a Z - axis move 
ment section for relatively moving the stage and the objec 
tive lens in a direction along an optical axis of the objective 
lens ; an XY - axis movement section for moving the stage in 

a direction orthogonal to the optical axis ; an image acqui 
sition unit for acquiring a color image by capturing the light 
collected by the objective lens ; and a depth - extension pro 
cessing unit for generating a depth - extended image by 
performing depth extension processing dye by dye on the 
basis of a plurality of the color images that are acquired by 
the image acquisition unit at different positions of the stage 
relative to the objective lens set with the Z - axis movement 
section . 
[ 0116 ] According to this aspect , the multi - dyed specimen 
is mounted on the stage , and when a plurality of color 
images that are made to have different focal positions in the 
optical - axis direction of the objective lens by relatively 
moving the stage and the objective lens are acquired by the 
image acquisition unit in a state where the optical axis of the 
objective lens is made to coincide with a predetermined 
position of the specimen by means of the XY - axis movement 
section , the depth extension processing unit applies depth 
extension processing to the color images on a dye - by - dye 
basis and generates a depth - extended image . 
[ 0117 ] In this case , because depth extension processing is 
performed on a dye - by - dye basis , the in - focus position can 
be evaluated on a dye - by - dye basis , and weak light from a 
particular dye that is emitted from the specimen and that has 
different focal positions is prevented from becoming difficult 
to observe or missing due to mixing with light from another 
dye , thereby making it possible to acquire a clearly observ 
able depth - extended image . 
[ 0118 ] The above - described aspect may further include : 
an image display unit for displaying a dynamic image that 
time - sequentially updates the color image acquired by the 
image acquisition unit and the depth - extended image gen 
erated by the depth - extension processing unit in a simulta 
neous and synchronous manner . 
[ 0119 ] By doing so , the dynamic image of color images 
acquired by the image acquisition unit and the depth 
extended image are displayed on the image display unit in a 
simultaneous and synchronous manner . As a result , the 
positional relationship of the state of expression in a local 
region can be grasped from weak light , such as a FISH 
signal , coming from inside the cell , thereby making it 
possible to easily check for gene translocation etc . 
[ 0120 ] In addition , in the above - described aspect , the 
depth - extension processing unit may generate the depth 
extended image individually for a different combination of 
dyes , and the microscope system may include a display 
condition setting unit for setting a display condition for 
combining the dynamic image and the depth - extended 
image displayed by the image display unit . 
[ 0121 ] By doing so , as a result of depth extension pro 
cessing , pseudo - color observation becomes possible using 
the depth - extended image generated by combining various 
color components , thereby making it possible to observe the 
localization relationship of a labeled site in the specimen 
from different viewpoints . 
[ 0122 ] In addition , in the above - described aspect , the 
depth - extension processing unit may generate a dye - amount 
image , classified by dye component , by applying unmixing 
processing to the color image of the specimen and may 
generate the depth - extended image using the generated 
dye - amount image . 
[ 0123 ] By doing so , the amounts of dyes can be extracted 
in such a manner as to improve a decrease in detection 
accuracy in a labeled site caused by cross - talk of the 
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fluorescence wavelength and the spectral sensitivity charac 
teristics of the image acquisition unit . 
[ 0124 ] In addition , in the above - described aspect , the 
depth - extension processing unit may adjust the luminance of 
the dye - amount image generated through the unmixing 
processing . 
[ 0125 ] By doing so , the visibility for checking whether a 
labeled site exists can be enhanced by adjusting variations in 
brightness caused by the abundance of a labeled site , the 
expression efficiency of a dye , and so forth . 
[ 0126 ] In addition , in the above - described aspect , the 
depth extension processing performed by the depth - exten 
sion processing unit may differ for each of the dyes . 
[ 0127 ] For example , because the cell nucleus in a FISH 
specimen serves as something like a landmark , it suffices so 
long as it can be determined whether or not a FISH signal 
exists in the cell nucleus . Therefore , for the cell nucleus , 
simplified processing in which , for example , an image 
having a Z - coordinate with the highest in - focus evaluation 
score is substituted as the depth - extended image is accept 
able . 
[ 0128 ] In this manner , the depth extension processing can 
be performed at higher speed by making the depth extension 
processing different for each labeled site . In addition , obser 
vation with an appropriate depth - extended image according 
to the expression manner of a labeled site can be performed . 
[ 0129 ] In addition , the above - described aspect may further 
include : an image storage unit for time - sequentially storing 
a plurality of the color images , having different focal posi 
tions , that are acquired by the image acquisition unit ; and an 
image playback unit for playing back a plurality of images 
stored by the image storage unit by displaying the images so 
as to be switched time - sequentially . 
[ 0130 ] By doing so , observation can be performed through 
playback with the image playback unit in a state where 
radiation of illumination light to the specimen is stopped . In 
short , it is possible to take a long time to perform detailed 
depth - extended observation , adjustment of observation con 
ditions , and so forth without being concerned about , for 
example , fluorescence color fading . 
[ 0131 ] In addition , in the above - described aspect , the 
depth - extension processing unit may generate the depth 
extended image by updating pixel - by - pixel depth informa 
tion of the generated depth - extended image with pixel - by 
pixel depth information of the newly acquired color image , 
the microscope system may include : an updated - pixel - num 
ber detection unit for detecting the number of pixels the 
depth information of which in the color image acquired by 
the image acquisition unit is updated ; and an updated - pixel 
number determination unit for determining whether or not 
the number of pixels detected by the updated - pixel - number 
detection unit is equal to or smaller than a predetermined 
threshold value , and the image storage unit may not store the 
color image when the updated - pixel - number determination 
unit determines that the number of pixels the depth infor 
mation of which is updated is equal to or smaller than the 
predetermined threshold value . 
[ 0132 ] By doing so , the image storage capacity and the 
playback observation time can be reduced by deleting a 
color image that does not contribute to depth extension . 
[ 0133 ] In addition , the above - described aspect may further 
include : an alarm unit that , if a predetermined number of the 
color images for which it is determined by the updated 
pixel - number determination unit that the number of pixels 

the depth information of which is updated is equal to or 
smaller than the predetermined threshold value are acquired 
successively in a time series , reports the same . 
[ 0134 ] By doing so , when it can be determined that the 
depth extension processing has completed according to the 
update state of the depth - extended image , the alarm unit can 
report that the depth extension processing has completed . 
This eliminates radiation of unnecessary illumination light , 
maintaining the specimen intact . 
[ 0135 ] In addition , the above - described aspect may further 
include : a pixel - number display unit for displaying the 
number of pixels detected by the updated - pixel - number 
detection unit . 
[ 0136 ] By doing so , the update state of the depth - extended 
image can be reported by means of the number of pixels 
displayed on the pixel - number display unit , allowing the 
observer to quantitatively determine whether or not the 
depth extension processing should be continued . 
10137 ] . In addition , the above - described aspect may further 
include : a region - of - interest setting unit for setting a region 
of interest in each of the color images stored in the image 
storage unit ; and a passage display unit for displaying an 
time - lapse change in the luminance of the region of interest 
set by the region - of - interest setting unit . 
10138 ] By doing so , an time - lapse change in the luminance 
of the region of interest can be observed , allowing the 
observer to grasp a change in the state of the specimen 
[ 0139 ] In addition , the above - described aspect may further 
include : a light - blocking detection unit for detecting that 
illumination to the specimen is blocked , wherein , when the 
light - blocking detection unit detects that light is blocked , the 
image playback unit may play back images stored in the 
image storage unit . 
[ 0140 ] By doing so , the observer is allowed to observe a 
dynamic image and the depth - extended image while main 
taining the specimen intact by playing back images upon 
detecting a light blocking operation performed by the 
observer . 
[ 0141 ] In addition , the above - described aspect may further 
include : an XY - position detection unit for detecting the XY 
position of the stage set by the XY - axis movement section 
when each of the color images is acquired by the image 
acquisition unit ; and a displacement calculation unit for 
calculating a difference in the XY position between two of 
the color images that are acquired by the image acquisition 
unit , the two color images adjacent to each other in the 
time - axis direction , wherein , when the difference calculated 
by the displacement calculation unit is equal to or greater 
than a first threshold value , the depth - extension processing 
unit may start the depth extension processing from the 
beginning . 
[ 0142 ] By doing so , a field - of - view - movement operation 
performed by the observer can be detected , and depth 
extension processing in the moved field of view can be 
started from the beginning . Because of this , no additional 
operation for stopping and starting depth extension process 
ing is required , making it possible to generate the depth 
extended image by means of the same operation as the 
normal specimen observation operation . 
[ 0143 ] In addition , in the above - described aspect , the XY 
positions of the color images may be corrected when the 
difference calculated by the displacement calculation unit is 
smaller than the first threshold value and is equal to or 
greater than a second threshold value . 
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[ 0144 ] By doing so , slight image blurring due to vibration 
etc . can be corrected , thereby enhancing the image quality of 
the depth - extended image . 
[ 0145 ] In addition , the above - described aspect may further 
include : a luminance value detection unit for detecting the 
luminance value of the color image acquired by the image 
acquisition unit , wherein , when the luminance value 
detected by the luminance value detection unit is equal to or 
smaller than a predetermined threshold value , the XY 
position detection unit may not detect the XY position . 
[ 0146 ] By doing so , for example , when the observer 
performs a shutdown operation , erroneous detection of the 
XY position due to noise information is prevented , allowing 
the depth - extended image to be maintained . 
0147 ] In addition , another aspect of the present invention 
provides a microscope system including : a stage on which a 
multi - dyed specimen is mounted ; an objective lens for 
collecting light from the specimen mounted on the stage ; a 
Z - position operating section for changing the relative posi 
tion of the stage and the objective lens in a direction along 
an optical axis of the objective lens ; an XY - position oper 
ating section for changing the position of the stage in a 
direction orthogonal to the optical axis ; an image acquisition 
unit for acquiring a color image by capturing the light 
collected by the objective lens , and a hardware processor , 
wherein the processor is configured to generate a depth 
extended image by performing depth extension processing 
dye by dye on the basis of a plurality of the color images that 
are acquired by the image acquisition unit at different 
positions of the stage relative to the objective lens set with 
the Z - axis movement section . 
[ 0148 ] The present invention affords an advantage in that 
a clearly observable depth - extended image can be acquired 
without missing weak light that comes from a multi - dyed 
specimen and that has different focal positions . 

an XY - axis movement section for moving the stage in a 
direction orthogonal to the optical axis ; 

an image acquisition unit for acquiring a color image by 
capturing the light collected by the objective lens ; and 

a depth - extension processing unit for generating a depth 
extended image by performing depth extension pro 
cessing dye by dye on the basis of a plurality of the 
color images that are acquired by the image acquisition 
unit at different positions of the stage relative to the 
objective lens set with the Z - axis movement section . 

2 . The microscope system according to claim 1 , further 
comprising : an image display unit for displaying a dynamic 
image that time - sequentially updates the color image 
acquired by the image acquisition unit and the depth 
extended image generated by the depth - extension process 
ing unit in a simultaneous and synchronous manner . 

3 . The microscope system according to claim 2 , wherein 
the depth - extension processing unit generates the depth 
extended image individually for a different combination of 
dyes , and 

the microscope system includes a display - condition set 
ting unit for setting a display condition for combining 
the dynamic image and the depth - extended image dis 
played by the image display unit . 

4 . The microscope system according to claim 1 , wherein 
the depth - extension processing unit generates a dye - amount 
image , classified by dye component , by applying unmixing 
processing to the color image of the specimen and generates 
the depth - extended image using the generated dye - amount 
image . 

5 . The microscope system according to claim 4 , wherein 
the depth - extension processing unit adjusts the luminance of 
the dye - amount image generated through the unmixing 
processing . 

6 . The microscope system according to claim 1 , wherein 
the depth extension processing performed by the depth 
extension processing unit differs for each of the dyes . 

7 . The microscope system according to claim 1 , further 
comprising : 

an image storage unit for time - sequentially storing a 
plurality of the color images , having different focal 
positions , that are acquired by the image acquisition 
unit ; and 

an image playback unit for playing back a plurality of 
images stored by the image storage unit by displaying 
the images so as to be switched time - sequentially . 

8 . The microscope system according to claim 7 , wherein 
the depth - extension processing unit generates the depth 
extended image by updating pixel - by - pixel depth informa 
tion of the generated depth - extended image with pixel - by 
pixel depth information of the newly acquired color image , 

the microscope system includes : an updated - pixel - num 
ber detection unit for detecting the number of pixels the 
depth information of which in the color image acquired 
by the image acquisition unit is updated ; and an 
updated - pixel - number determination unit for determin 
ing whether or not the number of pixels detected by the 
updated - pixel - number detection unit is equal to or 
smaller than a predetermined threshold value , and 

the image storage unit does not store the color image 
when the updated - pixel - number determination unit 
determines that the number of pixels the depth infor 
mation of which is updated is equal to or smaller than 
the predetermined threshold value . 

REFERENCE SIGNS LIST 
[ 0149 ] 2 Image acquisition unit 
[ 0150 ] 2 Display unit ( image display unit , pixel - number 

display unit , passage display unit ) 
[ 0151 ] 5 Input unit ( display - condition setting unit ) 
[ 0152 ] 20 Stage 
[ 0153 ] 23 , 23a , 23b Objective lens 
[ 0154 ] 31 Data storage unit ( image storage unit ) 
[ 0155 ] 32 Display processing unit ( image playback unit ) 
10156 ] 34 Depth - extension processing unit 
[ 0157 ] 35 XY - movement detection unit ( XY - position 

detection unit , displacement calculation unit ) 
[ 0158 ] 36 Light - blocking - state detection unit ( light - block 

ing detection unit ) 
10159 ] 98 Z - axis movement section 
[ 0160 ] 99 XY - axis movement section 
10161 ] 100 Microscope system 
[ 0162 ] al Threshold value ( first threshold value ) 
[ 0163 ] 02 Threshold value ( second threshold value ) 
10164 ] L Optical axis 
[ 0165 ] S Specimen 

1 . A microscope system comprising : 
a stage on which a multi - dyed specimen is mounted ; 
an objective lens for collecting light from the specimen 
mounted on the stage ; 

a Z - axis movement section for relatively moving the stage 
and the objective lens in a direction along an optical 
axis of the objective lens ; 
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9 . The microscope system according to claim 8 , further 
comprising : an alarm unit that , if a predetermined number of 
the color images for which it is determined by the updated 
pixel - number determination unit that the number of pixels 
the depth information of which is updated is equal to or 
smaller than the predetermined threshold value are acquired 
successively in a time series , reports the same . 

10 . The microscope system according to claim 8 , further 
comprising : a pixel - number display unit for displaying the 
number of pixels detected by the updated - pixel - number 
detection unit . 

11 . The microscope system according to claim 7 , further 
comprising : 

a region - of - interest setting unit for setting a region of 
interest in each of the color images stored in the image 
storage unit ; and 

a passage display unit for displaying a time - lapse change 
in the luminance of the region of interest set by the 
region - of - interest setting unit . 

12 . The microscope system according to claim 7 , further 
comprising : 

a light - blocking detection unit for detecting that illumi 
nation to the specimen is blocked , 

wherein , when the light - blocking detection unit detects 
that light is blocked , the image playback unit plays 
back images stored in the image storage unit . 

13 . The microscope system according to claim 1 , further 
comprising : 

an XY - position detection unit for detecting the XY posi 
tion of the stage set by the XY - axis movement section 
when each of the color images is acquired by the image 
acquisition unit ; and 

a displacement calculation unit for calculating a differ 
ence in the XY position between two of the color 
images that are acquired by the image acquisition unit , 
the two color images being adjacent to each other in the 
time - axis direction , 

wherein , when the difference calculated by the displace 
ment calculation unit is equal to or greater than a first 
threshold value , the depth - extension processing unit 
starts the depth extension processing from the begin 
ning . 

14 . The microscope system according to claim 13 , 
wherein the XY positions of the color images are corrected 
when the difference calculated by the displacement calcu 
lation unit is smaller than the first threshold value and is 
equal to or greater than a second threshold value . 

15 . The microscope system according to claim 13 , further 
comprising : 

a luminance value detection unit for detecting the lumi 
nance value of the color image acquired by the image 
acquisition unit , 

wherein , when the luminance value detected by the lumi 
nance value detection unit is equal to or smaller than a 
predetermined threshold value , the XY - position detec 
tion unit does not detect the XY position . 

16 . A microscope system comprising : 
a stage on which a multi - dyed specimen is mounted ; 
an objective lens for collecting light from the specimen 
mounted on the stage ; 

a Z - axis movement section for relatively moving the stage 
and the objective lens in a direction along an optical 
axis of the objective lens ; 

an XY - axis movement section for moving the stage in a 
direction orthogonal to the optical axis ; 

an image acquisition unit for acquiring a color image by 
capturing the light collected by the objective lens ; and 

a hardware processor , 
wherein the processor is configured to generate a depth 

extended image by performing depth extension pro 
cessing dye by dye on the basis of a plurality of the 
color images that are acquired by the image acquisition 
unit at different positions of the stage relative to the 
objective lens set with the Z - axis movement section . 

* * * * * 


