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(57) ABSTRACT

A traveling body includes a range sensor and circuitry. The
range sensor is disposed on a front face of the traveling body
in a traveling direction in which the traveling body travels on
a road surface and disposed obliquely downward at an
inclination angle relative to the road surface. The circuitry
determines presence of a continuous obstacle in a case
where measurement results of a plurality of planes scanned
by the range sensor include a plurality of feature values
indicating unevenness relative to the road surface similar to
each other. The circuitry generates an obstacle map of a front
region of the traveling body not scanned by the range sensor,
based on sequential feature information indicating that a
predetermined number of feature values indicating the
unevenness are sequentially present and controls the trav-
eling body to travel on the road surface based on the obstacle
map.
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TRAVELING BODY AND NON-TRANSITORY
RECORDING MEDIUM

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This patent application is based on and claims
priority pursuant to 35 U.S.C. §119(a) to Japanese Patent
Application Nos. 2021-194967 filed on Nov. 30, 2021,
2022-044252 filed on Mar. 18, 2022. 2022-044421 filed on
Mar. 18, 2022, 2022-088871 filed on May 31, 2022, 2022-
168389 filed on Oct. 20, 2022, and 2022-168465 filed on
Oct. 20, 2022, in the Japan Patent Office, the entire disclo-
sure of which is hereby incorporated by reference herein.

BACKGROUND

Technical Field

[0002] The present disclosure relates to a traveling body
and a non-transitory recording medium.

Related Art

[0003] The presence of a leak or an abnormality of a
structure installed outdoors such as a chemical plant is
generally visually inspected by an inspector. Examples of
such a structure include pipes, meters, and valves. Tech-
nologies using an autonomous traveling body have been
developed for performing the above-described inspection
work unattended.

[0004] In a related technology, a ranging device performs
one-dimensional laser scanning K times, and an obstacle
having a recessed shape is detected in a case where a
recessed portion is detected sequentially in the scans from
(K—a)th scan to the K-th scan.

SUMMARY

[0005] One aspect concerns a traveling body that includes
a range sensor and circuitry. The range sensor is disposed on
a front face of the traveling body in a traveling direction in
which the traveling body travels on a road surface and
disposed obliquely downward at an inclination angle relative
to the road surface. The circuitry determines presence of a
continuous obstacle in a case where measurement results of
a plurality of planes scanned by the range sensor include a
plurality of feature values indicating unevenness relative to
the road surface similar to each other. The circuitry gener-
ates an obstacle map of a front region of the traveling body
not scanned by the range sensor, based on sequential feature
information indicating that a predetermined number of fea-
ture values indicating the unevenness are sequentially pres-
ent; and controls the traveling body to travel on the road
surface based on the obstacle map.

[0006] Another aspect concerns a non-transitory recording
medium storing a plurality of program codes which, when
executed by one or more processors, causes the processors
to perform a method for controlling a traveling body to
travel on a road surface. The method includes determining
presence of a continuous obstacle in a case where measure-
ment results of a plurality of planes scanned by a range
sensor include a plurality of feature values indicating
unevenness relative to the road surface similar to each other.
The range sensor is disposed on a front face of the traveling
body in a traveling direction in which the traveling body
travels and disposed obliquely downward at an inclination
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angle relative to the road surface. The method further
includes generating an obstacle map of a front region of the
traveling body not scanned by the range sensor, based on
sequential feature information indicating that a predeter-
mined number of feature values indicating the unevenness
are sequentially present; and controlling the traveling body
to travel on the road surface based on the obstacle map.

[0007] In another aspect, a traveling body includes a
driver configured to travel on a road surface, a range sensor
disposed on a front face of the traveling body in a traveling
direction tri which the traveling body travels, and circuitry.
The range sensor is disposed obliquely downward at an
inclination angle of 35 degrees or greater relative to the road
surface and is disposed at such a height that the range sensor
detects 1 meter or more ahead from a front end of the driver
in the traveling direction. The circuitry determines whether
an obstacle is present on the road surface based on a
measurement result obtained by the range sensor.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] A more complete appreciation of embodiments of
the present disclosure and many of the attendant advantages
and features thereof can be readily obtained and understood
from the following detailed description with reference to the
accompanying drawings, wherein:

[0009] FIGS. 1A, 1B, and 1C are views of an example of
a traveling device according to one embodiment;

[0010] FIGS. 2A and 2B are diagrams illustrating an
example of a position of a range sensor in the traveling
device according to one embodiment;

[0011] FIGS. 3A and 3B are diagrams illustrating a basis
for setting the position of the range sensor of the traveling
device according to one embodiment;

[0012] FIG. 4 is a block diagram illustrating a hardware
configuration of the traveling device according to one
embodiment;

[0013] FIG. 5 is a block diagram illustrating a functional
configuration related to autonomous traveling of the travel-
ing device according to one embodiment;

[0014] FIG. 6 is a block diagram illustrating a functional
configuration related to speed control of a steering control
unit according to one embodiment;

[0015] FIG. 7 is a flowchart illustrating an example of a
procedure of detection of an obstacle on a road surface,
performed by the traveling device according to one embodi-
ment;

[0016] FIG. 8 is a diagram illustrating a reason for storing
detection history;

[0017] FIG. 9 is a diagram illustrating a reason for elimi-
nating duplicate data of obstacle data;

[0018] FIG. 10 is a flowchart illustrating an example of a
procedure of detection of an obstacle on a road surface,
performed by a traveling device according to another
embodiment;

[0019] FIG. 11 is a diagram illustrating a reason for
omitting storing the detection history;

[0020] FIG. 12 is a diagram illustrating the reason for
omitting eliminating the duplicate data;

[0021] FIG. 13 is a diagram illustrating a detection
example by the traveling device according to one embodi-
ment;
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[0022] FIG. 14 is a flowchart illustrating an example of a
procedure of extracting step candidate points and plane
candidate points, performed by the traveling device accord-
ing to one embodiment;

[0023] FIG. 15 is a flowchart illustrating an example of a
procedure of step candidate point clustering, performed by
the traveling device according to one embodiment;

[0024] FIG. 16 is a flowchart illustrating an example of a
procedure of plane candidate point clustering, performed by
the traveling device according to one embodiment;

[0025] FIG. 17 is a flowchart illustrating an example of a
procedure of curb detection, performed by the traveling
device according to one embodiment;

[0026] FIG. 18 is a diagram illustrating an example of a
plot of curb detection data obtained by the curb detection,
performed by the traveling device according to one embodi-
ment;

[0027] FIG. 19 is a flowchart illustrating an example of a
procedure of groove detection, performed by the traveling
device according to one embodiment;

[0028] FIGS. 20A and 20B are diagrams illustrating a plot
example of groove detection data. obtained by the groove
detection, performed by the traveling device according to
one embodiment;

[0029] FIG. 21 is a flowchart illustrating an example of a
procedure of generating and storing curb/groove detection
history data, performed by the traveling device according to
one embodiment;

[0030] FIGS. 22A and 22B are diagrams illustrating an
example in which the traveling device changes the traveling
direction with reference to past scan results, according to
one embodiment;

[0031] FIGS. 23A and 23B are diagrams illustrating an
example of operation for a shielding object, performed by
the traveling device according to one embodiment;

[0032] FIG. 24 is a flowchart illustrating an example of a
procedure of prediction, performed by the traveling device
according to one embodiment;

[0033] FIG. 25A is a diagram illustrating detection of a
front region, performed by a traveling device according to a
comparative example; and

[0034] FIG. 25B is a diagram illustrating an example of
prediction of an obstacle ahead of a detection line, per-
formed by the traveling device according to one present
embodiment.

[0035] The accompanying drawings are intended to depict
embodiments of the present disclosure and should not be
interpreted to limit the scope thereof The accompanying
drawings are not to be considered as drawn to scale unless
explicitly noted. Also, identical or similar reference numer-
als designate identical or similar components throughout the
several views.

DETAILED DESCRIPTION

[0036] In describing embodiments illustrated in the draw-
ings, specific terminology is employed for the sake of clarity.
However, the disclosure of this specification is not intended
to be limited to the specific terminology so selected and it is
to be understood that each specific element includes all
technical equivalents that have a similar function, operate in
a similar manner, and achieve a similar result.

[0037] Referring now to the drawings, embodiments of the
present disclosure are described below. As used herein, the
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singular forms “a,” “an,” and “the” are intended to include
the plural forms as well, unless the context clearly indicates
otherwise.

[0038] Some embodiments of the present disclosure are
described below with reference to the drawings.

[0039] Configuration of Traveling Device

[0040] FIGS. 1A to 1C are views of an example of a
traveling device 1 according to the present embodiment.
[0041] FIG. 1A is a perspective view of an outer appear-
ance of the traveling device 1 according to the present
embodiment. FIG. 1B is a front view of the traveling device
1 according to the present embodiment as seen in the
direction indicated by arrow P in FIG. 1A. FIG. 1C is a side
view of the traveling device 1 according to the present
embodiment as seen in the direction indicated by arrow Q in
FIG. 1A.

[0042] In the present specification, the x direction matches
a lateral width direction of the traveling device 1. Further,
the y-direction matches a traveling direction of the traveling
device 1, and the z-direction matches a height direction of
the traveling device 1. The coordinates represented by X, v,
and z may be referred to as robot coordinates. That is, the
robot coordinates are coordinates centered on the traveling
device 1.

[0043] The traveling device 1 as a traveling body includes
crawler traveling bodies 11a and 116 and a main body 10.
[0044] The crawler traveling bodies 11a and 115 are units
serving as traveling means for the traveling device 1. Each
of the crawler traveling bodies 11a and 115 is a crawler
traveling body using a metallic or rubber belt.

[0045] Compared with a traveling body that travels with
tires, such as an automobile, the crawler traveling body has
a wider contact area with the ground, so that the travel is
more stable even in an environment with bad footing, for
example. While the traveling body that travels with the tires
requires space to make a turn, the traveling device with the
crawler traveling body can perform a so-called super pivot
turn, so that the traveling device can smoothly turn even in
a limited space.

[0046] In this disclosure, a pivot turn refers to turning on
the spot with the center of the vehicle body as an axis by
rotating the left and right crawler belts in opposite directions
at a constant speed. Such a turn is also called a spin turn or
the like.

[0047] The two crawler traveling bodies 11a and 115 are
installed so that the traveling device 1 can travel with the
main body 10 interposed therebetween. The number of
crawler traveling bodies is not limited to two and may be
three or more. For example, the traveling device 1 may
include three crawler traveling bodies arranged in parallel so
that the traveling device 1 can travel. Alternatively, for
example, the traveling device 1 may include four crawler
traveling bodies arranged on the front, rear, right, and left
sides like the tires of an automobile.

[0048] The crawler traveling bodies 11a and 115 (also
collectively “crawler traveling bodies 11”) each have a
triangular shape. The triangular crawler traveling bodies 11
are advantageous in that, when a constraint is imposed on
the length of the traveling body in the front-rear direction,
the contact area of the crawler traveling body with the
ground is maximized within the constraint. This can improve
the stability in traveling as described above. In case of a
so-called tank crawler haying an upper side (driving wheel
side) longer than a lower side (rolling wheel side), when a
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constraint is imposed on the front-rear direction length, the
contact area with the ground is generally small, making
traveling unstable. As described above, the crawler traveling
bodies 11 is effective in improving traveling performance,
especially when applied to the traveling device 1 that is
relatively small.

[0049] The main body 10 supports the crawler traveling
bodies 11a and 115 to be able to travel and functions as a
controller that controls the driving of the traveling device 1.
In addition, the main body 10 includes a battery to supply
electric power for driving the crawler traveling bodies 11a
and 115.

[0050] The main body 10 of the traveling device 1
includes a power button 12, a start button 13, an emergency
stop button 14, state indicator lamps 15, and a lid 16.
[0051] The power button 12 is an operation device to be
pressed by a person around the traveling device 1 to turn on
or off the power of the traveling device 1. The start button
13 is an operation device to be pressed by a person around
the traveling device 1 to start the two crawler traveling
bodies 11a and 1156. The emergency stop button 14 is an
operation device to be pressed by a person around the
traveling device 1 to stop the traveling device 1 being
traveling.

[0052] The state indicator lamps 15 are examples of a
notification device to indicate a state of the traveling device
1. For example, when the state of the traveling device 1
changes due to a decrease in the remaining battery level, the
state indicator lamps 15 light up to notify a person nearby of
the state change of the traveling device 1. In addition, the
state indicator lamps 15 are turned on in a case of a risk of
an abnormality, for example, in a case where an obstacle that
obstructs the traveling of the traveling device 1 is detected.
[0053] Although the traveling device 1 in FIGS. 1A to 1C
includes the two state indicator lamps 15, the number of
state indicator lamps 15 is not limited thereto and may be
one or three or more. In alternative to the state indicator
lamps 15, the notification device may use. for example, a
speaker to output an alert sound indicating a state of the
traveling device 1.

[0054] The lid 16 is disposed on an upper face of the main
body 10 and seals the inside of the main body 10. The 1id 16
has a ventilation part 164, having an air vent through which
air flows from or to the inside of the main body 10.
[0055] The traveling device 1 includes a range sensor 112
on a front face of the main body 10 in the traveling direction.
The range sensor 112 is for horizontal direction detection.
The range sensor 112 for horizontal-direction detection is a
two-dimensional light detection and ranging (2D LIDAR)
sensor that performs detection by light and range finding in
a two-dimensional direction. There are range sensors
employing micro-electro-mechanical systems (MEMS) and
range sensors employing a rotary mirror.

[0056] The range sensor 112 irradiates an object with laser
light, measures the time for the laser light to be reflected
back from the object, and calculates the distance to the
object and the direction in which the object exists based on
the measured time.

[0057] The traveling device 1 further includes a range
sensor 113 on the front face of the main body 10 in the
traveling direction. The range sensor 113 is for oblique
direction detection. The range sensor 113 for oblique direc-
tion detection is also a 2D LIDAR sensor capable of range
finding in a two-dimensional direction. The range sensor 113
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may employ MEMS or a rotary mirror. The range sensor 113
is installed at an angle inclined down from the horizontal
surface so as to be inclined down at a predetermined
inclination angle relative to a horizontal road surface on
which the traveling device 1 travels.

[0058] The range sensor 113 irradiates an object, such as
an obstacle on the road surface, with laser light, measures
the time for the laser light to be reflected back from the
object, and calculates the distance to the object and the
direction in which the object exists based on the measured
time.

[0059] For the installation position of the range sensor
113, an appropriate value depends on the widths and lengths
of'the crawlers of the crawler traveling bodies lia and lib and
the sizes, widths, depths, and heights of objects to be
detected.

[0060] FIGS. 2A and 2B are diagrams illustrating an
installation example of the range sensor 113 of the traveling
device 1 according to the present embodiment. FIG. 2Ais a
diagram illustrating an example of an installation angle and
an installation height of the range sensor 113. FIG. 2B is a
diagram illustrating an example of a laser irradiation range
of the range sensor 113.

[0061] As illustrated in FIG. 2A, the range sensor 113 is
installed such that the irradiation angle to the road surface is
35 degrees or greater relative to the road surface, for
example. Further, the range sensor 113 is installed at such a
height that the range sensor 113 detects 1 m or more ahead
in the traveling direction from the front end of the crawler
traveling bodies 11a and 115 traveling on the road surface.
The crawler traveling bodies 11a and 115 are drivers (driv-
ing wheels).

[0062] The range sensor 113 can perform laser irradiation
in a predetermined range including the x direction in front of
the range sensor 113. FIG. 2B is a cross-sectional view taken
along the x-y plane or the x-z plane in such a laser irradiation
range.

[0063] As illustrated in FIG. 2B, the laser irradiation range
of the range sensor 113 is set to, for example, a range of 270
degrees around the x direction in front of the range sensor
113. Specifically, the range sensor 113 can irradiate a range
SG extending from -45 degrees to +45 degrees (including
-45 degrees and +45 degrees) with the x direction as 90
degrees. That is, the range SG has the angle range of 180
degrees plus 45 degrees in each of minus direction and plus
direction.

[0064] Note that the above-described irradiation angle of
the range sensor 113 to the road surface is an irradiation
angle of the laser emitted at a right angle to the irradiation
plane of the range sensor 113. In other words, the range
sensor 113 is faced obliquely downward such that the
irradiation plane has an inclination angle of 35 degrees or
greater relative to the road surface.

[0065] The range sensor 113 can be set to perform laser
irradiation, for example, with a step angle of 0.25 degree in
the irradiation range of 270 degrees. In other words, the
range sensor 113 can emit a laser beam with a resolution of
dividing the range of 270 degrees in 1080 steps.

[0066] The range sensor 113 has a laser irradiation dis-
tance Lir that is set to, for example, not smaller than 10 m
and not greater than 20 m.

[0067] For example, when the traveling device 1 is trav-
eling at a high speed, there is a demand for observing a
farther distance, and when the traveling device 1 is turning,
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there is a demand for observing an area near the foot.
Therefore, the laser irradiation angle of the range sensor 113
may be optimized in accordance with, for example, the
traveling speed of the traveling device 1 or the size of a
detected object such as an obstacle on a road surface.
[0068] For example, the range sensor 113 is a three-
dimensional (3D) LIDAR capable of range finding in three-
dimensional directions. Examples of the 3D LIDAR include
a LIDAR that emits a plurality of laser beams in a direction
orthogonal to a scanning direction of the laser beam so as to
simultaneously acquire distance-measuring data at a plural-
ity of irradiation angles, and a LIDAR that performs scan-
ning with a laser beam in a three-dimensional direction
using, for example, a MEMS mirror to acquire three-
dimensional data. Since a 3D LIDAR acquires three-dimen-
sional data at a time, a vibration of the robot or shakes in the
tilt direction less adversely affects the detection of the road
surface, compared with a 2D LIDAR.

[0069] As for the installation position of the 3D LIDAR,
since the road surface position to be observed does not
change, the 3D LIDAR is preferably installed under condi-
tions similar to those of the 2D LIDAR. To acquire infor-
mation on the road surface 1 m or more ahead in the forward
direction, the 3D LIDAR is disposed to emit the laser beam
1 m or more ahead in front of the traveling device 1. Further,
regarding the laser beam irradiation position at the vertical
angle (tilt direction) relative to the traveling direction, the
3D LIDAR is disposed such that the road surface 1 m ahead
is irradiated with the laser beam at an angle of 35 degrees or
greater.

[0070] Since the traveling device 1 includes the crawler
traveling bodies 1la and 115 illustrated in FIG. 1 as
described above, the traveling device 1 can stably travel
even on rough ground having unevenness.

[0071] However, in the crawler traveling bodies 11a and
114, a part of the crawler belt is not grounded and floats due
to unevenness of the rough ground. Then, the height position
detected by the range sensor changes as the main body 10
traveling on rough ground shakes back and forth.

[0072] In addition, vibration in traveling may cause a
malfunction of the range sensor. For example, a mirror
polarization sensor such as a MEMS sensor is weak against
vibration and may stop due to vibration.

[0073] Therefore, in the present embodiment, the traveling
device I includes an inertial measurement unit (IMU) in the
main body 10. The IMU is a tilt sensor that detects a tilt
amount of the traveling device 1. Details of the IMU are to
be described later.

[0074] Further, the range sensor 113 may be mounted on
a shock absorbing structure supported by a spring, rubber, or
the like. The IMU may also be mounted on a shock absorb-
ing structure. This structure reduces shaking of the range
sensor 113, and thus reduces malfunction due to vibration in
traveling of the traveling device 1.

[0075] When the shock absorbing structure is an active
steering mechanism, the range sensor 113 can be kept
horizontal. The range sensor 113 may be disposed in the
main body 10 via an arm.

[0076] As described above, as the irradiation angle of the
range sensor 113 relative to the road surface becomes closer
to a right angle, the resolution in the x direction, which is the
traveling direction of the traveling device 1, increases.
Accordingly, the detection accuracy can be improved.
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Therefore, it is preferable to dispose the range sensor 113
such that the irradiation angle is as deep as possible.
[0077] On the other hand, when the range sensor 113 is
disposed as described above, the laser irradiation distance in
the x direction in which the traveling device 1 travels
becomes short. Then, the detection distance in the traveling
direction of the traveling device 1 becomes short, that is,
detecting a far area is not available.

[0078] When the laser irradiation angle of the range sensor
113 relative to the road surface is shallow, the far area can
be detected, but the influence of fluctuations and variations
due to the vibration of the traveling device 1 increases. In
addition, in a case of shallow irradiation angle, when the
vehicle travels on a downhill, the road surface may not be
irradiated with the light.

[0079] In view of this, the range sensor 113 is disposed at
a high position to detect a far area even at the same
irradiation angle. In this manner, both the irradiation angle
and the installation height of the range sensor 113 are
adjusted to appropriate values.

[0080] With reference to FIGS. 3A and 3B, a detailed
description will be given of the basis for setting the irradia-
tion angle of the range sensor 113 to the road surface to 35
degrees or greater relative to the horizontal direction as
described above and setting the height position of the range
sensor 113 so as to enable detection of 1 m or more ahead
of the front end of the crawler traveling bodies 11a and 115
in the traveling direction.

[0081] FIGS. 3A and 3B are diagrams illustrating the basis
for setting the installation position of the range sensor 113 of
the traveling device 1 according to the present embodiment.
FIG. 3A is a diagram illustrating the basis for the irradiation
distance of the range sensor 113. FIG. 3B is a diagram
illustrating the basis for setting the irradiation angle and the
height position of the range sensor 113.

[0082] The irradiation angle of the range sensor 113 is
preferably optimized based on, for example, the speed of the
traveling device 1 and the size of an object to be detected.

[0083] As illustrated in FIG. 3A, when the crawler trav-
eling body 11 of the traveling device 1 has a ground contact
length [ and a width W, there is almost no possibility that the
crawler traveling body 11 falls in a hole having a length [./2
or smaller or a width W/2 or smaller. When the traveling
device 1 has a braking distance LB and the range sensor 113
has a detection distance LS, for the traveling device 1 to stop
without coming into contact with or failing into the obstacle
in front of the traveling device 1, at least a relation:
LS>LB-L/2 is satisfied, and, more preferably, a relation:
LS>LB is satisfied. In other words, the detection distance LS
is longer than at least a value obtained by subtracting 4of
the ground contact length L from the braking distance LB.
[0084] As described above, the traveling device 1 can
safely stop when the detection distance LS of the range
sensor 113 is set to be greater than the braking distance LB
(LS>LB). For example, when the braking distance LB of the
traveling device 1 is 0.60 m, the detection distance LS with
which the traveling device 1 can safely stop is, for example,
1 m.

[0085] FIG. 3B illustrates an installation height z at which
the range sensor 113 is installed. Two examples of 7=0.4125
m and 7=0.97 m are assumed in view of the layout of the
traveling device 1. At this time, an irradiation angle 6 of the
range sensor 113 is adjusted to obtain a detection distance x;
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of 1 m from an end of a bumper protruding most in the
traveling device 1 in the traveling direction.

[0086] When the installation height z is 0.4125 m, an
installation angle of the range sensor 113, in other words, the
irradiation angle 0 relative to the road surface is 20 degrees.
Then, an inclination a of the irradiation angle 0 is
tanO=tan20 =0.36.

[0087] When the installation height z is 0.97 m, the
installation angle of the range sensor 113, in other words, the
irradiation angle 0 relative to the road surface is 35 degrees.
Then, the inclination a of the irradiation angle 6 is
tanO=tan36 =0.70.

[0088] When there is minute unevenness on the road
surface, the detection distance of the range sensor 113 varies
by the reciprocal of the inclination a at the individual
installation height z. Then, the detection accuracy decreases.
For this reason, the installation height z 0of 0.97 m which can
provide a deep irradiation angle of 35 degrees is adopted.
[0089] As described above, as an appropriate value of the
irradiation angle of the range sensor 113 to the road surface,
the set value of 35 degrees or greater relative to the hori-
zontal direction is adopted. Further, the set value of 1 m or
greater is adopted as an appropriate value of the detection
distance of the range sensor 113 from the front end of the
crawler traveling bodies 11a and 115 in the traveling direc-
tion. Further, the set value of 0.97 m is adopted as an
appropriate value of the installation height of the range
sensor 113 for the range sensor 113 to detect 1 m or greater
from the front end of the crawler traveling bodies 11a and
1154 in the traveling direction. Note that, although the height
examples are given as calculation examples above, the range
sensor 113 may be installed, for example, at a height of 0.5
m or more from the road surface.

[0090] In related technologies in which the details of the
irradiation angle and the installation height of a ranging
device are not considered in view of the detection distance
of the ranging device, the ranging device may fail to output
an appropriate detection result. Then, it becomes difficult to
make the traveling body travel safely.

[0091] Even when the range sensor 113 is a 3D LIDAR,
the above-described concept of installation design does not
change. In the case of a beam irradiation angle of 35 degrees
or smaller, detecting a step is difficult. Accordingly, the 3D
LIDAR is installed at such an angle that enables beam
irradiation at 35 degrees or smaller and such a height that
enables detection of 1 m ahead from the front end. In
addition, in a case where the range sensor 113 is a MEMS-
scan 3D LIDAR having a conical beam irradiation range, the
detection range becomes narrower as the distance from the
center increases. Therefore, in the case where the range
sensor 113 is a 3D LIDAR, the range sensor 113 is desirably
installed such that the center of the beam has the irradiation
angle of 35 degrees and detects 1 m ahead.

[0092] Hardware Configuration of Traveling Device
[0093] Referring to FIG. 4, an example of a hardware
configuration of the traveling device 1 according to the
present embodiment is described. FIG. 4 is a block diagram
illustrating a hardware configuration of the traveling device
1 according to the present embodiment.

[0094] As illustrated in FIG. 4, the traveling device 1
includes a central processing unit (CPU) 101, a memory
102, an auxiliary memory 103, a camera 111, range sensors
112 and 113, a navigation satellite system 114, an IMU 115,
a battery 121, motor drivers 122a and 1225 (left and right),
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travel motors 132a and 1325 (left and right), brake drivers
123a and 1235 (left and right), brake motors 1334 and 1336
(left and right), a power switch 141, a start switch 142, and
an emergency stop switch 143.

[0095] The CPU 101 controls the entire operation of the
traveling device 1. The CPU 101 operates according to a
travel program stored in the memory 102, so as to function
as a determination unit and a map generation unit to generate
an obstacle map. The CPU 101 operates according to a travel
program stored in the memory 102, so as to travel using the
obstacle map generated by the map generation unit. The
memory 102 is a temporary storage area for the CPU 101 to
execute such as a program for controlling travel. The aux-
iliary memory 103 stores the travel program and the like
executed by the CPU 101.

[0096] The travel program to be executed on the traveling
device 1 may be recorded, as a file installable or executable
by a computer, on a computer-readable recording medium,
such as a compact disc-read only memory (CD-ROM), a
flexible disk (FD), a compact disc-recordable (CD-R), or a
digital versatile disk (DVD) and provided.

[0097] The travel program to be executed on the traveling
device 1 may be stored on a computer connected to a
network, such as the Internet, to be downloaded from the
computer via the network. Alternatively, the travel program
executed on the traveling device 1 may be provided or
distributed via a network such as the Internet. Further, the
travel program executed on the traveling device 1 may be
provided as being preloaded in, for example, a ROM of the
traveling device 1.

[0098] The motor drivers 122a and 1225 (collectively
“motor drivers 122”) are drivers for the travel motors 132a
and 13254 (collectively “travel motors 132”) provided in the
two crawler traveling bodies 11a and 115, respectively. The
brake drivers 123a and 12354 (collectively “brake drivers
123”) are drivers for the brake motors 133a¢ and 13354
(collectively “brake motors 133”) provided in the two
crawler traveling bodies 11a and 115, respectively. The
motor drivers 122 and the brake drivers 123 receive com-
mands from the CPU 101 to control the travel motors 132
and the brake motors 133, respectively.

[0099] The power switch 141 is a switch that turns on or
off the power of the traveling device 1. The power switch
141 operates in conjunction with the pressing of the power
button 12 (see FIG. 1) described above. The start switch 142
is a switch for starting the crawler traveling bodies 11a and
115. The start switch 142 operates in conjunction with the
pressing of the above-described start button 13 (see FIG.
1A). The emergency stop switch 143 is a switch for stopping
the crawler traveling bodies 11a and 115 in case of emer-
gency. The emergency stop switch 143 operates in conjunc-
tion with pressing of the above-described emergency stop
button 14 (see FIG. 1A).

[0100] Examples of the camera 111 include a spherical
camera, a stereo camera, and an infrared camera. As
described above, the range sensor 112 is a LIDAR sensor for
horizontal direction detection. As described above, the range
sensor 113 is a LIDAR sensor for oblique direction detec-
tion.

[0101] The navigation satellite system 114 receives radio
waves from a satellite and measures the position of the
traveling device 1 on the earth based on the received result.
The navigation satellite system 114 uses a Real Time Kine-
matic (RTK)-Global Navigation Satellite System (GNSS).
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In the position determination (localization) by the RTK-
GNSS, when a high-accuracy positioning solution (Fix
solution) in the RTIC-GLASS positioning is obtained, an
accuracy in several centimeters can be obtained.

[0102] The navigation satellite system 114 includes two
antennas for GNSS reception. The navigation satellite sys-
tem 114 determines that the reliability (accuracy) of the
position information is low when there is a difference of a
certain distance or more between the position information
obtained by the two antennas.

[0103] The IMU 115 includes a triaxial accelerometer
sensor and a rotational angular velocity sensor. The traveling
device 1 detects the tilt amount of the main body 10 of the
traveling device 1 by using the measurement data of the
IMU 115, and corrects the height difference relative to the
road surface measured by the range sensor 113, based on the
tilt amount of the traveline device 1.

[0104] The IMU 115 is preferably disposed in the vicinity
of the range sensor 113. When the range sensor 113 is
provided on the main body 10 via an arm, the IMU 115 is
preferably provided on the arm. In the present embodiment,
the IMU 115 also serves as an IMU for self-localization for
determining the posture of the traveling device 1.

[0105] This configuration can eliminate the inconvenience
that the height position detected by the range sensor 113
changes as the main body 10 traveling on the rough ground
shakes back and forth.

[0106] The CPU 101 functioning as the determination unit
determines the presence of a continuous obstacle in a case
where the result of one time measurement output by the
range sensor 113 includes a feature value indicating uneven-
ness relative to the road surface, and substantially the same
unevenness is measured at substantially the same position in
the results of a plurality of measurement results (N times) by
the range sensor 113. In other words, in a case where the
measurement results include feature values indicating simi-
lar unevenness, the similar unevenness is determined as a
continuous obstacle.

[0107] Note that when the distance measuring sensor 113
is a3D LIDAR, detection results of a plurality of scan planes
can be obtained in one scan. In a case where measurement
results of a plurality of planes scanned by the range sensor
113 include a plurality of feature values indicating uneven-
ness relative to the road surface, similar to each other, the
CPU 101 determines that the unevenness is a continuous
obstacle.

[0108] In addition, when a predetermined number of fea-
ture values indicating unevenness are sequentially detected
within a predetermined radius, the CPU 101 functioning as
the map generation unit performs curve-fitting prediction
based on sequential information indicating that the prede-
termined number of feature values indicating unevenness are
sequentially detected, so as to generate an obstacle map of
a front region of the traveling body, not scanned by the range
sensor 113 for oblique direction detection.

[0109] Next, an operation related to autonomous traveling
of the traveling device 1 will be described.

[0110] FIG. 5 is a block diagram illustrating an example of
a functional configuration related to autonomous traveling of
the traveling device 1. As illustrated in FIG. 5, the autono-
mous traveling of the traveling device 1 involves a function
related to self-localization of the traveling device 1 using the
navigation satellite system 114 and a function related to
traveling control of the traveling device 1.
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[0111] First, self-localization of the traveling device 1 will
be described.
[0112] As illustrated in FIG. 5, the traveling device 1

includes an odometry unit 151 and a 5 self-localization unit
152 as functions related to self-localization of the traveling
device 1.

[0113] Regarding the self-localization of the traveling
device 1, as described above, high-accuracy position infor-
mation using the navigation satellite system 114 is used.
However, the position update cycle is about 200 millisec-
onds to 1 second and has large variations. Therefore, the
odometry unit 151 performs odoinetry calculation for deter-
mining the self-position of the traveling device 1 from
rotation angles w of the travel motors 132a and 1324 that
drive the two crawler traveling bodies 11a and 115, respec-
tively. The rotation angles w of the travel motors 132a and
1324 can be obtained from a hall sensor pulse for driving the
travel motors 1324 and 1325 or an external sensor such as
an encoder or a tachometer.

[0114] The self-localization unit 152 outputs a self-local-
ization result (X,Y,0). The self-localization unit 152 corrects
the odometry information calculated by the odomeny unit
151, thereby performing stable self-localization. More spe-
cifically, the self-localization unit 152 corrects the odometry
information using the position information obtained by the
navigation satellite system 114 (including the RTK-GNSS)
and a posture change measured by the IMU 115.

[0115] Incidentally, the position information by the RTK-
GNSS may be suddenly shifted by several tens of centime-
ters to several meters due to the influence of, for example,
a reflecting object. Therefore, when a difference between the
respective position information acquired by the two anten-
nas described above is not equal to or greater than a certain
amount, the self-localization unit 152 corrects the above-
described odometry information calculated by the odometry
unit 151, so as to prevent an unstable operation due to such
a sudden shift in the self-localization. On the other hand,
when the difference between the respective position infor-
mation acquired by the two antennas described above the
certain amount or greater, or when the high-accuracy posi-
tioning solution (Fix solution) in the RTK-GNSS position-
ing is not obtained, the self-localization unit 152 performs
self-localization using only the odometry calculation result
by the odometry unit 151.

[0116] Next, speed control of the traveling device 1 will be
described.
[0117] As illustrated in FIG. 5, the traveling device 1

includes a global planner unit 153, a local planner unit 154,
an obstacle detection unit 155, and a steering control unit
156 as functions related to speed control of the traveling
device 1.

[0118] The global planner unit 153 performs global plan-
ning to output a sequence of reachable way points (WP (n))
from a start point to a goal. Way points are a set of points on
the travel route of the traveling device 1. A way point has
information on the direction and the velocity (Vmax) in
addition to the position (X,y,z).

[0119] Based on the information of way points (WP (n))
obtained from the global planner unit 153 the local planner
unit 154 actually plans a path connecting a way point and a
way point and calculates a target direction (WP vector, target
position coordinates Pct(n), and velocity Vmax).

[0120] The obstacle detection unit 155 detects an obstacle
based on a detection result of the range sensors 112 and 113.
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The obstacle detection unit 155 outputs an avoidance direc-
tion (0), a speed instruction (V), and a stop instruction (V)
to the steering control unit 156 in accordance with the
detected obstacle. The obstacle detection unit 155 also
generates the obstacle map of the road surface on which the
traveling device 1 travels, using the result of obstacle
detection.

[0121] The steering control unit 156 calculates the speed
and the angular velocity of the traveling device 1 and
calculates the speeds (VL and VR) of the right and left
crawler traveling bodies 11a and 115 for steering control.
The steering control unit 156 transfers the speeds (VL and
VR) of the right and left crawler traveling bodies 11a and
1154 to a serial interface (I/F) 157 and the motor drivers 122a
and 1225, to control the travel motors 1324 and 1325.
[0122] A description is given of a functional configuration
related to speed control performed by the steering control
unit 156. FIG. 6 is a block diagram illustrating a functional
configuration related to speed control performed by the
steering control unit 156.

[0123] The traveling device 1 is a crawler robot that
independently drives the right and left crawler traveling
bodies 11a and 115. The traveling device 1 turns by a speed
difference between the right and left crawler traveling bodies
11a and 115. For stable traveling on various road surfaces
having different traveling loads, the left and right crawler
traveling bodies 11a and 115 are rotated at a designated
speed regardless of the load.

[0124] For this reason, as illustrated in FIG. 6, the steering
control unit 156 executes the traveling control of the trav-
eling device 1 that is divided into a major loop for control-
ling the steering and a minor loop for controlling the speeds
of the left and right crawler traveling bodies 11a and 115.
[0125] As illustrated in FIG. 6, the steering control unit
156 includes a position proportional integral derivation
(PID) unit 161, speed PID units 162a and 1625, and speed
calculation units 163a and 16354.

[0126] The position PID unit 161 calculates operation
amounts of the left and right crawler traveling bodies 11a
and 115 for steering control from a difference (positional
deviation) between a set value and a measured value.
[0127] The speed PID unit 162a and 1625 obtain changes
in the operation amounts from the speed deviation.

[0128] The speed calculation units 163a and 16356 deter-
mine motor speeds based on signals (motor pulses) of hall
sensors attached to the travel motors 1324 and 1325.
[0129] In the major loop, the steering control unit 156
calculates differences (positional deviations) between a self-
localization result and a target position (Pset) and a target
direction (Oset) to the target point (Pset). To obtain the
self-localization result, the odometry unit 151 performs
odometry calculation using the motor pulses of the travel
motors 132a and 13254, and the self-localization unit 152
corrects the odometry result using the position information
obtained by the navigation satellite system 114 that includes
the RTK-GLASS, a posture change measured by the IMU
115, and a speed change (Vgps).

[0130] More specifically, the steering control unit 156
outputs the calculated difference (position deviation) to the
position PID unit 161.

[0131] The position PID unit 161 calculates, from the
difference (positional deviation) between the set value and
the measured value, operation amounts VLset and VRset of
the left and right crawler traveling bodies 11a and 114
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(instructed speed V and rotation angle w of the travel motors
132a and 13254) for steering control.

[0132] The traveling device 1 can travel stably by con-
trolling the left and right crawler traveling bodies 11a and
115 in accordance with the operation amounts VLset and
VRset obtained from the major loop.

[0133] In addition, in the minor loop, the steering control
unit 156 determines, with the speed calculation units 163«
and 1635, the motor speeds based on the signals (motor
pulses) of the hall sensors attached to the travel motors 132a
and 13254. Then, based on the difference (speed deviation)
between the speed estimation result from the speed calcu-
lation units 163« and 1635 and the target speed, the steering
control unit 156 controls the motor application voltage to the
travel motors 132a and 1324 with the speed PID units 162a
and 1625, to perform feedback control of the speed. The
speed is feedback-controlled by the minor loop for mini-
mizing speed fluctuations due to disturbance torque to the
travel motors 1324 and 1325.

[0134] Example of Obstacle Detection of Traveling
Device
[0135] Next, with reference to FIG. 7, a description is

given of the detection of an obstacle on the road surface,
performed by the traveling device 1 travels in the control of
the autonomous traveling of the traveling device 1. FIG. 7 is
a flowchart illustrating an example of a procedure of the
detection of an obstacle on a road surface, performed by the
traveling device 1 according to the present embodiment. The
procedure illustrated in FIG. 7 is an example in which the
range sensor 113 is a 2D LIDAR.

[0136] As illustrated in FIG. 7, the CPU 101 controls the
range sensor 113 to start scanning (step S1) and executes
irradiation angle filtering (step S2). To be more specific, in
step S2, the CPU 101 extracts only the data within 3 m
from the center in the irradiation range in the lateral direc-
tion and -62 to +62 degrees in the scanning direction from
the data detected by the range sensor 113.

[0137] Next, the CPU 101 executes median filtering in
which magnitudes of peripheral pixel values are compared,
and the peripheral pixel values are converted into a median
pixel for smoothing (step S3).

[0138] Next, the CPU 101 converts the laser scan data of
the range sensor 113 into a point cloud of robot coordinates
centered on the traveling device 1 (Step S4).

[0139] Next, the CPU 101 calculates, for each point, the
angle formed by the current point and the point five points
ahead in the height direction, i.e., the angle on the yz plane,
and extracts step candidate points and plane candidate points
(step S5).

[0140] The CPU 101 executes step candidate point clus-
tering in which distance clustering is performed between the
extracted step candidate points (step S6).

[0141] The CPU 101 executes plane candidate point clus-
tering in which height clustering is performed between the
extracted plane candidate points (step S7).

[0142] Then, the CPU 101 executes ground scan plane
detection in which a plane candidate cluster having the
longest distance is detected as a ground scan plane (step S8).
[0143] Further, the CPU 101 executes height calculation
of'the ground scan plane in which the average of the detected
heights of the ground scan planes, in other words, the
positions in the z direction is calculated as the ground height
(step S9).
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[0144] Next, the CPU 101 executes curb detection (step
S10).
[0145] Next, the CPU 101 executes groove detection (step
S11).
[0146] Next, the CPU 101 stores a detection history (step

S12). A description is given of the reason for storing the
detection history. FIG. 8 is a diagram illustrating the reason
for storing the detection history. When the range sensor 113
is a 2D LIDAR, as illustrated in FIG. 8, only one scan plane
is obtained by one scan. Accordingly, to obtain information
on a continuous obstacle, it is necessary to store a detection
history from the result of one scan (for example, obstacle
data O; illustrated in FIG. 8). For example, the CPU 101
stores data of the detected curbs and grooves in the auxiliary
memory 103 illustrated in FIG. 4.

[0147] Next, the CPU 101 eliminates duplicate data (step
S13). A description is given of the reason for eliminating
duplicate data. FIG. 9 is a diagram illustrating the reason for
eliminating duplicate data. When the range sensor 113 is a
2D LMAR, as illustrated in FIG. 9, data of a moving object,
for example, an obstacle data O, illustrated in FIG. 9 (e.g.,
a leg of a walking person) is also detected as data of a
continuous obstacle. In order to solve this problem, the CPU
101 eliminates, as “duplicate” data, the obstacle data at the
same X-y position as the detection data obtained by the range
sensor 112. To be more specific, the CPU 101 eliminates the
curb/groove detection history data when the history data of
the detected obstacle (curb or groove) moved to a detection
history storage area is close to the x-y coordinates of the
obstacle data obtained by the range sensor 112 for horizontal
direction detection.

[0148] Then, the CPU 101 performs clustering on the
curb/groove detection history data, so as to identify a
predicted obstacle (step S14).

[0149] With this operation, the traveling device 1 of the
present embodiment ends the detection of an obstacle on the
road surface.

[0150] A description is given of another example of the
detection of an obstacle on the road surface performed by the
traveling device 1.

[0151] FIG. 10 is a flowchart illustrating an example of a
procedure of the detection of an obstacle on a road surface,
performed by the traveling device 1 according to another
embodiment. FIG. 10 illustrates an example of the detection
of an obstacle on a road surface in a case where the range
sensor 113 is a 3D LIDAR.

[0152] The detection of an obstacle on a road surface in
the case where the range sensor 113 is a 3D LIDAR
illustrated in FIG. 10 is different from the detection of an
obstacle on a road surface in the case where the range sensor
113 is a 2D LIDAR illustrated in FIG. 7 in that storing
detection history (step S12) and eliminating duplicate data
(step S13) are omitted.

[0153] A description is given of the reason for omitting
storing detection history. FIG. 11 is a diagram illustrating the
reason for omitting storing detection history. When the range
sensor 113 is a 3D LIDAR, as illustrated in FIG. 11, there is
aplurality of scan planes, and a continuous obstacle data (for
example, obstacle data O, illustrated in FIG. 11) can be
obtained using the detection results of the respective planes.
Accordingly, it is not necessary to store the detection history
from the results of a plurality of scans.

[0154] Next, A description is given of the reason for
omitting eliminating duplicate data. FIG. 12 is a diagram

Jun. 1, 2023

illustrating the reason for omitting eliminating duplicate
data. When the range sensor 113 is a 3D LIDAR, as
illustrated in FIG. 12, the 3D LIDAR has a plurality of scan
planes, and an obstacle can be detected on a plurality of
planes. Although the 3D LIDAR being the range sensor 113
also erroneously detects a moving obstacle such as a human
leg (for example, obstacle data O, illustrated in FIG. 12), the
3D LIDAR executes a detection algorithm on real-time scan
data. Accordingly, a moving obstacle is not detected when
the moving obstacle goes out of the detection range. There-
fore, when the range sensor 113 is a 3D LIDAR, eliminating
duplicate data is not necessary.

[0155] FIG. 13 is a diagram illustrating a detection
example by the traveling device 1 according to the present
embodiment. As illustrated in FIG. 13, the CPU 101 detects
edge data in the height direction detected by the range sensor
113 as a “curb” in the curb detection described above. In
addition, in the above-described groove detection, the CPU
101 detects data having a height lower than the height of the
road surface detected by the range sensor 113 as a “groove.”

[0156] Detailed Example of Obstacle Detection by Trav-
eling Device
[0157] Next, with reference to FIGS. 14 to 25B, a descrip-

tion is given in detail of some processes in the detection of
an obstacle on the road surface, performed by the traveling
device 1.

[0158] FIG. 14 is a flowchart illustrating an example of a
procedure for extracting step candidate points and plane
candidate points, performed by the traveling device 1
according to the present embodiment. The procedure illus-
trated in FIG. 14 is a detailed example of the processing in
step S5 of FIG. 7 and step S5 of FIG. 10 described above.
[0159] As illustrated in FIG. 14, in the extraction of step
candidate points and plane candidate points, the CPU 101
uses the point cloud having been converted to the robot
coordinates, obtained in step S4 in FIG. 7 and step S4 in
FIG. 10 described above (step S151).

[0160] Next, CPU 101 repeats the processing of S152 to
S155 in the loop L15s to L15¢ and performs the extraction
of step candidate points and plane candidate points for all
point clouds.

[0161] In the loop L15s to L15e, regarding one point
cloud, the CPU 101 calculates the angle formed by the
current point and the point five points ahead in the height
direction, i.e., the angle on the yz plane (step S152).
[0162] When the angle in the height direction is 40
degrees or greater (step S153: Yes), the CPU 101 extracts the
point cloud as a step candidate (step S154). On the other
hand, when the angle in the height direction is smaller than
40 degrees (step S153: No), the CPU 101 extracts the point
cloud as a plane candidate (step S155).

[0163] By repeating the processing of steps S152 to S155
for all point clouds, the CPU 101 generates an extracted step
candidate point cloud and an extracted plane candidate point
cloud (steps S156 and S157).

[0164] With this operation, the traveling device 1 accord-
ing to the present embodiment ends the extraction of step
candidate points and plane candidate points.

[0165] FIG. 15 is a flowchart illustrating an example of a
procedure of step candidate point clustering performed by
the traveling device 1 according to the present embodiment.
The procedure illustrated in FIG. 15 is a detailed example of
the processing in step S6 of FIG. 7 and step S6 of FIG. 10
described above.
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[0166] As illustrated in FIG. 15, in the step candidate point
clustering, the CPU 101 uses the extracted step candidate
point cloud obtained in step S156 in FIG. 14 (step S161).

[0167] Next, the CPU 101 repeats the processing of steps
S162 to S165 in the loop L16s to L16e, and performs the
step candidate point clustering for all extracted step candi-
date point clouds.

[0168] In the loop L16s to L16e, the CPU 101 calculates,
for each extracted step candidate point cloud, the distance
between a point (target point) represented by the extracted
step candidate point cloud and the next point (step S162).

[0169] When the distance from the target point to the next
point is within a predetermined radius, e.g., 0.1 m (within
the circle having a radius of 0.1 m, centered on the target
point) (step S163: Yes), the CPU 101 determines that these
points are in the same cluster (step S164). On the other hand,
when the distance from the target point to the next point
exceeds the radius of 0.1 m (step S163: No), the CPU 101
determines that these points belong to different clusters (step
S165).

[0170] By repeating the processing of steps S162 to S165
for all extracted step candidate point clouds, the CPU 101
generates step candidate clusters (step S166).

[0171] With this operation, the traveling device 1 accord-
ing to the present embodiment ends the step candidate point
clustering.

[0172] FIG. 16 is a flowchart illustrating an example of a
procedure of plane candidate point clustering, performed by
the traveling device 1 according to the present embodiment.
The procedure illustrated in FIG. 16 is a detailed example of
the processing in step S7 of FIG. 7 and step S7 of FIG. 10
described above.

[0173] As illustrated in FIG. 16, in the plane candidate
point clustering, the CPU 101 uses the extracted plane
candidate point cloud obtained in step S157 in FIG. 14 (step
S171).

[0174] Next, the CPU 101 repeats the processing of steps
S172 to S175 in the loop L17s to L.17e and performs the
plane candidate point clustering for all extracted plane
candidate point clouds.

[0175] In the loop L17s to L.17e, the CPU 101 calculates,
fix each extracted plane candidate point cloud, the height
from a point (target point) represented by the extracted plane
candidate point cloud to a point three points ahead (step
S172).

[0176] When the height from the target point to the point
three points ahead is within 0.03 m (step S173: Yes), the
CPU 101 determines that these points are in the same cluster
(step S174). On the other hand, when the height from the
target point to the point three points ahead exceeds 0.03 m
(step S173: No), the CPU 101 determines that these points
belong to different clusters (step S175).

[0177] By repeating the processing of steps S172 to S175
for all extracted step candidate point clouds, the CPU 101
generates plane candidate clusters (step S176).

[0178] With this operation, the traveling device 1 accord-
ing to the present embodiment ends the plane candidate
point clustering.

[0179] FIG. 17 is a flowchart illustrating an example of a
procedure of curb detection performed by the traveling
device 1 according to the present embodiment. The proce-
dure illustrated in FIG. 17 is a detailed example of the
processing in step S10 of FIG. 7 and step S10 of FIG. 10
described above.
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[0180] As illustrated in FIG. 17, in the curb detection, the
CPU 101 uses the step candidate clusters obtained in step
S166 in FIG. 15 described above (step S101).

[0181] Next, the CPU 101 repeats the processing of steps
S102 to S107 in the loop L10s to L10e and performs the curb
detection for all the step candidate clusters.

[0182] In the loop from L10s to L10e, for each step
candidate cluster, the CPU 101 extracts, data having a
maximum height z1 in the step candidate cluster (step S102).
[0183] Then, the CPU 101 calculates a difference between
the maximum height 71 in that step candidate cluster and a
height zg of the ground scan plane (step S103). To be
specific, the CPU 101 calculates the height of the highest
point in the step candidate cluster from the ground by using
the expression: z1—zg, where 71 represents the maximum
highest in the cluster and zg represents the height of the
ground scanning plane.

[0184] Next, when the height of the highest point in the
step candidate cluster from the ground is equal to or greater
than 0.05 m and equal to or smaller than 0.3 m (step S104:
Yes), the CPU 101 determines that the step candidate cluster
represents a curb (step S105) and stores the step candidate
cluster as a curb obstacle in the memory 102 (step S106). On
the other hand, when the height of the highest point in the
step candidate cluster from the ground is out of the range
from 0.05 m or greater to 0.3 m or smaller (step S104: No),
the CPU 101 determines that the step candidate cluster is not
a curb (step S107).

[0185] By repeating the processing of steps S102 to S107
for all the step candidate clusters, the CPU 101 generates
curb detection data, in other words, a group of data each
detected as a curb (step S108).

[0186] With this operation, the traveling device 1 accord-
ing to the present embodiment ends the curb detection.
[0187] The CPU 101 plots the coordinates indicated by
each curb detection data obtained in the curb detection, so
that a curb extending in a predetermined direction can be
grasped. FIG. 18 illustrates an example of curb detection
data plotted by the CPU 101.

[0188] FIG. 18 is a diagram illustrating an example of a
plot of the curb detection data obtained by the curb detection
performed by the traveling device 1 according to the present
embodiment.

[0189] As illustrated in FIG. 18, a plot (detection trajec-
tory) of a curb extending in a predetermined direction is
obtained by plotting a plurality of point clouds having been
determined as indicating a curb. In other words, as described
above, in a case where results of a plurality of times of (N
times) of measurements obtained by the range sensor 113
include feature values indicating similar unevenness, the
feature values are grouped as a cluster and held as the curb
detection data. Accordingly, an obstacle such as a continu-
ous curb can be detected.

[0190] FIG. 19 is a flowchart illustrating an example of a
procedure of groove detection performed by the traveling
device 1 according to the present embodiment. The proce-
dure illustrated in FIG. 19 is a detailed example of the
processing in step S11 of FIG. 7 and step S11 of FIG. 10
described above.

[0191] As illustrated in FIG. 19, in the groove detection,
the CPU 101 uses the point clouds havine been converted
into the robot coordinates, obtained in step S4 in FIG. 7 and
step S4 in FIG. 10 described above (step S111).
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[0192] Next, the CPU 101 eliminates the point cloud
determined as the ground scan plane from the point clouds
(step S112).

[0193] Next, the CPU 101 repeats the processing of steps
S113 to S117 in the loop L11s is to L11e and performs the
groove detection for all point clouds.

[0194] Inthe loop L11s is to L11e, the CPU 101 calculates
the height between the ground scan plane and one of the
point clouds from which the ground scan plane has been
eliminated (step S113). To be specific, the CPU 101 calcu-
lates the height between the point cloud and the ground scan
plane by using the expression: zg—z, where zg represents
the height of the ground scanning plane and z represents the
height of the point represented by that point cloud.

[0195] Next, when the calculated height is equal to or
smaller than -0.05 m (step S114: Yes), the CPU 101
determines that the point cloud represents a groove (step
S115). Then, the CPU 101 stores the intersection between
the direction of the detected point and the ground height as
an obstacle in the memory 102 (step S116). On the other
hand, when the calculated height exceeds -0.05 m (step
S114: No), the CPU 101 determines that the point cloud does
not represent a groove (step S117).

[0196] By repeating the processing of steps S113 to S117
for all point clouds, the CPU 101 generates groove detection
data that is a set of data detected as a groove (step S118).
[0197] With this operation, the traveling device 1 accord-
ing to the present embodiment ends the groove detection.
[0198] The CPU 101 plots the coordinates indicated by
each groove detection data obtained by the groove detection,
so that a groove extending in a predetermined direction can
be grasped. FIGS. 20A and 20B illustrate an example of the
groove detection data detected by the CPU 101 and plots
thereof.

[0199] FIGS. 20A and 20B are diagrams illustrating a plot
example of the groove detection data obtained by the groove
detection performed by the traveling device 1 according to
the present embodiment. FIG. 20A is a diagram illustrating
in detail the processing of step S116 in FIG. 19 described
above. FIG. 20B illustrates an example in which the trav-
eling device 1 plots a plurality of groove detection data.
[0200] As illustrated in FIG. 20A, when the CPU 101
determines that one point cloud represents a groove, in step
S116 in FIG. 19, the CPU 101 calculates, from the coordi-
nates (x,y,z) of a point P represented by that point cloud,
coordinates (x,,,y,.z,) of an intersection point P' between the
direction indicated by the point cloud and the ground height.
[0201] The coordinate x,, of the intersection point P' can be
obtained from the following equation.

X,=xx(z,3)/1zI

[0202] In the above equation, z,,; represents the height
(distance) from the range sensor 113 to the ground scan
plane, and z represents a difference (distance) between the
height position of the range sensor 113 and the height
position indicated by the z coordinate of the coordinates
(x,y,z) of the point P.

[0203] The coordinate z, of the intersection point P' is the
z coordinate of the height position of the ground scan plane.
The coordinate y, of the intersection point P' is the y
coordinate on a line segment connecting the coordinates of
the position of the range sensor 113 and the coordinates
(x,y,z) of the point P and at the height position of the
coordinate z,,.
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[0204] Thus, the CPU 101 can calculate the coordinates
(X,5¥,»7,) of the intersection point P' between the direction
indicated by the point cloud and the ground height.

[0205] As illustrated in FIG. 20B, a plot (detection trajec-
tory) of a groove extending in a predetermined direction is
obtained by plotting a plurality of point clouds having been
determined as indicating a groove. In other words, as
described above, in a case where results of a plurality of
times of (N times) of measurements obtained by the range
sensor 113 include feature values indicating similar uneven-
ness, the feature values are grouped as a cluster and held as
the groove detection data. Accordingly, an obstacle such as
a continuous groove can be detected.

[0206] FIG. 21 is a flowchart illustrating an example of a
procedure for generating and storing curb/groove detection
history data performed by the traveling device 1 according
to the present embodiment. The procedure illustrated in FI1G.
21 is a detailed example of the processing in steps S12 and
S13 in FIG. 7 described above.

[0207] As illustrated in FIG. 21, in the detection history
storing performs by the CPU 101, the curb detection data
obtained in step S108 in FIG. 17 and the groove detection
data obtained in step S118 in FIG. 19 are used (step S121).
[0208] The CPU 101 executes the detection history storinu
(step S122). Specifically, the CPU 101 calculates the move-
ment amount and traveling direction of the traveling device
1 in real space using odometry and moves the detection data
in the robot coordinate system by the amount corresponding
to the calculated movement amount and traveling direction.
Then, the CPU 101 moves the detection data within the
radius of 2 m from the robot coordinate origin from the
memory 102 to the detection history storage area of the
auxiliary memory 103 and stores the detection data therein.

[0209] Odometry is a method of calculating rotation
angles of wheels and a steering wheel in a wheeled mobile
robot to obtain respective movement amounts and determin-
ing the position of the robot from cumulative calculation
thereof. Odometry is called a self-position and posture
estimation method or the like.

[0210] Next, the CPU 101 eliminates duplicate data (step
S123). Specifically, the CPU 101 compares the curb/groove
detection history data moved to the detection history storage
area with the x-y coordinates of the curb/groove data
obtained by the range sensor 112 for horizontal direction
detection. In a case where the moved curb/groove detection
history data is close to (for example, within 0.3 m of) the
curb/groove data obtained by the range sensor 112, the CPU
101 eliminates the moved curb/groove detection history
data.

[0211] Through such operation, the CPU 101 generates
and stores the curb/groove detection history data (step
S124).

[0212] With this operation, the traveling device 1 accord-
ing to the present embodiment ends the generating and
storing of curb/groove detection history data,

[0213] In the related art of detecting obstacles for an
autonomous traveling body, it is desired to scan as far ahead
as possible in order to quickly find obstacles on a road
surface. However, in a configuration for scanning a far
distance, there is a risk that obstacles (such as holes or steps)
on a road surface near the foot is not detected and the
autonomous traveling body will hit the obstacle when the
autonomous traveling body turns.
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[0214] As described above, the CPU 101 of the traveling
device 1 of the present embodiment performs the following
operation so as not to detect noise, a small hole, or the like
as an obstacle on a road surface. Specifically, the CPU 101
stores data for a predetermined period of time or a prede-
termined distance, determines the size of a continuous
obstacle or hole, and recognizes a linear obstacle on the road
surface. Thus, the CPU 101 determines the linear obstacle
as, for example, a curb, a groove (roadside ditch), or a hole
(asphalt peeling off) on the road surface.

[0215] FIGS. 22A and 22B are diagrams illustrating an
example in which the traveling device 1 according to the
present embodiment changes the traveling direction with
reference to past scan results.

[0216] As illustrated in FIGS. 22A and 22B, the CPU 101
accumulates the information on the obstacle on the road
surface, obtained by one scan by the range sensor 113, for a
predetermined time or a predetermined distance, and recog-
nizes sequential points as one obstacle. With this operation,
the traveling device 1 determines that there is an obstacle
that cannot be passed through even when the obstacle is
partially shielded. According to the example illustrated in
FIGS. 22A and 22B, the past scan results indicate that there
is a hole when the traveling device 1 tries to turn left (upper
right in FIG. 22A).

[0217] As described above, storing the scan results for the
predetermined time or the predetermined distance enables
the determination on whether there is an obstacle when the
traveling direction is changed.

[0218] In addition, there is a case where, fix example,
grass hides a part of an obstacle such as a hole or a step or
made the obstacle look smaller than the actual size. In this
way, when the obstacle is covered with grass at the same
height as the road surface, the road surface looks continuous.
[0219] As described above, when one or more feature
values having a specific feature are included in a determi-
nation area detected by the range sensor 113, the CPU 101
of the traveling device 1 of the present embodiment recog-
nizes the size of an obstacle such as a continuous hole or
step.

[0220] FIGS. 23A and 23B are diagrams illustrating an
example of operation for a shielding object performed by the
traveling device 1 according to the present embodiment.
[0221] As illustrated in FIG. 23A, grass may cover a
roadside ditch, for example, when the lid of the roadside
ditch is open. In this example, the following three features
are applied as the specific feature values.

[0222] Feature 1: feature values indicating unevenness are
sequentially detected;

[0223] Feature 2: depth of recess; and
[0224] Feature 3: maximum width of recess
[0225] Among the above three features, the feature 1

indicates a case where the feature values indicate, for
example, a linear recess.

[0226] Even when the roadside ditch is partially hidden by,
for example, grass, in a case of a linear recess having a
predetermined depth or more, the CPU 101 determines that
the maximum width of the recess in the determination area
continues a predetermined length.

[0227] FIG. 24 is a flowchart illustrating an example of a
procedure of prediction performed by the traveling device 1
according to the present embodiment. The procedure illus-
trated in FIG. 24 is a detailed example of the processing in
step S14 of FIG. 7 and step S14 of FIG. 10 described above.
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[0228] As illustrated in FI1G. 24, the CPU 101 first obtains
the curb/groove detection history data (step S141) and
executes a curb/groove detection history clustering (step
S142). In the curb/groove detection history clustering, when
there is another point within the radius of 0.1 m from the
target point, that point is regarded as belonging to the same
cluster as the target point.

[0229] Next, when the number of points in the cluster is
equal to or greater than 10 (step S143: Yes), the CPU 101
executes curve-fitting by polynomial approximation of
fourth or higher degree, using the data in the cluster (step
S144). Curve fitting is a process for obtaining a curve that
best fits experimentally obtained data or constraints.
[0230] Then, the CPU 101 extracts, as an obstacle, data up
to 14 points ahead, that is, up to 1 m ahead, of the latest
detection result from the curve fitting result, which is
referred to as predicted obstacle data extracting (step S145).
[0231] More specifically, when a predetermined number
of feature values indicating unevenness (such as a hole and
a step) are sequentially detected within a predetermined
radius, the CPU 101 performs curve-fitting prediction based
on the sequential information indicating that the predeter-
mined number of feature values indicating unevenness are
sequentially detected, so as to generate an obstacle map of
the front region of the traveling device 1, not scanned by the
range sensor 113.

[0232] On the other hand, when the number of points in
the cluster is smaller than 10 (step S143: No), the CPU 101
ends the processing.

[0233] With this operation, the traveling device 1 accord-
ing to the present embodiment ends the prediction.

[0234] In the related art of detecting obstacles for an
autonomous traveling body, obstacles such as holes or steps
in front of a detection line which is a laser irradiation line of
the range sensor 113 are not detected.

[0235] In the traveling device 1 according to the present
embodiment, when an obstacle having a continuous char-
acteristic is detected, the CPU 101 determines that the
obstacle continues in an undetected area and extends the
determination area as described above. In other words, the
CPU 101 includes an undetected area in the determination
area. Thus, the CPU 101 predicts an obstacle ahead based on
data having continuity.

[0236] FIG. 25A is a diagram illustrating detection of a
front region, performed by a traveling device 2 according to
a comparative example. FIG. 25B is a diagram illustrating
an example of prediction of an obstacle ahead of a detection
line DL, performed by the traveling device 1 according one
present embodiment.

[0237] In the examples illustrated in FIGS. 25A and 25B,
an obstacle OBh having a height is present in the traveling
direction of the traveling device 1 (the traveling device 2 in
FIG. 25A) from a way point WP1 to a way point WP2, and
an obstacle OBs such as a roadside ditch or a curb is present
on the side of the road surface on which the traveling device
1 (the traveling device 2 in FIG. 25A) travels. The obstacle
OBs is provided such that the distance to the obstacle OBh
gradually decreases from the WP1 to the WP2 in the
traveling direction of the traveling device 1 (the traveling
device 2 in FIG. 25A).

[0238] As illustrated in FIG. 25A, the traveling device 2 of
the comparative example includes a range sensor 223 for
oblique direction detection. The range sensor 223 cannot
detect the area ahead of a detection line DL2. In addition, the



US 2023/0166728 Al

traveling device 2 selects a path as close to a straight line as
possible as the avoidance direction for the traveling device
2 to avoid the obstacle. In this case, the traveling device 2
travels in the direction indicated by arrow Da. Since the
obstacle OBs is present in the undetected determination area
in the traveling direction, the traveling device 2 fails to
timely avoid the obstacle OBs or fails to timely stop.

[0239] As illustrated in FIG. 25B, according to the present
embodiment, in the case of the linearly continuous obstacle,
the traveling device 1 predicts that the obstacle is continuous
also ahead of the detection line DL and extended the
obstacle data. As a result, the traveling device 1 determines
that the direction that passes between the obstacle OBh and
the obstacle OBs is not appropriates for avoiding the
obstacle, and selects an avoidance route in the direction
indicated by arrow A which is the opposite direction to the
side on which the obstacle OBs is present.

[0240] Note that the CPU 101 may combine the data with
an image and perform the above determination based on the
continuity on the image. In addition, the CPU 101 may
change the detection sensitivity of the range sensor 113 in an
area where an obstacle is likely to exist.

[0241] As described above, according to the present
embodiment, when an obstacle such as a hole or a step is
likely to continue, the traveling device 1 recognizes the
obstacle as a continuous obstacle so as to travel safely
without colliding with the obstacle.

[0242] The traveling device 1 of the present embodiment
provides a secondary effect that detecting a ditch or a curb
on the roadside on the road surface enables traveling control
to keep a distance from the roadside constant.

[0243] Although the present embodiment is described
heretofore, the specific configuration of each apparatus or
unit, the specific content of processing, etc., are not limited
to the above description. In the above-described embodi-
ment, the predetermined radius, the predetermined range,
the predetermined number of feature values, the predeter-
mined time or distance, the predetermined depth and the
predetermined length of the obstacle, and the like can be
stored in a memory, for example, by a manufacturer based
on empirical data or set by a user,

[0244] Aspects of the present disclosure are, for example,
as follows.
[0245] Aspect 1 concerns a traveling body that travels on

a road surface based on an obstacle map in a traveling
region. The traveling body includes a range sensor disposed
on a front face of the traveling body in a traveling direction
in which the traveling body travels. The range sensor is
disposed obliquely downward at a predetermined inclination
angle relative to the road surface. The traveling body further
includes a determination unit configured to determine pres-
ence of a continuous obstacle in a case where measurement
results of a plurality of planes scanned by the range sensor
include a plurality of feature values indicating unevenness
relative to the road surface similar to each other; and a map
generation unit configured to generate an obstacle map of a
front region of the traveling body not scanned by the range
sensor, based on sequential feature information indicating
that a predetermined number of feature values indicating the
unevenness are sequentially present.

[0246] In Aspect 2, in the traveling body according to
Aspect 1, in a case where the plurality of feature values
indicating the unevenness are sequentially present for a
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predetermined length, the determination unit determines that
another feature value relating the unevenness continues for
the predetermined length.

[0247] In Aspect 3, in the traveling body according to
Aspect 1 or 2, the map generation unit performs curve fitting
prediction to generate the obstacle map of the front region of
the traveling body.

[0248] In Aspect 4, the traveling body according to any
one of Aspects 1 to 3 further includes a tilt sensor configured
to detect a tilt amount of the traveling body, and the
determination unit corrects a height difference relative to the
road surface measured by the range sensor, based on the tilt
amount.

[0249] In Aspect 5, in the traveling body according to any
one of Aspects 1 to 4, the predetermined inclination angle of
the range sensor relative to the road surface is 35 degrees or
greater relative to a horizontal direction, and the sensor is
installed at such a height that the range sensor detects 1 m
or more ahead of a front end of a driver traveling on the road
surface in the traveling direction.

[0250] In Aspect 6, in the traveling body according to
Aspect 1, the range sensor is a two-dimensional light detec-
tion and ranging sensor capable of range finding in a
two-dimensional direction.

[0251] In Aspect 7, in the traveling body according to
Aspect 1, the range sensor is a three-dimensional light
detection and ranging sensor capable of range finding in a
three-dimensional direction.

[0252] Aspect 8 concerns a computer program for con-
trolling a computer system that controls a traveling body
including a range sensor disposed on a front face of the
traveling body in a traveling direction in which the traveling
body travels. The range sensor is disposed obliquely down-
ward at a predetermined inclination angle relative to a road
surface, and the traveling body is controlled to travel based
on an obstacle map in a travel region. The computer program
controls the computer system to determine presence of a
continuous obstacle in a case where measurement results of
a plurality of planes scanned by the range sensor include a
plurality of feature values indicating unevenness relative to
the road surface similar to each other; and generate an
obstacle map of a front region of the traveling body not
scanned by the range sensor, based on sequential feature
information indicating that a predetermined number of fea-
ture values indicating the unevenness are sequentially pres-
ent.

[0253] Another aspect concerns a traveling body that
travels on a road surface based on an obstacle map in a
traveling region. The traveling body includes a range sensor,
a determination unit, and a map generation unit. The range
sensor is disposed on a front face of the traveling body in a
traveling direction of the traveling body and disposed
obliquely downward at a predetermined inclination angle
relative to the road surface. The determination unit deter-
mines presence of a continuous obstacle in a case where at
least one of a plurality of measurement results by the range
sensor includes a feature value indicating unevenness rela-
tive to the road surface and a plurality of measurement
results by the range sensor includes a plurality of feature
values indicating similar unevenness relative to the road
surface. The map generation unit generates an obstacle map
of a front region of the traveling body not scanned by the
range sensor, based on sequential feature information indi-
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cating that a predetermined number of feature values indi-
cating the unevenness are sequentially present.

[0254] The above-described embodiments are illustrative
and do not limit the present invention. Thus, numerous
additional modifications and variations are possible in light
of the above teachings. For example, elements and/or fea-
tures of different illustrative embodiments may be combined
with each other and/or substituted for each other within the
scope of the present invention. Any one of the above-
described operations may be performed in various other
ways, for example, in an order different from the one
described above.

[0255] The present invention can be implemented in any
convenient form, for example using dedicated hardware, or
a mixture of dedicated hardware and software. The present
invention may be implemented as computer software imple-
mented by one or more networked processing apparatuses.
The processing apparatuses include any suitably pro-
grammed apparatuses such as a general purpose computet, a
personal digital assistant, a Wireless Application Protocol
(WAP) or third-generation (3G)-compliant mobile tele-
phone, and so on. Since the present invention can be
implemented as software, each and every aspect of the
present invention thus encompasses computer software
implementable on a programmable device. The computer
software can be provided to the programmable device using
any storage medium for storing processor readable code
such as a floppy disk, a hard disk, a CD ROM, a magnetic
tape device, or solid state memory device.

[0256] The hardware platform includes any desired kind
of hardware resources including, for example, a central
processing unit (CPU), a random access memory (RAM),
and a hard disk drive (HDD). The CPU may be implemented
by any desired kind of any desired number of processors.
The RAM may be implemented by any desired kind of
volatile or non-volatile memory. The HDD may be imple-
mented by any desired kind of non-volatile memory capable
of storing a large amount of data. The hardware resources
may additionally include an input device, an output device,
or a network device, depending on the type of the apparatus.
Alternatively, the HDD may be provided outside of the
apparatus as long as the HDD is accessible. In this example,
the CPU, such as a cash memory of the CPU, and the RAM
may function as a physical memory or a primary memory of
the apparatus, while the HDD may function as a secondary
memory of the apparatus.

[0257] The functionality of the elements disclosed herein
may be implemented using circuitry or processing circuitry
which includes general purpose processors, special purpose
processors, integrated circuits, application specific inte-
grated circuits (ASICs), digital signal processors (DSPs),
field programmable gate arrays (FPGAs), conventional cir-
cuitry and/or combinations thereof which are configured or
programmed to perform the disclosed. functionality. Proces-
sors are considered processing circuitry or circuitry as they
include transistors and other circuitry therein. In the disclo-
sure, the circuitry, units, or means are hardware that carry
out or are programmed to perform the recited functionality.
The hardware may be any hardware disclosed herein or
otherwise known which is programmed or configured to
carry out the recited functionality. When the hardware is a
processor which may he considered a type of circuitry, the
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circuitry, means, or units are a combination of hardware and
software, the software being used to configure the hardware
and/or processor.
1. A traveling body comprising:
a range sensor disposed on a front face of the traveling
body in a traveling direction in which the traveling
body travels on a road surface, the range sensor being
disposed obliquely downward at an inclination angle
relative to the road surface; and
circuitry configured to:
determine presence of a continuous obstacle in a case
where measurement results of a plurality of planes
scanned by the range sensor include a plurality of 1.0
feature values indicating unevenness relative to the
road surface similar to each other;

generate an obstacle map of a front region of the
traveling body not scanned by the range sensor,
based on sequential feature information indicating
that a predetermined number of feature values indi-
cating the unevenness are sequentially present; and

control the traveling body to travel on the road surface
based on the obstacle map.

2. The traveling body according to claim 1,

wherein, in a case where the plurality of feature values
indicating the unevenness is sequentially present for a
predetermined length, the circuitry determines that
another feature value relating to the unevenness con-
tinues for the predetermined length.

3. The traveling body according to claim 1,

wherein the circuitry performs curve fitting prediction to
generate the obstacle map of the front region of the
traveling body.

4. The traveling body according to claim 1, further
comprising a tilt sensor configured to detect a tilt amount of
the traveling body,

wherein the circuitry corrects, based on the tilt amount, a
height difference relative to the road surface measured
by the range sensor.

5. The traveling body according to claim 1, further

comprising a driver configured to travel on the road surface,
wherein the inclination angle of the range sensor relative
to the road surface is 35 degrees or greater relative to

a horizontal direction, and

wherein the range sensor is installed at such a height that
the range sensor detects 1 meter or more ahead of a
front end of the driver in the traveling direction.

6. The traveling body according to claim 1,

wherein the range sensor is a two-dimensional light
detection and ranging sensor configured to perform
range finding in a two-dimensional direction.

7. The traveling body according to claim 1,

wherein the range sensor is a three-dimensional light
detection and ranging sensor configured to perform
range finding in a three-dimensional direction.

8. A non-transitory recording medium storing a plurality
of program codes which, when executed by one or more
processors, causes the processors to perform a method for
controlling a traveling body to travel on a road surface, the
method comprising:

determining presence of a continuous obstacle in a case
where measurement results of a plurality of planes
scanned by a range sensor include a plurality of feature
values indicating unevenness relative to the road sur-
face similar to each other, the range sensor being
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disposed on a front face of the traveling body in a
traveling direction in which the traveling body travels
and disposed obliquely downward at an inclination
angle relative to the road surface:

generating an obstacle map of a front region of the
traveling body not scanned by the range sensor, based
on sequential feature information indicating that a
predetermined number of feature values indicating the
unevenness are sequentially present; and

controlling the traveling body to travel on the road surface
based on the obstacle map.

9. A traveling body comprising:

a driver configured to travel on a road surface;

a range sensor disposed on a front face of the traveling
body in a traveling direction in which the traveling
body travels, the range sensor being disposed obliquely
downward at an inclination angle of 35 degrees or
greater relative to the road surface, the range sensor
being disposed at such a height that the range sensor
detects 1 meter or more ahead from a front end of the
driver in the traveling direction; and

a circuitry configured to determine whether an obstacle is
present on the road surface based on a measurement
result obtained by the range sensor.

10. The traveling body according to claim 9,

wherein the driver includes a crawler traveling body
having a ground contact length, and

14

Jun. 1, 2023

wherein the range sensor has a detection distance that
satisfies

LS>LB-L/2

where LS represents the detection distance, LB represents
a braking distance of the driver in the traveling direc-
tion, and L represents the ground contact length.

11. The traveling body according to claim 9,

wherein the range sensor has a detection distance longer
than a braking distance of the driver in the traveling
direction.

12. The traveling body according to claim 9,

wherein the range sensor is a light detection and ranging
sensor, and

wherein a laser beam emitted from the range sensor at
right angle to an irradiation plane of the range sensor
has an angle of 35 degrees or greater relative to the road
surface.

13. The traveling body according to claim 9,

wherein the range sensor is a two-dimensional light
detection and ranging sensor configured to perform
range finding in a two-dimensional direction.

14. The traveling body according to claim 9,

wherein the range sensor is a three-dimensional light
detection and ranging sensor 5 configured to perform
range finding in a three-dimensional direction.
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