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SAMPLE ADAPTIVE OFFSET FILTERING

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of U.S. patent
application Ser. No. 14/356,831, filed on May 7, 2014, that
is the National Phase application of PCT Application No.
PCT/EP2012/072077, filed on Nov. 7, 2012 and titled
“Method, device and program for encoding and decoding a
sequence of images.” This application claims the benefit
under 35 US.C. § 119(a)-(d) of United Kingdom Patent
Application Nos. GB1203285.0, filed on Feb. 24, 2012 and
titled “Method and device for providing compensation off-
sets for a set of reconstructed samples of an image” and
GB1119206.9, filed on Nov. 7, 2011 and titled “Method and
device for providing compensation offsets for a set of
reconstructed samples of an image” and GB1206591.8 filed
on Apr. 13, 2012 and titled “Method and device for provid-
ing compensation offsets for a set of reconstructed samples
of an image”. The above cited patent applications are
incorporated herein by reference in their entirety.

[0002] The invention concerns a method, device and pro-
gram for encoding or decoding a sequence of digital images.
[0003] The invention may be applied in the field of digital
signal processing, and in particular in the field of video
compression using motion compensation to reduce spatial
and temporal redundancies in video streams.

[0004] Many video compression formats, such as for
example H.263, H.264, MPEG-1, MPEG-2, MPEG-4, SVC,
use block-based discrete cosine transform (DCT) and
motion compensation to remove spatial and temporal redun-
dancies. They are often referred to as predictive video
formats. Each frame or image of the video signal is divided
into slices which are encoded and can be decoded indepen-
dently. A slice is typically a rectangular portion of the frame,
or more generally, a portion of a frame or an entire frame.
Further, each slice may be divided into macroblocks (MBs),
and each macroblock is further divided into blocks, typically
blocks of 64x64, 32x32, 16x16 or 8x8 pixels.

[0005] In High Efficiency Video Coding (HEVC) blocks
of from 64x64, to 4x4 may be used. The partitioning is
organized according to a quad-tree structure based on the
largest coding unit (LCU). An LCU corresponds to a square
block of 64x64. If an LCU needs to be divided, a split flag
indicates that the LCU is split into 4 32x32 blocks. In the
same way, if any of these 4 blocks need to be split, the split
flag is set to true and the 32x32 block is divided into 4 16x16
blocks etc. When a split flag is set to false, the current block
is a coding unit CU. A CU has a size equal to 64x64, 32x32,
16x16 or 8x8 pixels.

[0006] There are two families of coding modes for coding
blocks of an image: coding modes based on spatial predic-
tion, referred to as INTRA prediction and coding modes
based on temporal prediction (INTER, Merge, Skip). In both
spatial and temporal prediction modes, a residual is com-
puted by subtracting the prediction from the original block.
[0007] An INTRA block is generally predicted by an
INTRA prediction process from the encoded pixels at its
causal boundary. In INTRA prediction, a prediction direc-
tion is encoded.

[0008] Temporal prediction consists in finding in a refer-
ence frame, either a previous or a future frame of the video
sequence, an image portion or reference area which is the
closest to the block to be encoded. This step is typically
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known as motion estimation. Next, the block to be encoded
is predicted using the reference area in a step typically
referred to as motion compensation—the difference between
the block to be encoded and the reference portion is
encoded, along with an item of motion information relative
to the motion vector which indicates the reference area to
use for motion compensation. In temporal prediction, at least
one motion vector is encoded.

[0009] In order to further reduce the cost of encoding
motion information, rather than directly encoding a motion
vector, assuming that motion is homogeneous the motion
vector may be encoded in terms of a difference between the
motion vector and a motion vector predictor, typically
computed from one or more motion vectors of the blocks
surrounding the block to be encoded.

[0010] In H.264, for instance motion vectors are encoded
with respect to a median predictor computed from the
motion vectors situated in a causal neighbourhood of the
block to be encoded, for example from the three blocks
situated above and to the left of the block to be encoded.
Only the difference, referred to as a residual motion vector,
between the median predictor and the current block motion
vector is encoded in the bitstream to reduce the encoding
cost.

[0011] Encoding using residual motion vectors saves some
bitrate, but necessitates that the decoder performs the same
computation of the motion vector predictor in order to
decode the value of the motion vector of a block to be
decoded.

[0012] The coding efficiency of temporal dependencies
exploited by Inter coding can be further exploited by con-
sidering balance, in terms of rate and distortion, between
encoded frames. One way is to set different rate distortion
compromises for several consecutive frames instead of
setting the same rate distortion compromise for all frames.
For a group of consecutive frames, each frame is encoded
with a particular balance between rate and distortion. Each
compromise between rate and distortion corresponds to a
level in a hierarchy of levels (compromises).

[0013] FIG. 28 shows an example of a Group of Pictures
(GoP) comprising images associated with a hierarchy of
rate-distortion compromises for the low delay case. As
depicted on this figure, the size of image is related to the
hierarchy in terms of quality. For example, images with a
level equal to “2” have the biggest size and so have a higher
quality than images with medium size and the level 1. The
images with the smallest size (level equal to 0) have the
lower quality.

[0014] Another way to evaluate the hierarchy of the
images in term of rate-distortion is to consider the Quanti-
zation Parameters of the images forming the GoP 280. As
seen in FIG. 28, the images with the highest quality are
associated with Quantization Parameters QP. They have a
level equal to 2. The images with the medium quality are
associated with Quantization Parameters QP+1. They have a
level equal to 1. And, the images with the lowest quality are
associated with Quantization Parameters QP+2. They have a
level equal to 0.

[0015] In this hierarchy, the quality (absence of distortion)
has higher importance (relative to cost) in the rate-distortion
compromise for higher levels compared to lower level. The
effect is that an image at the top of the hierarchy (level)
should have a larger quality than image with lower level.
This quality is then propagated, with the help of the Inter
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coding mode, on the following encoded images which have
alower level in the hierarchy and which have a lower quality
in terms of rate distortion compromise than the images with
the higher level in the hierarchy. The compromise between
rate and distortion can be fixed by the Quantization param-
eter or by the Lagrangian parameter (called lambda) in the
rate distortion criterion or by both. Images with a lower level
have a higher QP value than images with a higher level or
the Lagrangian parameter is higher than for images with a
higher level (It means that the rate has an higher importance
(relative to the distortion) in the rate distortion compromise
for lower level).

[0016] Both encoding and decoding processes may
involve a decoding process of an encoded image. This
process is typically performed at the encoder side for the
purpose of future motion estimation which enables an
encoder and a corresponding decoder to have the same
reference frames.

[0017] To reconstruct the coded frame, the residual is
inverse quantized and inverse transformed in order to pro-
vide the “decoded” residual in the pixel domain. The first
reconstruction is then filtered by one or several kinds of post
filtering processes. These post filters are applied on the
reconstructed frame at encoder and decoder side in order
that the same reference frame is used at both sides. The aim
of this post filtering is to remove compression artifact. For
example, H.264/AVC uses a deblocking filter. This filter can
remove blocking artifacts due to the DCT quantization of
residual and to block motion compensation. In the current
HEVC standard, 3 types of loop filters are used: deblocking
filter, sample adaptive offset (SAO) and adaptive loop filter
(ALF).

[0018] FIG. 1 is a flow chart illustrating steps of a loop
filtering process 10 of a known HEVC implementation. In an
initial step 101, the encoder or decoder generates the recon-
struction of the full frame. Next, in step 102 a deblocking
filter is applied on this first reconstruction in order to
generate a deblocked reconstruction 103. The aim of the
deblocking filter is to remove block artifacts generated by
residual quantization and block motion compensation or
block Intra prediction. These artifacts are visually important
at low bitrates. The deblocking filter operates to smooth the
block boundaries according to the characteristics of two
neighboring blocks. The encoding mode of each block, the
quantization parameters used for the residual coding, and the
neighboring pixel differences in the boundary are taken into
account. The same criterion/classification is applied for all
frames and no additional data is transmitted. The deblocking
filter improves the visual quality of the current frame by
removing blocking artifacts and it also improves the motion
estimation and motion compensation for subsequent frames.
Indeed, high frequencies of the block artifact are removed,
and so these high frequencies do not need to be compensated
for with the texture residual of the following frames.
[0019] After the deblocking filter, the deblocked recon-
struction is filtered by a sample adaptive offset (SAO) loop
filter in step 104. The resulting frame 105 is then filtered
with an adaptive loop filter (ALF) in step 106 to generate the
reconstructed frame 107 which will be displayed and used as
a reference frame for the following Inter frames.

[0020] The aim of SAO loop filter and the ALF is to
improve frame reconstruction by sending additional data as
opposed to a deblocking filter where no information is
transmitted.
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[0021] The principle of SAO loop filter is to classify each
pixel into a class and to add the same offset value to the
respective pixel value of each pixel of the class. Thus one
offset is transmitted for each class. SAO loop filtering
provides two kinds of classification for a frame area: edge
offset and band offset.

[0022] Edge offset classification involves determining a
class for each pixel by comparing its corresponding pixel
value to the pixel values of two neighboring pixels. More-
over, the two neighboring pixels depend on a parameter
which indicates the direction of the 2 neighboring pixels.
These directions are a 0-degree (horizontal direction), a
45-degree (diagonal direction), a 90-degree (vertical direc-
tion) and a 135-degree (second diagonal direction) and are
presented in Table 1 below. In the following, these directions
are called “type” of edge offset classification.

TABLE 1

sao type idx SAO type SAO type meaning

0 none No SAO filtering is applied on the frame area
1 edge 1D 0 degree
2 edge 1D 90 degree
3 edge 1D 135 degree
4 edge 1D 45 degree
5 band Band offset with band position
[0023] For the sake of illustration, the offset to be added

to a pixel value (or sample) C can be determined, for a given
direction, according to the rules as stated in Table 2 below
wherein Cn, and Cn, designate the value of the two neigh-
boring pixels or samples identified according to the given
direction. Accordingly, when the value C is less than the two
values Cn, and Cn,, the offset to be added to C is +O,, when
it is less than Cn, or Cn, and equal to the other value (Cn,
or Cn,), the offset to be used is +O,, when it is greater than
Cn, or Cn, and equal to the other value (Cn, or Cn,), the
offset to be used is —O;, and when it is greater than Cn, and
Cn,, the offset to be used is —O,. When none of these
conditions are met, no offset value is added to the current
pixel value C.

[0024] It is to be noted that according to the Edge Offset
mode, only the absolute value of each offset is encoded in
the bitstream, the sign to be applied being determined as a
function of the class to which the current pixel belongs to.
Therefore, according to Table 2, a positive offset is associ-
ated with the classes 1 and 2 while a negative offset is
associated with classes 3 and 4.

TABLE 2

Class (J) Conditions Offset
1 C < Cn, and C < Cn, +0,

2 (C < Cnj and C == Cn,) or (C <Cn, and C == Cn;) +0O,

3 (C > Cnj and C == Cn,) or (C > Cn, and C == Cn;) -0O;

4 C > Cn; and C > Cn, -0,
N.A. None of the above N.A.

[0025] The second type of classification is a band offset

classification which depends on the pixel value. A class in
SAO band offset corresponds to a range of pixel values.
Thus, the same offset is added to all pixels having a pixel
value within a given range of pixel values.

[0026] In order to be more adaptive to the frame content,
it has been proposed to apply SAO filtering based on a
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quad-tree structure to encode the SAO. Consequently, the
frame area which corresponds to a leaf node of the quad tree
may or may not be filtered by SAO such that only some areas
are filtered. Moreover, when SAO is enabled, only one SAO
classification is used: edge offset or band offset according to
the related parameters transmitted for each classification.
Finally, for each SAO leaf node, the SAO classification as
well as its parameters and the offsets of all classes are
transmitted.

[0027] The main advantage of the quad-tree is to follow
efficiently the local properties of the signal. However, it
requires a dedicated encoding in the bitstream. Another
solution replacing the quad-tree based encoding of the SAO
parameters by an encoding at the LCU level can be also
envisaged.

[0028] An image of video data to be encoded may be
provided as a set of two-dimensional arrays (also known as
colour channels) of sample values, each entry of which
represents the intensity of a colour component such as a
measure of luma brightness and chroma colour deviations
from neutral grayscale colour toward blue or red (YUV) or
as a measure of red, green, or blue light component intensity
(RGB). AYUV model defines a colour space in terms of one
luma (Y) and two chrominance (UV) components. Gener-
ally Y stands for the luma component (brightness) and U and
V are the chrominance (colour) or chroma components.
[0029] SAO filtering is typically applied independently on
Luma and on both U and V Chroma components.

[0030] A known implementation of SAO band offset splits
the range of pixel values 20 into predefined 32 ranges of the
same size as depicted in FIG. 2. The minimum value of the
range of pixel values is systematically 0 and the maximum
value depends on the bit-depth of the pixel values according
to the following relationship Max=27%#*P%_] For example,
when the bit-depth is 8 bits, the maximum value of a pixel
can be 255. Thus, the range of pixel values is between 0 and
255. For this bit-depth of 8 bits, each class includes a range
of 16 pixel values. Moreover for SAO band offset, 2 groups
of classes are considered. The first one contains 16 succes-
sive classes in the center of the range of pixel values as
depicted in grey color in FIG. 2. The second group also
contains 16 classes but on both ends of the range of pixel
values as depicted in hatched in FIG. 2. For SAO band offset
of'a frame area, the group used for the classification and the
16 offsets are inserted in the bitstream.

[0031] FIG. 3 is a flow chart illustrating steps of a method
for selecting offsets in an encoder for a current frame region
303. The frame area contains N pixels. In an initial step 301
the variables Sum, and SumNbPix; are set to a value of zero
for each of the 16 ranges. j denotes the current range or class
number. Sum, denotes the sum of the difference between the
value of the pixels in the range j and the value of their
corresponding original pixels. SumNbPix; denotes the num-
ber of pixels in the range j.

[0032] In step 302, the counter variable i is set to the value
zero. Next, the first pixel of the frame area 303 is extracted
in step 304. It is assumed that the current SAO group being
processed is known (First or second as depicted in FIG. 2).
If it is determined in step 305 that the pixel value P, is not
in the current SAO group then the counter variable i value
is incremented in step 308 in order to classify subsequent
pixels of the frame area 303. Otherwise if it is determined in
step 305 that the pixel value P, is in the current SAO group
the range number (or class number) j corresponding to the
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value of P, is found in step 306. In subsequent step 307 the
corresponding SumNbPix; variable is incremented and the
difference between P, and its original value P,”"* is added to
Sum,. In the following step, the counter variable i is incre-
mented in order to apply the classification to the other pixels
of the frame area 303. In step 309 it is determined whether
or not all the N pixels of the frame area 303 have been
classified (i.e. is i=z=N), if yes, an Offset; for each class is
computed in step 310 in order to produce an offset table 311
presenting an offset for each class j as the final result of the
offset selection algorithm. This offset is computed as the
average of the difference between the pixel values of the
pixels of class j and their respective original pixel values.
The, Offset, for class j is given by the following equation:

Offset; = — >0 W
Y = SumNbPix;
[0033] FIG. 4 is a flow chart illustrating steps of a decod-

ing process 60 applying the SAO band offsets to correspond-
ing groups of classes. This process may also be applied at
encoder side in order to produce the reference frame used for
the motion estimation and compensation of subsequent
frames.

[0034] An initial step 401 of the process involves decod-
ing the offset values for each class of pixel values in order
to produce an offsets table 402. At the encoder side, the
offsets table 402 is the result of the selection algorithm
shown in FIG. 3. Thus, at encoder side, step 401 is replaced
by the offset selection algorithm of FIG. 3.

[0035] In step 403 a counter variable i is set to 0. Pixel P,
is extracted in step 405 from a frame area 404 which
contains N pixels. In step 406 it is determined whether or not
pixel P, belongs to the current group of classes. If it is
determined that pixel P, is in the current group of classes, the
related class number j is identified in step 408 and the related
offset value Offset; is extracted in step 409 from the offsets
table 402. The extracted offset value Offset; is then added to
the pixel value of P, in step 410 in order to produce the
filtered pixel value P, in step 411. The filtered pixel value is
then inserted into the filtered frame area 415 in step 412 at
the corresponding pixel.

[0036] Ifin step 406 it is determined that pixel P, is not in
the SAO band offset group then the pixel value of P, is
retrieved 407 and put into the filtered frame area 415 in step
412 without filtering. After step 412, the counter variable i
is incremented in step 413 in order to filter, if necessary, the
subsequent pixels of the current frame area 404. After it has
been determined in step 414 that all the N pixels of the frame
area have been processed (i.e. i=z=N) the filtered frame area
415 is reconstructed and can be added to the SAO recon-
structed frame (cf. frame 105 of FIG. 1).

[0037] A drawback of the known process for selection of
compensations is that it is not adapted to different variations
in image pixel content and to the different types of compo-
nents of image pixels.

[0038] The present invention has been devised to address
one or more of the foregoing concerns.

[0039] According to a first aspect of the present invention
there is provided a method of encoding a sequence of
images, comprising:
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[0040] performing area-by-area loop filtering on at least
one image of the sequence and disabling such area-by-area
loop filtering on at least one other image of the sequence.

[0041] According to a second aspect of the present inven-
tion there is provided a method of decoding a sequence of
images, comprising:

[0042] performing area-by-area loop filtering on at least
one image of the sequence and disabling such area-by-area
loop filtering on at least one other image of the sequence.

[0043] According to a third aspect of the present invention
there is provided a device for encoding a sequence of
images, comprising:

[0044] means for performing area-by-area loop filtering
on at least one image of the sequence and disabling such
area-by-area loop filtering on at least one other image of the
sequence.

[0045] According to a fourth aspect of the present inven-
tion there is provided a device for decoding a sequence of
images, comprising:

[0046] means for performing area-by-area loop filtering
on at least one image of the sequence and disabling such
area-by-area loop filtering on at least one other image of the
sequence.

[0047] At least parts of the methods according to the
invention may be computer implemented. Accordingly, the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit”, “module” or
“system”. Furthermore, the present invention may take the
form of a computer program product embodied in any
tangible medium of expression having computer usable
program code embodied in the medium.

[0048] Since the present invention can be implemented in
software, the present invention can be embodied as com-
puter readable code for provision to a programmable appa-
ratus on any suitable carrier medium. A tangible carrier
medium may comprise a storage medium such as a floppy
disk, a CD-ROM, a hard disk drive, a magnetic tape device
or a solid state memory device and the like. A transient
carrier medium may include a signal such as an electrical
signal, an electronic signal, an optical signal, an acoustic
signal, a magnetic signal or an electromagnetic signal, e.g.
a microwave or RF signal.

[0049] Thus, according to a fifth aspect of the present
invention there is provided a program which, when run on
a processor or computer, causes the processor or computer
to carry out the encoding method embodying the aforesaid
first aspect of the present invention.

[0050] Similarly, according to a sixth aspect of the present
invention there is provided a program which, when run on
a processor or computer, causes the processor or computer
to carry out the decoding method embodying the aforesaid
second aspect of the present invention.

[0051] A seventh aspect of the present invention provides
a computer-readable storage medium storing the program
embodying the aforesaid fifth or sixth aspect of the present
invention.

[0052] Embodiments of the invention will now be
described, by way of example only, and with reference to the
following drawings in which:—

[0053] FIG. 1 is a flow chart illustrating steps of a loop
filtering process of the prior art;
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[0054] FIG. 2 graphically illustrates a sample adaptive
band offset classification of a HEVC process of the prior art;
[0055] FIG. 3 is a flow chart illustrating steps of a process
for determining compensation offsets for SAO band offset of
HEVC;

[0056] FIG. 4 is a flow chart illustrating steps of a SAO
band offset filtering process of HEVC;

[0057] FIG. 5 is a block diagram schematically illustrating
a data communication system in which one or more embodi-
ments of the invention may be implemented;

[0058] FIG. 6 is a block diagram illustrating components
of a processing device in which one or more embodiments
of the invention may be implemented;

[0059] FIG. 7 is a flow chart illustrating steps of an
encoding method according to embodiments of the inven-
tion;

[0060] FIG. 8 is a flow chart illustrating steps of a loop
filtering process of in accordance with one or more embodi-
ments of the invention;

[0061] FIG. 9 is a flow chart illustrating steps of a decod-
ing method according to embodiments of the invention;
[0062] FIG. 10 is a flow chart illustrating steps of a
method for determining SAO bandoffset classification
according to a first embodiment of the invention;

[0063] FIG. 11 is a flow chart illustrating steps of a method
for determining adapted classification according to an
embodiment of the invention;

[0064] FIG. 12 is a flow chart illustrating steps of a
method for determining adapted classification according to
an alternative embodiment of the invention;

[0065] FIG. 13 illustrates several sizes of the useful range
for classification in accordance with an embodiment of the
invention;

[0066] FIG. 14 illustrates several sizes of classes for the
classification in accordance with an embodiment of the
invention;

[0067] FIG. 15 illustrates several sizes of classes in a
useful range for the classification in accordance with an
embodiment of the invention;

[0068] FIG. 16 illustrates several center positions of a
useful range of a first group for the classification in accor-
dance with an embodiment of the invention;

[0069] FIG. 17 illustrates several center positions of a
useful range of the second group for the classification in
accordance with an embodiment of the invention; and
[0070] FIG. 18 illustrates the rate distortion selection of
the parameters classification in accordance with an embodi-
ment of the invention.

[0071] FIGS. 194 and 195 illustrate possible positions of
the useful range within the full range in accordance with
another embodiment of the invention.

[0072] FIG. 20A illustrates a pseudo code applied in the
prior art to encode the SAO parameters at the LCU level.
[0073] FIG. 20B illustrates an improved pseudo code
according to an embodiment of the invention to encode the
SAO parameters at the LCU level.

[0074] FIG. 21 is a flow chart corresponding to the pseudo
code of FIG. 20A.

[0075] FIG. 22 is a flow chart corresponding to the pseudo
code of FIG. 20B.

[0076] FIG. 23 is a flow chart for use in explaining
encoding of the SAO parameters according to a further
embodiment of the present invention.
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[0077] FIG. 24 illustrates a pseudo code used to encode
the SAO parameters in accordance with yet another embodi-
ment of the present invention.

[0078] FIG. 25 is a flow chart corresponding to the pseudo
code of FIG. 24.

[0079] FIG. 26 is a flow chart for use in explaining
encoding of the SAO parameters according to a still further
embodiment of the present invention.

[0080] FIG. 27 is a flow chart corresponding to the clas-
sification of pixels into edge classes according to another
embodiment of the present invention;

[0081] FIG. 28 illustrates a Group of Pictures (GoP) and
its images associated to a level, used in another embodiment
of the invention.

[0082] The main description of embodiments of the pres-
ent invention is provided later in the section headed “Area-
by-area loop filtering embodiments”. Prior to that, embodi-
ments of other inventions will be described and these are
useful for understanding the area-by-area loop filtering
embodiments.

[0083] FIG. 5 illustrates a data communication system in
which one or more embodiments of the invention may be
implemented. The data communication system comprises a
transmission device, in this case a server 501, which is
operable to transmit data packets of a data stream to a
receiving device, in this case a client terminal 502, via a data
communication network 500. The data communication net-
work 500 may be a Wide Area Network (WAN) or a Local
Area Network (LAN). Such a network may be for example
a wireless network (Wi-Fi (registered trademark), a tech-
nology that allows electronic devices to connect to a wire-
less LAN (WLAN) network/802.11a or b or g), an Ethernet
network, an Internet network or a mixed network composed
of several different networks. In a particular embodiment of
the invention the data communication system may be a
digital television broadcast system in which the server 501
sends the same data content to multiple clients.

[0084] The data stream 504 provided by the server 501
may be composed of multimedia data representing video and
audio data. Audio and video data streams may, in some
embodiments of the invention, be captured by the server 501
using a microphone and a camera respectively. In some
embodiments data streams may be stored on the server 501
or received by the server 501 from another data provider, or
generated at the server 501. The server 501 is provided with
an encoder for encoding video and audio streams in par-
ticular to provide a compressed bitstream for transmission
that is a more compact representation of the data presented
as input to the encoder.

[0085] In order to obtain a better ratio of the quality of
transmitted data to quantity of transmitted data, the com-
pression of the video data may be for example in accordance
with the HEVC format or H.264/AVC format.

[0086] The client 502 receives the transmitted bitstream
and decodes the reconstructed bitstream to reproduce video
images on a display device and the audio data by a loud
speaker.

[0087] Although a streaming scenario is considered in the
example of FIG. 5, it will be appreciated that in some
embodiments of the invention the data communication
between an encoder and a decoder may be performed using
for example a media storage device such as an optical disc.
[0088] In one or more embodiments of the invention a
video image is transmitted with data representative of com-
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pensation offsets for application to reconstructed pixels of
the image to provide filtered pixels in a final image.
[0089] FIG. 6 schematically illustrates a processing device
600 configured to implement at least one embodiment of the
present invention. The processing device 600 may be a
device such as a micro-computer, a workstation or a light
portable device. The device 600 comprises a communication
bus 613 connected to:

[0090] a central processing unit 611, such as a micro-
processor, denoted CPU;

[0091] a read only memory 607, denoted ROM, for
storing computer programs for implementing the
invention;

[0092] a random access memory 612, denoted RAM,
for storing the executable code of the method of
embodiments of the invention as well as the registers
adapted to record variables and parameters necessary
for implementing the method of encoding a sequence of
digital images and/or the method of decoding a bit-
stream according to embodiments of the invention; and

[0093] a communication interface 602 connected to a
communication network 603 over which digital data to
be processed are transmitted or received

[0094] Optionally, the apparatus 600 may also include the
following components:

[0095] a data storage means 604 such as a hard disk, for
storing computer programs for implementing methods
of one or more embodiments of the invention and data
used or produced during the implementation of one or
more embodiments of the invention;

[0096] a disk drive 605 for a disk 606, the disk drive
being adapted to read data from the disk 606 or to write
data onto said disk;

[0097] a screen 609 for displaying data and/or serving
as a graphical interface with the user, by means of a
keyboard 610 or any other pointing means.

[0098] The apparatus 600 can be connected to various
peripherals, such as for example a digital camera 620 or a
microphone 608, each being connected to an input/output
card (not shown) so as to supply multimedia data to the
apparatus 600.

[0099] The communication bus provides communication
and interoperability between the various elements included
in the apparatus 600 or connected to it. The representation of
the bus is not limiting and in particular the central processing
unit is operable to communicate instructions to any element
of'the apparatus 600 directly or by means of another element
of the apparatus 600.

[0100] The disk 606 can be replaced by any information
medium such as for example a compact disk (CD-ROM),
rewritable or not, a ZIP disk or a memory card and, in
general terms, by an information storage means that can be
read by a microcomputer or by a microprocessor, integrated
or not into the apparatus, possibly removable and adapted to
store one or more programs whose execution enables the
method of encoding a sequence of digital images and/or the
method of decoding a bitstream according to the invention
to be implemented.

[0101] The executable code may be stored either in read
only memory 607, on the hard disk 604 or on a removable
digital medium such as for example a disk 606 as described
previously. According to a variant, the executable code of
the programs can be received by means of the communica-
tion network 603, via the interface 602, in order to be stored
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in one of the storage means of the apparatus 600 before
being executed, such as the hard disk 604.

[0102] The central processing unit 611 is adapted to con-
trol and direct the execution of the instructions or portions
of software code of the program or programs according to
the invention, instructions that are stored in one of the
aforementioned storage means. On powering up, the pro-
gram or programs that are stored in a non-volatile memory,
for example on the hard disk 604 or in the read only memory
607, are transferred into the random access memory 612,
which then contains the executable code of the program or
programs, as well as registers for storing the variables and
parameters necessary for implementing the invention.
[0103] In this embodiment, the apparatus is a program-
mable apparatus which uses software to implement the
invention. However, alternatively, the present invention may
be implemented in hardware (for example, in the form of an
Application Specific Integrated Circuit or ASIC).

[0104] FIG. 7 illustrates a block diagram of an encoder
according to at least one embodiment of the invention. The
encoder is represented by connected modules, each module
being adapted to implement, for example in the form of
programming instructions to be executed by the CPU 611 of
device 600, at least one corresponding step of a method
implementing at least one embodiment of encoding an
image of a sequence of images according to one or more
embodiments of the invention.

[0105] An original sequence of digital images 10 to in 701
is received as an input by the encoder 70. Each digital image
is represented by a set of samples, known as pixels.
[0106] A bitstream 710 is output by the encoder 70 after
implementation of the encoding process. The bitstream 710
comprises a plurality of encoding units or slices, each slice
comprising a slice header for transmitting encoding values
of encoding parameters used to encode the slice and a slice
body, comprising encoded video data.

[0107] The input digital images 10 to in 701 are divided
into blocks of pixels by module 702. The blocks correspond
to image portions and may be of variable sizes (e.g. 4x4,
8x8, 16x16, 32x32, 64x64 pixels). A coding mode is
selected for each input block. Two families of coding modes
are provided: coding modes based on spatial prediction
coding (Intra prediction), and coding modes based on tem-
poral prediction (Inter coding, Merge, SKIP). The possible
coding modes are tested.

[0108] Module 703 implements an Intra prediction pro-
cess, in which the given block to be encoded is predicted by
a predictor computed from pixels of the neighbourhood of
said block to be encoded. An indication of the selected Intra
predictor and the difference between the given block and its
predictor is encoded to provide a residual if the Intra coding
is selected.

[0109] Temporal prediction is implemented by motion
estimation module 704 and motion compensation module
705. Firstly a reference image from among a set of reference
images 716 is selected, and a portion of the reference image,
also called reference area or image portion, which is the
closest area to the given block to be encoded, is selected by
the motion estimation module 704. Motion compensation
module 705 then predicts the block to be encoded using the
selected area. The difference between the selected reference
area and the given block, also called a residual block, is
computed by the motion compensation module 705. The
selected reference area is indicated by a motion vector.

Dec. 20, 2018

[0110] Thus in both cases (spatial and temporal predic-
tion), a residual is computed by subtracting the prediction
from the original block.

[0111] In the INTRA prediction implemented by module
703, a prediction direction is encoded. In the temporal
prediction, at least one motion vector is encoded.

[0112] Information relative to the motion vector and the
residual block is encoded if the Inter prediction is selected.
To further reduce the bitrate, assuming that motion is
homogeneous, the motion vector is encoded by difference
with respect to a motion vector predictor. Motion vector
predictors of a set of motion information predictors is
obtained from the motion vectors field 718 by a motion
vector prediction and coding module 717.

[0113] The encoder 70 further comprises a selection mod-
ule 706 for selection of the coding mode by applying an
encoding cost criterion, such as a rate-distortion criterion. In
order to further reduce redundancies a transform (such as
DCT) is applied by transform module 707 to the residual
block, the transformed data obtained is then quantized by
quantization module 708 and entropy encoded by entropy
encoding module 709. Finally, the encoded residual block of
the current block being encoded is inserted into the bitstream
710.

[0114] The encoder 70 also performs decoding of the
encoded image in order to produce a reference image for the
motion estimation of the subsequent images. This enables
the encoder and the decoder receiving the bitstream to have
the same reference frames. The inverse quantization module
711 performs inverse quantization of the quantized data,
followed by an inverse transform by reverse transform
module 712. The reverse intra prediction module 713 uses
the prediction information to determine which predictor to
use for a given block and the reverse motion compensation
module 714 actually adds the residual obtained by module
712 to the reference area obtained from the set of reference
images 716.

[0115] Post filtering is then applied by module 715 to filter
the reconstructed frame of pixels. In the embodiments of the
invention an SAO loop filter is used in which compensation
offsets are added to the pixel values of the reconstructed
pixels of the reconstructed image

[0116] FIG. 8 is a flow chart illustrating steps of a loop
filtering process 80 according to at least one embodiment of
the invention. In an initial step 801, the encoder generates
the reconstruction of the full frame. Next, in step 802 a
deblocking filter is applied on this first reconstruction in
order to generate a deblocked reconstruction 803. The aim of
the deblocking filter is to remove block artifacts generated
by residual quantization and block motion compensation or
block Intra prediction. These artifacts are visually important
at low bitrates. The deblocking filter operates to smooth the
block boundaries according to the characteristics of two
neighboring blocks. The encoding mode of each block, the
quantization parameters used for the residual coding, and the
neighboring pixel differences in the boundary are taken into
account. The same criterion/classification is applied for all
frames and no additional data is transmitted. The deblocking
filter improves the visual quality of the current frame by
removing blocking artifacts and it also improves the motion
estimation and motion compensation for subsequent frames.
Indeed, high frequencies of the block artifact are removed,
and so these high frequencies do not need to be compensated
for with the texture residual of the following frames.
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[0117] After the deblocking filter, the deblocked recon-
struction is filtered by a sample adaptive offset (SAO) loop
filter in step 804 based on a classification of pixels 814
determined in accordance with embodiments of the inven-
tion. The resulting frame 805 may then be filtered with an
adaptive loop filter (ALF) in step 806 to generate the
reconstructed frame 807 which will be displayed and used as
a reference frame for the following Inter frames.

[0118] In step 804 cach pixel of the frame region is
classified into a class of the determined classification
according to its pixel value. A class corresponds to a
determined range of pixel values. The same compensation
offset value is added to the pixel value of all pixels having
a pixel value within the given range of pixel values.

[0119] The determination of the classification of the pixels
for the sample adaptive offset filtering will be explained in
more detail hereafter with reference to any one of FIGS. 10
to 17.

[0120] FIG. 9 illustrates a block diagram of a decoder 90
which may be used to receive data from an encoder accord-
ing an embodiment of the invention. The decoder is repre-
sented by connected modules, each module being adapted to
implement, for example in the form of programming instruc-
tions to be executed by the CPU 611 of device 600, a
corresponding step of a method implemented by the decoder
90.

[0121] The decoder 90 receives a bitstream 901 compris-
ing encoding units, each one being composed of a header
containing information on encoding parameters and a body
containing the encoded video data. As explained with
respect to FIG. 7, the encoded video data is entropy encoded,
and the motion vector predictors’ indexes are encoded, for
a given block, on a predetermined number of bits. The
received encoded video data is entropy decoded by module
902. The residual data are then dequantized by module 903
and then a reverse transform is applied by module 904 to
obtain pixel values.

[0122] The mode data indicating the coding mode are also
entropy decoded and based on the mode, an INTRA type
decoding or an INTER type decoding is performed on the
encoded blocks of image data.

[0123] Inthe case of INTRA mode, an INTRA predictor is
determined by intra reverse prediction module 905 based on
the intra prediction mode specified in the bitstream.

[0124] If the mode is INTER, the motion prediction infor-
mation is extracted from the bitstream so as to find the
reference area used by the encoder. The motion prediction
information is composed of the reference frame index and
the motion vector residual. The motion vector predictor is
added to the motion vector residual in order to obtain the
motion vector by motion vector decoding module 910.

[0125] Motion vector decoding module 910 applies
motion vector decoding for each current block encoded by
motion prediction. Once an index of the motion vector
predictor, for the current block has been obtained the actual
value of the motion vector associated with the current block
can be decoded and used to apply reverse motion compen-
sation by module 906. The reference image portion indicated
by the decoded motion vector is extracted from a reference
image 908 to apply the reverse motion compensation 906.
The motion vector field data 911 is updated with the decoded
motion vector in order to be used for the inverse prediction
of subsequent decoded motion vectors.
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[0126] Finally, a decoded block is obtained. Post filtering
is applied by post filtering module 907 similarly to post
filtering module 815 applied at the encoder as described with
reference to FIG. 8. A decoded video signal 909 is finally
provided by the decoder 90.

[0127] FIG. 10 is a flow chart illustrating steps of a
method 100 according to a first embodiment of the invention
for classifying reconstructed pixels of an image for appli-
cation of compensation offsets. In this embodiment, classes
for classification of the reconstructed pixels of the frame
region according to their pixel value are determined based
on the statistical distribution of the reconstructed pixel
values of the frame region. The center, the useful range and
the amount of pixels per class are determined based on the
distribution of pixel values. In this embodiment, the decoder
can apply exactly the same process as the decoder for the
segmentation of the distribution.

[0128] In an initial step of the process module 1002 scans
a current frame area 1001 in order to determine statistical
distribution of the pixel values of the pixels of the frame area
1001 and to generate a corresponding histogram 1003. In
one particular embodiment this process involves updating a
table which contains the number of pixels for each pixel
value i.e. for each pixel value, the number of pixels having
that pixel value is tabulated. The table contains a number of
cells equal to MAX the maximum pixel value determined
according to the expression Max=2""/#"_1_based on the
bit-depth of the pixels.

[0129] Module 1004 then determines the center 1005 of
the generated histogram 1003. The useful range of pixel
values of the histogram is then determined by module 1006
according to the distribution of the pixel values represented
in histogram 1003 and where appropriate based on the center
of the histogram. Finally, the equiprobable classes defining
ranges of pixel values are determined by module 1008. A
table 1009 is thus provided containing the range of pixel
values of each class or alternatively table which contains the
pixel values of each pixel. In some embodiments of the
invention the determination of equiprobable classes can
depend on a pre-determined number of classes 1000.
[0130] In step 1004 various algorithms may be employed
to determine the center of the generated histogram 1003. In
one embodiment, the minimum value Min,_, and the maxi-
mum value Max;,, of the histogram may be found. In order
to find the minimum value Min,,, the cells of the histogram
Hist,, are scanned from pixel value O to the first cell Hist, of
the histogram which is not equal to 0. And to find Max,,_,,
the cells are scanned in inverse order (from the maximum
pixel value MAX to the first cell of the histogram Hist,
which is not equal to 0). The center of the histogram
Center,,, is computed as follows:

Center ;. ~(Maxg;,~Ming; )/ 2+Ming; .,

[0131] In an alternative embodiment, the center of the
histogram is considered to be the weighted average center of
the distribution. If it is considered that the value of histo-
gram cell Hist, is the number of pixels which have the value
k, Center,,, is computed as follows:

MAX
Z k X Hisr
=

K
Centery;s; =
N
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[0132] where N is the number of pixels in the current
frame area.
[0133] In step 1006 one potential technique for determin-

ing the useful range of the generated histogram is to select
Min,,,, and Max,, , described above for both ends of the
useful range.

[0134] In another embodiment the minimum value of the
histogram Ming,,,,.. is determined by a scanning from 0 to
the first Hist, which has a value superior to a threshold a.. In
the same way, Maxy,,,.. is determined by inverse scanning
from the maximum pixel value MAX to the first Hist, which
is superior to a threshold a. The threshold o may be a
predetermined value. Alternatively the threshold o may
depend on the number of pixels in the frame area and/or on
the component type of the input signal (Chroma and Luma).

[0135] In one particular embodiment, it may be considered
that the number of classes is known at the encoder and
decoder side. The number of classes of pixel values may
depend, for example, on the number of pixels in the current
frame area according to each component (Luma, Chroma U
and V).

[0136] In order to produce equiprobable classes, the num-
ber of pixels NbPixg,,,,,. in the useful range 1007 is defined.
The number of pixels in the useful range NbPixg,,,.. is
determined by scanning each histogram cell Hist, from
k=Ming,,,.. to k=Maxg,,,... Then, the determined number of
pixels in the useful range, NbPixg,,,.., is divided by the
number of classes 1000 to determine the optimal number of
pixels in each class NbPix,

[0137] FIG. 11 is a flow chart illustrating steps of an
algorithm 110 for determining equiprobable classes accord-
ing to an embodiment of the invention. In an initial step
1101, the number of classes j is set to 0 and in step 1102 the
current pixel value k is set to Ming,,,... For equiprobable
classification, a class is identified by its range of pixel
values. The class number j is thus identified by its range
[Min;Max;| from its minimum pixel value Min, to its
Maximum pixel value Max,.

[0138] In step 1103, the minimum pixel value Min, of
current class indexed by j is set to the current pixel value k.
Then SumNbPix, is set to O in step 1104. SumNbPix,
corresponds to the number of pixels in the range j. Then, the
number of pixels having pixel value k (Hist,) is added to
SumNbPix; in step 1105. In step 1106 it is determined
whether or not the sum of the number of pixels for the
current class j SumNDbPix; is superior to the number of pixels
in classes NbPix_,, ... If this condition is not reached, the k
value is incremented in step 1107 and the number of pixels
Hist, for the pixel value k is added to SumNbPix; in step
1105. If it is determined that SumNbPix>NbPix,,, ., or if
k reaches the maximum value of the useful range Maxg,,..,
the maximum value for the current class j is equal to the
current value of k in step 1108. At this stage, class j is
defined—i.e. the range |Min;Max,| of class j has been
determined. The variable k is incremented in step 1109 in
order to avoid obtaining the same pixel value in more than
one class. Moreover, the variable j is also incremented in
step 1110 in order to define the range of pixel values for the
next class. If the variable j is superior to the number of
classes NbPix_,, ..., then it may be considered that all
classes have been defined in step 1112.

[0139] As a consequence the encoder will determine the
offset value for each class j as described in relation to FIG.

classes*
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3 and transmit it to the decoder. The encoder and decoder
will filter the frame area as described in reference to FIG. 4.
[0140] It may be noted that in this embodiment, the
number of classes NbClasses does not depend on the pixel
values because the number of classes is pre-determined
based on a syntax value. Consequently in this embodiment,
the parsing of the SAO band offset is independent of the
decoding of the other frames. It may be noted that the
parsing for SAO band offset includes the parsing of each
offset.

[0141] In a further embodiment for determining equiprob-
able classification, the number of classes can be determined
according to the distribution of pixel values in the generated
histogram. Indeed, when the amplitude of the useful range is
high or low, the number of classes should have an impact on
the coding efficiency. Consequently, a better adaptable clas-
sification may be provided by determining the number of
pixels in each class as well as the number of pixel values.
[0142] FIG. 12 is a flow chart illustrating steps of an
algorithm 120 according to a further embodiment for pro-
viding a more adaptable classification. This flow chart is
based on the flow chart of the embodiment of FIG. 11 where
like end numbered modules 12xx in FIG. 12 perform equiva-
lent functions to modules 11xx in FIG. 11. However decision
modules 1206 and 1211 of this embodiment operate different
test conditions from the test conditions operated by corre-
sponding modules 1106 and 1111 of FIG. 11.

[0143] Inthis embodiment decision module 1206 stops the
loop based on k values and selects Max; for class j, if
SumNbPix >NbPix ;.. OR if k reaches the maximum
value of the useful range Maxg,,,,. OR if k-Min, is strictly
lower than the maximum range for a class (MaxClassg,,,..)-
k-Min, corresponds to the number of pixel values in the
current range of class j. MaxClassg,,,,. is a predetermined
maximum number of pixel values in the range. This range
may depend on the bit-depth, the number of pixels N in the
frame area and the type of signal (Luma, Chroma U and V).
For example, when the bit-depth is 8, MaxClassg,,,,. for
Luma component could be equal to 16 as in a HEVC
implementation.

[0144] The advantage of the embodiment of FIG. 12
compared to that of FIG. 11, is that it’s coding efficiency for
apixel value distribution with large amplitude. This embodi-
ment is more adaptable to the distribution.

[0145] It may be noted that in this embodiment, the
determined number of classes depends on the pixel values,
and so the parsing of the current frame depends on the
decoding of the previous frames. In order to be more robust
to transmission errors, the number of classes NbClasses is
inserted into the bitstream. The transmission of such data has
an insignificant impact on coding efficiency.

[0146] The main advantage of the first embodiment of
classification of FIGS. 10 to 12 is that the classification is
adapted to the pixel values distribution. Moreover the center,
the useful range and the size of each class and their amount
do not need to be transmitted. Consequently as in the known
HEVC implementation no additional data apart from data
representative of the offset of each class needs to be trans-
mitted for the determined classification.

[0147] A further embodiment of the invention for deter-
mining a classification and which involves signaling of
parameters of the classification will now be described with
reference to FIG. 13. The purpose of the further embodiment
of classification is to provide an optimal classification of the
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distribution of pixel values. The difference compared to the
previous embodiment is that the classification is not directly
determined based on the distribution of pixel values but on
rate distortion criterion. In the further embodiment, the
encoder selects the classification, best adapted to the pixel
values distribution, from among predefined potential clas-
sifications. This selection is based on the rate distortion
criterion. As in previous embodiments, the center, the useful
range and the size of classes of the generated histogram
representing the distribution of pixel values are determined.
In the further embodiment these parameters are transmitted
in the bitstream. In order to minimize the impact of the
transmission of such data, the sizes of the classes and the
related ranges are selected from among predefined values.
Consequently, the encoder inserts the center of the selected
classification, the index related to the selected classification
and the sizes of the classes of the classification into the
bitstream.

[0148] To provide an adaptation to the distribution of pixel
values, several sizes of pixel value ranges are defined as
depicted at 130 in FIG. 13. In FIG. 13, the full range of pixel
values is divided into 32 sub-ranges. For a first group of
classes relating to pixel values located in the center of the
range of pixel values, 4 examples are represented 1301,
1302, 1303, 1304. The first example 1301 contains 26 ranges
out of the potential 32 ranges. Thus, the useful range 1301
represents '¥isth of the full range. In the same way, the
useful range 1302 represents only 8 ranges out of 32
potential ranges, i.e. ¥4 of the full range, 1303 represents
V4sth of the full range and 1304 Yisth of the full range. For
the proposed scheme, all possible sizes from the full range
to a range corresponding to only one pixel value may be
considered. The number of possible useful ranges should be
pre-determined according to the coding efficiency or to the
pre-determined for the number of pixels in the frame area.
[0149] FIG. 13 also shows several examples of sizes for
the second group of classes relating to pixel values located
at the edges of the range of pixel values. The second group
includes two sub-group of classes, one located towards each
edge of the histogram. Examples 1305, 1306, 1307, 1308
represent respectively the same number of pixel values as
examples 1301, 1302, 1303, 1304 of the first group.
[0150] Inembodiments of the invention, the size of classes
i.e. the range of pixel values per class, is not fixed, compared
to prior art methods. FIG. 14 shows examples 140 of several
sizes 1401 to 1406. In this example, the class sizes are from
32 pixels 1401 to only 1 pixel 1406. These class sizes could
be combined with all the possible useful ranges as described
previously in relation to FIG. 13. In this embodiment, it is
considered that all classes have the same size for a specific
range of pixel values. Thus, for a group, data representative
of the useful range size and the size of classes are inserted
into the bitstream.

[0151] In another embodiment, the sizes of classes for a
given useful range are adapted according to the position of
the class in the useful range. More precisely, the sizes of the
class are adapted to the distribution of the pixel values. In the
further embodiment, these sizes are predetermined for each
useful range according to the pixel value distribution.
Indeed, the histogram of the pixel value distribution gener-
ally corresponds to a Gaussian distribution. The closer to the
center of the histogram a pixel value is, the more numerous
the pixels having a pixel value close to this value are. It
means that a histogram cell Hist, close to the center has a
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greater value (number of corresponding pixels) than a his-
togram cell Hist, at both ends of the useful range of the
histogram.

[0152] FIG. 15 shows examples 150 of the two described
embodiments for the sizes of classes. Example 1501 repre-
sents a fixed size of 8 pixel values for a useful range of 32
pixel values. 1502 represents a fixed size of 4 pixel values
for the same useful range size.

[0153] Example 1503 illustrates the other embodiment for
adaptive sizes of classes for a current range of 32 pixel
values. In this example, the classes at both ends of the useful
range are larger i.e. have a wider range of pixel values, than
the classes in the center with respectively 8 pixel values and
2 pixel values. Between these classes, the 2 other classes
have a range of 4 pixel values.

[0154] The sizes of classes for the second group can also
be adapted to the distribution of pixel values. The aim of the
second group of the current HEVC implementation is to
exploit only the two ends of the histogram. Indeed, both ends
of the histogram contain the extreme values which are often
related to high frequencies where the error (due to the lossy
coding) is usually higher compared to low frequencies. In
the same way as in the first group, several sizes of classes
can be tested for the useful ranges of the second group. In
that case, for the two sub-groups of the second group,
subdivisions 1501 and 1502 can be compared with the rate
distortion criterion.

[0155] Moreover, the embodiment in which the sizes of
classes are adapted may be applied. Example 1504 illus-
trates the proposed adapted sizes of classes for the first range
(left) of the second group. And example 1505 illustrates the
proposed adapted sizes of classes for the second sub-group
(right) of the second group. In that case, the classes contain
more pixel values at both ends than the classes close to the
center.

[0156] The aim of the second group is to exploit both ends
of the histogram; consequently, it is sometimes useful to use
an inverse adaptation of sizes for the second group. In that
case, example 1504 is used for the second sub-group (right)
and example 1505 is used for the first sub-group (left) of the
second group. In this embodiment, the classes contain less
pixel values at both ends than the classes close to the center.
In that case, the aim is not to produce an equiprobable
classification of classes but to find a better segmentation of
both ends of the second group.

[0157] Since the statistical distribution of pixel values is
not necessarily centered in the middle of the full range of
pixel values, a center of the distribution based on the useful
range should to be determined and transmitted in the bit-
stream with the image data. FIG. 16 shows an example 160
of a full range with different center positions for a useful
range corresponding to one quarter of the full range. As
opposed to the example 1302 of FIG. 13, for the four
examples of FIG. 16, 1601, 1602, 1603, 1604 the center of
the useful range is not located in the center of the full range.
This solution allows the selected classification to be adapted
to the distribution of the pixel values.

[0158] The determined center can then be coded for trans-
mission in the bitstream. Several techniques can be envis-
aged for coding of the data.

[0159] If it is considered that the bit-depth of the current
frame area is 8 bits, the number of positions that could be
considered for the center value corresponds to 256 minus the
size of the minimum useful range. For example, compared



US 2018/0367815 Al

to FIG. 13, the minimum size of the useful range is equal to
2 and these 2 classes may contain at least 1 pixel. So for this
specific example, the center can take a value between 1 to
254, thus 254 positions may be considered for the center.
[0160] Another solution is to quantify the center value. In
one embodiment, the center is coded according to the size of
classes. Thus, for example if the size of classes (or the
minimum size of all classes of a current useful range when
the adapted class size scheme is used) is equal to one pixel
value, the center is not quantified and can be all possible
center positions for the current useful range. If the size of the
classes is 16 pixel values, as depicted in FIG. 16, only the
pixel values every 16 pixel values can be considered. Thus,
in FIG. 16, the center for examples 1601, 1602, 1603 and
1604 are respectively 9, 23, 27 and 6. In another embodi-
ment, only the center positions equal to a multiple of the
maximum size of classes defined in the algorithm may be
considered. Thus, the center is equal to a pixel value divided
by the maximum size of classes. This offers a reduction in
terms of number of bits to be transmitted.

[0161] Moreover, theoretically, the most probable center is
the center of the full range. Thus, the data transmitted to
determine the center position at the decoder side is the
difference between the center of the full range and the center
of the useful range of the current classification. Thus, for
example in FIG. 16, the data transmitted relative to the
center for examples 1601, 1602, 1603, 1604 are respectively
16-9=7, 16-23=-7, 16-27=-11, 16-6=10.

[0162] For the second group, the center of the histogram
does not need to be coded. Thus, several schemes can be
considered to code the displacement of the two sub-groups
for the second group. The proposed embodiments on the
quantization of the center value described for the first group
can be easily extended to the proposed embodiments for the
second group.

[0163] Inembodiments of the invention the position of the
useful range (selected classification) may be specified with
the same precision or granularity across the full range, i.e.
irrespective of the position of the classification within the
full range. This is the case in the examples 1601 to 1604
shown in FIG. 16, where the positions (center positions) are
9,23, 27 and 6. The full range is labeled from 0 to 32. There
are 32 possible positions and the granularity is the same
across the full range.

[0164] However, it is also possible, as shown in FIGS. 194
and 195 to provide more possible positions in one part of the
full range than in another part of the full range, In other
words, the granularity of the position varies in dependence
on where the classification is within the full range. These
embodiments propose an unequal quantization of the full
range (here labeled from O to 32) with a variable granularity
in order to position more precisely the center of the classi-
fication (useful range) in the most important (or likely) parts
of the full range. Also, the unequal quantization enables the
number of bits required to signal the position of the classi-
fication to be limited whilst still giving adequate precision in
the important parts of the full range. This finer granularity
could be applied for instance in the middle of the full range
as represented in FIG. 194. In this figure, the possible center
positions correspond to indexes which are represented by a
bold solid line. The interval between two possible center
positions is smaller in the middle of the full range than at the
ends. Thus the center position can be set more precisely in
the middle of the full range than at the ends of the full range.
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[0165] In FIG. 196 the interval between two possible
center positions is smaller at both ends of the full range than
in the middle. For example, this embodiment can be par-
ticularly useful in case of having important sample values at
extreme values of the distribution.

[0166] More generally, a finer quantization could be
applied at any place in the full range.

[0167] When variable quantization as described above is
used the classification range (size of the useful range) can be
fixed for all positions. For instance, the classification range
can comprise four classes, each made of 8 pixel values.
[0168] It is also possible to make the classification range/
class sizes vary with position, so that in FIG. 19a the
classification range is, say, 8 pixel values at positions 12 to
20, 16 pixel values at positions 10 and 26, and 32 pixel
values at positions 2 and 28.

[0169] The variable quantization as described here can be
used regardless of the method applied for determining the
classification range. This method can for instance use the
properties of the statistical distribution of sample values or
use a rate-distortion criterion.

[0170] The variable quantization could be predetermined
both at the encoder and at the decoder. For example, the
encoder and decoder could assign indexes to the possible
center positions (or left positions), e.g. in FIG. 194 position
2 is index 0, position 6 is index 1, position 10 is index 2,
position 12 is index 3, position 13 is index 4, etc. Then, it is
sufficient for the encoder to transmit to the decoder the index
of the selected classification. Alternatively, information
about the variable quantization could be determined at the
encoder and signaled to the decoder via a bitstream.
[0171] Inone particular embodiment, it may be considered
that the center of the histogram is always the center of the
full range. Thus, in that case only one displacement is
considered. Both groups are scaled to the center with the
same displacement. Consequently only one data needs to be
coded: the displacement of the first range of the second
group. Examples 1701, 1702, 1703 and 1704 among
examples 170 of FIG. 17 are examples of such displace-
ments. In examples 1701, 1702, 1703, 1704 the displace-
ments are respectively 4, 6, 10 and 0. The displacement can
be directly coded without prediction.

[0172] In a further embodiment, both sub-groups of the
second group have an independent position in the full range
as depicted further in examples 1705, 1706, 1707 and 1708
among the examples 170. Two ways of coding can be
considered.

[0173] In the first one, the center of a non-existent first
group is coded with the size of the useful range of this
non-existent first group.

[0174] The second way of coding independently both
groups, is to transmit 2 displacements from the two ends of
the full range (one for each group). Thus, for examples 1705,
1706, 1707 and 1708, the displacement transmitted is
respectively 11 and 32-28=4 for 1705, 21 and O for 1706, 3
and 32-16=32 for 1707, 7 and 32-31=1 for 1708.

[0175] FIG. 18 is a flow chart illustrating steps of a rate
distortion selection algorithm 180 according to an embodi-
ment of the invention. For simplified explanatory purposes
only selection for the first group without adapted class sizes
is considered. The selection for the other embodiments
described previously can be easily adapted.

[0176] In an initial step 1801, the statistics of the current
frame area are computed. This involves determining vari-
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ables Hist, and Sum,, for all pixel values k. Hist, corresponds
to the number of pixels having a pixel value equal to the
value k and Sum, corresponds to the sum of differences
between all pixels having a pixel value equal to value k and
their original pixel values. The algorithm includes 3 loops on
three parameters: size of classes S, size of range R and the
center C. The first loop tests each possible class size in step
1803. For example, the size defined in FIG. 14. The offset for
each sub-range of the full range is computed in step 1804.
For example, if the bit-depth is 8 and the size of classes is
16, then the distortion and the offset for the 32 possible
ranges in the full range are computed. By properties, the
offset and the distortion are computed by linear combination
of Hist, and Sum, for all values of k in the current range.
Then, for each possible range R 1805, and each possible
centers C 1806 a rate distortion cost is evaluated in step
1807. This evaluation is based on the rate distortion crite-
rion. When all centers C 1808, all ranges 1809 and all sizes
1810 are tested, the best parameters S, R, C are selected in
step 1811 based on the best rate distortion cost. The advan-
tages of this second scheme to produce an equiprobable
classification include a reduction of complexity and an
improvement in coding efficiency. The classification selec-
tion of the center, range and size of classes offers an optimal
rate distortion selection compared to embodiments where
classification is based on the statistical distribution of pixel
values. Of course this embodiment gives an improvement in
term of coding efficiency compared to the current HEVC
implementation. This scheme is less complex at decoder side
compared to the previous one since the distribution of pixels
does not need to be determined at the decoder. Moreover,
this scheme can be less complex than known techniques in
HEVC because in some groups fewer classes are used.

[0177] The algorithm represented in FIG. 18, performs a
full rate distortion based selection of all band offset param-
eters: the size of classes S, the range R, the position of a
value representative of the center C. In order to limit the
complexity, it is possible to fix some parameters. In one
particular implementation of the algorithm of FIG. 18, the
size S and the range R are fixed at given values known by
the encoder and the decoder. For instance S could represent
8 pixel values and R could represent 32 pixel values corre-
sponding to 4 classes of 8 pixels. As a consequence the only
parameter to be optimized is the value representative of the
center C.

[0178] Since embodiments of the invention take into
account the repartition of pixel values across the range of
pixel values in the determination of the classification of the
pixels, the classification may be adapted accordingly to
different distributions of pixel values. In particular the
classification can be adapted according to the component
type of the pixels. For example, in the case of a set of
Chroma component pixels the pixel values tend to be lower
compared to the pixel values of Luma chroma pixels. In
addition, Chroma U pixel values have a different distribution
to that of Chroma V pixel values which have more concen-
trated and relatively higher pixels values. Moreover, in the
case of chroma component pixels the distribution of pixel
values tends to be more concentrated around peak pixel
values compared to that of Luma chroma pixels which
provides a more widely spread out distribution.

[0179] As seen above, in order to avoid the determination
of the distribution of pixels at the decoder side, the param-
eters S, R and C are transmitted in the bitstream in addition
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to the SAO type (No SAO, edge offset or band offset) and
the compensation offset values. When the class size and the
range are fixed, only C is transmitted in order to allow a
decoder to retrieve the center of the range.

[0180] In the case of fixed S and R, one known solution to
encode the SAO parameters consists in applying the pseudo
code of FIG. 20A, described in the form of a flow chart by
FIG. 21.

[0181] The process starts by the determination of the SAO
parameters, including the type of SAO (stored in the code-
word sao_type_idx), the value representative of the center of
the useful range (stored in the codeword sao_band_position)
when the band offset type is used, and the SAO offsets
(stored in the codewords sao_offset). In FIG. 20A, cldx
represents the index of the color component to which SAO
is applied, rx and rx represent the position of the area to
which SAO is applied, and i is the index of the class of
sample values.

[0182] The SAO parameters encoding starts then at step
2003 with the encoding of the SAO type using an unsigned
Exp Golomb code (ue(v)) (i.e. unsigned variable length
code). If the SAO type is type 5 (band offset), the encoding
continues with the encoding of the value representative of
the position of the center of the useful range using an
unsigned fixed length code of size 5 (u(5)) at step 2017.
Then, the encoding of the four offsets corresponding to the
four classes contained in the range is performed iteratively
in steps 2019 to 2025. Here, each offset is encoded using a
signed Exp Golomb code (se(v)) (i.e. signed variable-length-
coding (VLC) code). The encoding process then ends with
step 2027.

[0183] If the SAO type is not band offset, we check first
if the SAO type is no SAO (no SAO means no offset is
applied to the samples concerned). If no SAO has been
selected, the encoding process stops in step 2027.

[0184] Otherwise, we continue with the iterative encoding
of the four edge offsets in steps 2007 to 2013. Again, the
encoding process stops in step 2027.

[0185] VLC codes are generally used when the range of
values to represent is relatively high but some values in this
range are more probable than others. Most probable values
are then given a short code, while less probable values are
given a long code. The main drawback of these codes is that
they induce a higher decoding complexity than fixed length
codes (FLC). Indeed, a VLC code has to be read bit by bit
since the final size of the code is not known while all bits of
a FLC code can be read directly since its size is known.
[0186] In FIGS. 20B and 22, we propose an alternative to
this encoding process replacing VL.C codes by FL.C codes.
[0187] This encoding process starts with step 2201 which
is identical to step 2001. In step 2203, the VL.C coding of the
codeword sao_type_idx is replaced by a FL.C encoding. 3
bits are necessary here to encode the 6 possible SAO type
values (i.e. the “no SAO” type, the 4 “edge offset” types, and
the “band offset” type). We then check if the type of SAO is
“no SAO” in step 2205. In that case, nothing more is
encoded and the process ends with step 2215. Otherwise, we
check if the type of SAO is “band offset” in step 2207. Ifyes,
in step 2209 the value representative of the position of the
center of the range is encoded in the codeword SAO_band_
position in the form of an unsigned FL.C code of size 5.
Indeed, in this example, with a class size of 8 sample values
and a range made up of four classes, 28 different positions
are possible for a full range of 256 values.
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[0188] This step is followed by the encoding of the four
SAO offsets in steps 2211 to 2214. Here a FL.C code replaces
the VLC code of step 2023 and 2011. Instead of using a VL.C
code of maximum 5 bits covering integer offset values from
-31 to 32, here we use a FL.C code of size 2 bits capable of
encoding only 4 different values, generally (-2, -1, 1, 2).
Reducing the number of possible values has the effect of
concentrating the encoding on the most frequently used
offset values.

[0189] The process stops after the offset encoding in step
2215.
[0190] Note that, in another embodiment, the range rep-

resented by the offsets can be extended by encoding in a
picture header, a slice header or a LCU header, a multipli-
cation factor to be applied to the offsets obtained by the 2
bits code. For instance with a multiplication factor equal to
4, the encoded offsets (-2, -1, 1, 2), become (-8, -4, 4, 8).
The multiplication factor can also be standardized (fixed) or
be inferred from another LCU. For example, the multipli-
cation factor applicable to a previous LCU may be assumed
to apply to the present LCU.

[0191] Similarly in another embodiment, a shifting value,
encoded in a picture header, a slice header or a LCU header,
could be applied to the offsets obtained by the 2 bits code.
For instance with a shifting value of 5, the encoded offsets
(-2, -1, 1, 2), become (3, 4, 6, 7). Again, the shifting value
can also be standardized (fixed) or be inferred from another
LCU. For example, the shifting value applicable to a pre-
vious LCU may be assumed to apply to the present LCU.
[0192] Tests have shown that having fewer possible offset
values does not reduce the performance of the SAO method
significantly. It appears that the loss induced by the sup-
pression of some offset values is compensated by the sup-
pression of the heavy bitrate cost of less probable offset
values.

[0193] Additional tests have also shown that the number
of different offset values can be further reduced to 3 and even
2 offsets (requiring only one bit to encode) without signifi-
cant loss of performance.

[0194] In FIG. 23, a further improvement of the encoding
process is proposed. We consider here that the offset values
used in the case of the edge offset type, can be inferred
directly from the type of edge offset. In that case no
encoding of the edge offset values is required. As a reminder,
each type of edge offset is associated with 4 classes depend-
ing on the signal direction, and each class has an associated
offset value. This embodiment is motivated by tests showing
that in general for a given edge offset type and a given class,
the offset values are close to each other and generally the
same. As a consequence, we propose to fix for each edge
offset type a set of 4 offset values. For instance we propose
the following association:

[0195] Vertical edge offset: (-2, -1, 1, 2)

[0196] Horizontal edge offset (-2, -1, 1, 3)

[0197] First diagonal edge offset (-3, -2, -1, 1)

[0198] Second diagonal edge offset (-1, 1, 2, 3)
[0199] Steps 2301 and 2303 in FIG. 23 are identical to

steps 2201 and 2203 already explained with reference to
FIG. 22. In steps 2305 and 2307, we check if the SAO type
is “edge offset” or “no SAO” respectively. In both cases, no
offsets are encoded. In the case that the SAO type is “edge
offset”, when reading the edge offset type value, a decoder
will infer the offset values from the edge offset type thanks
to the known association with fixed offset values.
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[0200] In the embodiment of FIG. 23, if the SAO type is
“band offset” the value representative of the position of the
center of the range is encoded in step 2309 and the four
offset values are encoded iteratively with steps 2311 to 2317.
The encoding process ends with step 2319.

[0201] In the embodiment of FIGS. 24 and 25 we apply
another modification of the encoding process described in
FIGS. 20A and 21. As already mentioned in previous
embodiment, a FLC code of 5 bits is used to encode the
information representative of the position of the center of the
range (sao_band_position), while only 28 different positions
are used. In that condition, four FL.C codes each of length 5
bits remain unused. We propose here to take benefit of these
four spare FLC codes to remove the codeword used to
encode the SAO type. A new codeword, SAO_band_posi-
tion_and EO will be used to code jointly the range positions
and the edge offset types. This new codeword is also 5 bits
long.

[0202] As usual, the process starts in step 2501 with the
definition of the SAO parameters. This process is followed
in step 2503 by the encoding of a 1 bit long flag (SAO_
LCU_flag) indicating if SAO is in use or not. If SAO is not
used (step 2505), the process stops (step 2507).

[0203] If SAO is used, we check in step 2509 which type
of SAO is used. If the SAO type is “band offset” then in step
2513 the first 28 codes of the codeword SAO_band_posi-
tion_and_EO are used to encode the value representative of
the position of the center of the range. If the SAO type is
“edge offset”, then in step 2511 the last four codes of the
codeword SAO_band_position_and_EO are used to encode
the type of edge offset (vertical, horizontal, first diagonal or
second diagonal). The steps 2511 or 2513 are followed by
the encoding of the four offset values with steps 2515 to
2523.

[0204] Incidentally, although the spare codewords are
used in the present embodiment to encode the type of edge
offset, it will be appreciated that the spare codewords can
alternatively be used for other purposes. Any other infor-
mation that needs to be sent from the encoder to the decoder
can be encoded using the spare codewords.

[0205] In FIG. 26 we propose a further embodiment for
determining the offsets to be applied in the case of the band
offset. This embodiment is motivated by tests showing that
in the case of band offset a majority of offsets have low
amplitudes in absolute value. Indeed, offset values are in
general equal to -2, -1, 1 and 2. When the number of classes
in a range is reduced to 4, for instance as in the example of
FIGS. 20A to 25, the number of different groups of 4 offset
values is also reduced. In the example above with 4 different
offsets values and 4 classes, the number of different groups
is 4*=256. In the embodiments of FIGS. 21, 22, 23 and 25,
8 bits are used to encode the offset values (4 offset values,
each encoded using 2 bits). Here, it is considered that all
groups of 4 offsets have the same probability of being
selected. However, some of these groups are less probable
than others. By removing the less probable groups, it is
possible to reduce the number of bits required to encode
them. As a consequence, instead of encoding 4 different
offset values using 2 bits for each offset value, we propose
to assigns indexes to different groups of 4 offset values and
to encode the index, the index being encoded using less than
8 bits thanks to the removal of the less probable groups. The
probabilities of groups could be determined by applying
SAO on a set of training sequences and computing statistics
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on the groups. A table gathering all possible groups ordered
according to their probability of being selected could be
pre-determined and known by the encoder and the decoder.
In this table, each group of offsets will be associated to an
index value. The number of bits allocated to the index of
groups encoding could be fixed (standardized) or fixed for a
sequence, a frame, a slice or a LCU and encoded in the
corresponding headers. A subset of groups in the table
corresponding to the most probable groups will be deter-
mined by the encoder and the decoder depending on the
number of bits allocated to the index encoding.

[0206] An embodiment representing the selection of the
best group is described in FIG. 26. The process starts with
step 2601 in which a variable j is initialized. This variable j
is progressively increased to allow testing of all possible
groups of offsets. In the proposed embodiment, we consider
groups of 4 offsets but other numbers of offsets could be
considered. In step 2603 we test if all groups have been
tested (for instance NbOffsetGroup could be equal to 128).
Ifyes, the process stops in step 2627 and a codeword of less
than 8 bits corresponding to the selected group is encoded.
If not, the process continues with the initialization of a
variable i allowing to test all classes in a range (step 2605).
In step 2606, the variable SumDiff(j) representing the sum
of the difference between original samples and SAO filtered
encoded samples corresponding to the group of offset j is
initialized to 0. Here, only 4 classes are considered, but other
numbers of classes consistent with the number of offsets are
possible. In step 2607, if some classes remain to be tested,
we initialize a variable k allowing to test all possible samples
in a range of samples corresponding to the class i. With steps
2611 to 2619 we compute the sum of the absolute values of
the differences between encoded samples filtered with the
offset of class 1 in the group of offsets j and original samples
in the considered class i. Here orig (k) is an average of
original sample values corresponding to the encoded value
enc(k). Filter(i,j) is the offset value corresponding to class i,
in the offset group j. SumDifl(j), is the sum of differences
computed on all classes constituting a range (here 4 classes).

In the loop comprising steps 2621 to 2626, all computed
sums of differences are compared and the index of the group
having the minimum sum is selected. The selected index
corresponds to the group of offsets allowing, when applied
to encoded samples, to minimize the difference between
filtered samples and original sample.

[0207] During the syntax encoding process, the encoding
of the offset values as represented for instance by steps 2211
to 2213 in FIG. 22, is replaced by the encoding of the index
corresponding to the selected group of offsets.

[0208] The use of a group of offsets for the band offsets
can be extended to the edge offset classification. In this case,
the group of offsets to be used can be adapted to the
characteristics of the edge classifications. In the current
HEVC specification, the sign of the offset for each class is
inferred in order to force the edge offset processing to be of
the form of a low-pass filter. In addition to this, other offset
characteristics can be exploited to create an efficient list of
groups of offsets. In the following description, we are
creating N groups of offsets which can be considered to form
a list, and Oil, Oi2, Oi3 and Oi4 represent respective
absolute values of the offsets of the group having index i.
0il, 0i2, Oi3 and Oi4 are respectively applied to pixels of
class 1, 2, 3 and 4 as presented in Table 2 of the Appendix.
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[0209] In one embodiment, in each group i the absolute
value Oil applied to the pixels of class 1 is systematically
greater than or equal to the absolute value Oi2 applied to
pixels of class 2, and the absolute value Oi4 applied to the
pixels of class 4 is systematically greater than or equal to the
absolute value Oi3 applied to the pixels of class 3. Accord-
ing to this condition, the offset values in each group are
defined in order to create a slope with the following rela-
tionship: +0i1>=+0i2>=-0i3>=-0i4

[0210] In another embodiment, the absolute values Oi2
across all groups and the absolute values Oi3 across all
groups are both less than the absolute values Oil across all
groups and are both less than the absolute values Oi4 across
all groups. In a particular embodiment, the values of Oi2 and
Oi3 are fixed to 0.

[0211] In another embodiment, one absolute value, for
example Oil, of a given group i depends on, or is obtainable
from another absolute value, for example Oi4, of the same
group, For example, the relationship between Oil and Oi4
may be the following:

Oil=Lx0i4

where L is a fixed value in the range from 0.5 to 2.
[0212] In another embodiment, the absolute values Oil
and Oi4 respect the following rule:

|0i1-0i4|<=1

where Ix| represents the absolute value of x.

[0213] In another embodiment, the absolute values Oil
and Oi4 are equal.

[0214] In another embodiment, the rules described above
for the pair of values Oil and Oi4 apply also to the other pair
of the values Oi2 and Oi3.

[0215] In another embodiment Oil-0i2=0i4-0i3

[0216] In another embodiment, for each group i of offsets
in the list of N groups, there exists a symmetrical group j of
offsets. Symmetrical in this context means that a group i and
a group j have offsets which satisfy the relationship:

0i1=0j4 and 0i2=0;3

[0217] where j can be equal to i.

[0218] In another embodiment, the offsets of the group
index i in the list of N groups of offsets are generated using
the index value of the group concerned. This embodiment
has the advantage of avoiding memory storage of the offsets
value of each group. The following formula can be applied
to generate the offsets of the group i where i belongs is in the
range from 0 to N-1:

Oi1=ROUND{(i+1)/3}
0i2=ROUND{(i/3)}%2
0i3=(i+1)%2

0i4=0i1-0i2+0i3

where % x denotes modulo x.

[0219] In another embodiment, the offset values of the
group having index i are generated according to the group
index value and the related formulas can use only shifts,
additions, and logical operations (AND, OR, XOR etc). This
embodiment has the advantage to reduce the complexity for
computing the offset value compared to the previous one.
[0220] In another embodiment, any group of offsets which
contains only zero values is systematically removed from
the list.
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[0221] In another embodiment any group of offsets where
011=012=0i13=0i4 is removed from the list.

[0222] In another embodiment the group index i is sig-
naled in the bitstream for example by using a fixed length
code. This embodiment has the advantage of being less
complex to encode or to decode the index of the group of
offsets. This gives a good coding performance when the
number of groups of offset in the list is less than or equal to
16 (N=16). So 4 bits are systematically transmitted to signal
an index of a group of offsets.

[0223] In another embodiment the group index i is
encoded with variable code size such a code such as a
Golomb code. This is more efficient than the fixed length
code when the number N of groups in the list is high. This
specific coding of group index needs a specific ordering of
the groups of offsets in the list. One criterion is to order the
groups of offsets from the minimum sum of absolute values
of offsets to the maximum.

[0224] The list of the groups of offsets needs to depend on
the bit depth to represent the original video sequence to be
coded. In another embodiment, the list of groups of offsets
is obtained for a given bit depth bdl. For example, the list
of groups for bit depth bdl may be predetermined or fixed
according to a formula for a given bit depth bdl. To
determine the offset values for a bit depth bd2 different from
bdl, these offset values are multiplied by the power of 2 of
the difference between bdl and bd2. So the offset Oic(bd2)
=0ic(bd1)x2"(bd1-bd2), where Oic is the offset for class ¢
from the group index i.

[0225] In another embodiment the formula to generate the
list of the groups of offsets uses the bit depth to determine
the values of offsets. For example, the following formula is
used:

Oi1=i<<((10-bit depth)==2+1)+1
0i2=(i<<1)%2
Oi3=(i+1)%2

0i4=0i1-0i2+0i3

[0226] where << is a left shifting operation.
[0227] In another embodiment, the number N of groups in
the list depends on the bit depth. In that case, N is equal to

N=2"(bit depth-4).

The number of bits needed to encode the index i among N
of a group depends of course on the bit depth.

[0228] In another embodiment only the first M (M<N)
groups of the predefined table are used.

[0229] In another embodiment, the predefined table (or
predefined formulas for offsets computation) of groups of
offsets is fixed for a certain bit depth bd1. For a different bit
depth bd2, the index i decoded is multiplied by a factor to
obtain the index of group in the table created for bit depth
bdl. This factor is the power of 2 of the difference between
bdl and bd2.

[0230] FIG. 27 shows an example of a selection process of
the best group of offsets for SAO edge offset, in terms of rate
distortion performance.

[0231] For the current image area (step 2701), the encoder
tests the four predetermined directions (step 2702). For a
given direction D (corresponding to an edge offset type, see
Table 1 above), the encoder classifies the sample values of
the image area according to edge offset classification (step
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2703), see Table 2. Then, for each group of offsets i (step
2704), the encoder computes the rate distortion cost related
to the current direction D and the current group of offsets
(step 2709). For the index i (step 2705), the related group of
offsets is extracted (step 2706) from the table of groups of
offsets (step 2707) or computed according to determined
formulas (step 2706). This group (step 2708) contains the
four offsets which are applied on the image area (step 2701)
according to the classification determined in module 2704.
The filtered image area is then compared to the original and
the rate distortion cost is computed for the parameters D and
group number i (step 2709). Then the encoder tests if the
index i has reached its maximum (step 2710). If it is not the
case the variable i is incremented (step 2704) otherwise the
encoder tests if all directions have been tested (step 2711);
otherwise the variable D is incremented (step 2702). When
all directions D for all index i have been tested, the encoder
selects the combination of variable D and I which gives the
best rate distortion performance (step 2712). Information
about this combination (D, 1) is included in the bitstream
sent by the encoder to the decoder.

[0232] On the decoder side, the information about the
combination (D, 1) is used to obtain the group i of offsets
selected by the encoder and the direction D. The decoder
then applies the offsets of the group to the sample values
according to their classes.

[0233] Classification of Luma component pixels is per-
formed separately to the classification of chroma U or V
component pixels and thus each classification can be
adapted accordingly such that each class has a similar
number of pixels.

[0234]

[0235] Further embodiments of the present invention can
provide methods of encoding a sequence of images in which
area-by-area loop filtering is performed on at least one
image of the sequence and is disabled on at one other image
of the sequence. Here, area-by-area loop filtering means
varying the loop filtering from one image area (block,
Largest Coding Unit, etc.) to another within one image. Of
course, varying the loop filtering area-by-area in this way
incurs certain costs. Firstly, the encoding is more complex
because different loop filtering parameters must be gener-
ated for each image area requiring a different loop filtering.
Secondly, information about the loop filtering parameters
usually has to be transmitted from the encoder to the
decoder, which in the case of area-by-area loop filtering
implies a significant signaling overhead.

[0236] By way of background, within a group of images
each image may have an associated level within a plurality
(hierarchy) of levels. The levels may correspond to different
respective rate-distortion balances (compromises) or to dif-
ferent image qualities. The benefit of applying area-by-area
loop filtering on an image depends on what level the image
has in the hierarchy of levels. Indeed, the SAO filtering
doesn’t need to be applied to all the images of the sequence
and/or all the images of a group of images, especially when
the hierarchy between rate and distortion is used to encode
a group of frames. The main advantage of disabling the
area-by-area SAQ filtering on some images is the improve-
ment of the coding efficiency. Indeed it is better to disable
SAOQO parameters for an entire image than area-by-area in
order to save the bitrate dedicated to the signalization which
tells not to use the SAO filtering. A second advantage is the

Area-by-Area Loop Filtering Embodiments
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complexity reduction at encoder side. Indeed, the area-by-
area SAQ filtering process doesn’t need to be applied on all
frames.

[0237] Inone embodiment, the area-by-area SAO filtering
process is disabled for images which have a low level in the
hierarchy of levels (balances between rate and distortion).
This corresponds to images in the group of images which
have a lower quality and/or which have a high quantization
parameter (QP).

[0238] In another embodiment, the area-by-area SAO fil-
tering depends on the whether quality increases or decreases
between the previous image and the target (current) frame
before applying SAO. For example, the area-by-area SAO
filtering may be disabled on the target image when the image
quality decreases, or decreases by more than a predeter-
mined amount, compared to that of the previous image. This
predetermined amount can be adapted according to the
level(s) of the previous and/or target images in the hierarchy
of levels (balances between rate and distortion). These
embodiments can be applied to all color components all
together or independently.

[0239] Instead of, or in addition to, considering level
and/or quality, it is also possible to consider the amount of
SAOQO activity in one or more images when determining
which images of the group should have area-by-area SAO
filtering disabled. In the following description, one measure
of SAO activity is the number of SAO selections of an
image. This may be the number of times when the SAO filter
is selected, or the number of pixels filtered by SAO for all
color components or each color component.

[0240] In another embodiment, area-by-area SAO filtering
is disabled for a target image according to the number of
SAO selections in previous encoded imageshaving the same
level as the target image in the hierarchy of levels (balances
between rate and distortion). It means that the number of
SAO selections is determined for each image. And if the
number of SAO selections for the level of the target image
(current image) is less than a pre-defined threshold, the
area-by-area SAQ filtering process is disabled for the current
image. The number of SAO selections for a level can be the
average number of SAO selections for all previously
encoded images or a set of previously encoded images with
the same level. Or the amount of SAO selections for a level
can be the number of SAO selections on the previous image
having the same level. In this embodiment, when the area-
by-area SAO filtering process is disabled for a given level it
is reactivated after the encoding of a pre-determined number
of image without SAO. The reactivation of the area-by-area
SAO filtering for a level can depend also on the use of Intra
frames which refresh the Inter coding dependencies or on
content change in the sequence determined by scene change
detection algorithm or on QP change for each level of a
group of images.

[0241] In another embodiment, the area-by-area SAO fil-
tering is disabled for a target image having a given level
according to the number of SAO selections on images of
another level in the hierarchy, ideally, according to the top
level of the hierarchy (images with the best quality). In this
case, if the number of SAO selections for a higher level in
the hierarchy than the level of the current image is less than
a pre-defined threshold, the area-by-area SAO filtering is
disabled for the current image. The pre-determined thresh-
old can be weighted according to the difference in levels
between the reference level (e.g. highest level) and the level
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of the current image. As the previous embodiment, the
number of SAO selections for a level can be the average
number of SAO selections for all previously encoded images
or for a set of previously encoded images having the same
level. In this embodiment, the area-by-area SAO filtering
may always be performed on images with the highest level
or may be enabled and disabled according to the embodi-
ment described in the immediately-preceding paragraph.
[0242] These embodiments can be applied for all color
components or on one or more color components indepen-
dently. These embodiments can be used to independently
apply or not the area-by-area SAQ filtering process to one or
both SAO types (edge and band).

[0243] These embodiments can be used at decoder side to
infer the SAO filtering flag at frame level. In this case, the
encoder and the decoder apply the same criterion to decide
if SAO is applied or not for the current frame. This avoids
the need to transmit the SAO filtering flag to the decoder but
the complexity of the decoder is increased.

[0244] These embodiments can be applied to any kind of
loop filtering, and not just to SAO filtering. For example,
embodiments can work in the case of Adaptive loop filter
(ALF), too. In another embodiment, the statistics determined
for SAO (like previous embodiment) are used to decide if
ALF is applied or not. In another embodiment, the statistics
determined for ALF (like previous embodiment) are used to
decide if SAO is applied or not.

[0245] Methods of embodiments of the invention thus
provide a more flexible classification approach which can be
adapted to provide a more optimal classification indepen-
dently for both Luma or Chroma signals thereby leading to
an improvement in coding efficiency.

[0246] Although the present invention has been described
hereinabove with reference to specific embodiments, the
present invention is not limited to the specific embodiments,
and modifications will be apparent to a skilled person in the
art which lie within the scope of the present invention.
[0247] For example, while the previous embodiments
have been described in relation to pixels of an image and
their corresponding pixel values, it will be appreciated that
within the context of the invention a group of pixels may be
considered together with a corresponding group pixel value.
A sample may thus correspond to one or more pixels of an
image.

[0248] Further aspects of the present invention are set out
below.
[0249] According to a first further aspect of the invention

there is provided a method of providing compensation
offsets for a set of reconstructed samples of an image, each
sample having a respective sample value, the sample values
of a plurality of samples of the set being representable by a
statistical distribution of sample values, the method com-
prising determining, in dependence on properties of the
statistical distribution of sample values, a plurality of classes
for repartition of the samples according to their correspond-
ing sample value, each class defining a respective range of
sample values; and associating, with each determined class,
a respective compensation offset for application to the
respective sample value of each sample of the said class.

[0250] Since the statistical distribution of the sample val-
ues is taken into account in the determination of the classi-
fication of samples, the classification may be adapted
accordingly to all possible ranges of sample values. More-
over the classification can be adapted according to the



US 2018/0367815 Al

component type of the samples. For example, in the case of
pixels corresponding to a Chroma signal, the distribution of
pixel values tends to be more concentrated around peak
pixel values compared to that of a Luma signal which
provides a more widely spread out distribution. Methods of
embodiments of the invention thus provide a more flexible
classification approach which can be adapted to provide a
more optimal classification independently for both Luma or
Chroma signals thereby leading to an improvement in cod-
ing efficiency.

[0251] In the context of the present invention a sample
may correspond to a single pixel, with a sample value
corresponding to the respective pixel value. Alternatively a
sample may comprise a plurality of pixels, and the sample
value may correspond to a pixel value determined from the
pixel values of the plurality of pixels.

[0252] In an embodiment the properties of the statistical
distribution comprise a determined centre of the statistical
distribution of image sample values.

[0253] In an embodiment the properties of the statistical
distribution comprise a useful range of sample values of the
statistical distribution.

[0254] In an embodiment the classes are determined such
that the samples are shared substantially uniformly among
the classes.

[0255] In an embodiment the samples of the set may be of
at least a first component type or a second component type,
and wherein the plurality of classes is determined dependent
on the component type of the set of samples.

[0256] In an embodiment the number of classes is prede-
termined, the range of sample values defined for each class
being determined in dependence on the properties of the
statistical distribution.

[0257] In another embodiment the number of classes and
the range of sample values defined for each class are
determined in dependence on the properties of the statistical
distribution.

[0258] In an embodiment the number of classes is deter-
mined in dependence on the number of samples having a
sample value in the useful range.

[0259] In an embodiment the number of classes is deter-
mined according to the component type.

[0260] In an embodiment the method includes determin-
ing a maximum number of sample values per class accord-
ing to the number of sample values in the useful range.
[0261] In an embodiment determining the plurality of
classes comprises selecting, from a plurality of predeter-
mined classifications, a classification defining the plurality
of classes adapted to the properties of the statistical distri-
bution.

[0262] In an embodiment the range of sample values for
each class, the centre of the statistical distribution and/or the
useful range of sample values is determined based on rate
distortion criteria.

[0263] In an embodiment the range of sample values for
each class, the centre of the statistical distribution and/or the
useful range of sample values is predetermined.

[0264] In an embodiment the useful range of sample
values is determined based on a comparison of the sample
values with respect to a threshold value, wherein the thresh-
old value depends on the total number of samples, the
threshold value depends on the component type of the
samples, or the threshold value is a predetermined value.
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[0265] Inan embodiment the compensation offset for each
class is determined from an average of the difference
between the sample value of each reconstructed sample of
the class and the respective sample value of the correspond-
ing original image.

[0266] In an embodiment the set of samples is one of a
plurality of sets of samples of the image, the same number
of classes being determined for each set.

[0267] In an embodiment the sample value is representa-
tive of a bit-depth of the useful range, the range of each class
and/or the center of the statistical distribution being depen-
dent on the bit-depth.

[0268] In an embodiment the range of sample values for a
given class is dependent on the position of the class within
the useful range.

[0269] In an embodiment the range of sample values for a
given class located at the edge of the statistical distribution
is superior to the range of sample values for a given class in
a central region of the distribution.

[0270] In an embodiment the centre of the statistical
distribution is determined based on the useful range.
[0271] In an embodiment the plurality of classes com-
prises a first group of classes located at a central portion of
the statistical distribution and a second group of classes
including a first and second sub-group of classes located at
respective edge portions of the statistical distribution.
[0272] In an embodiment the positions of the second
sub-group of classes in the statistical distribution are pro-
vided as data for coding.

[0273] In an embodiment the positions of the sub-groups
of the second group are independent of the full range of the
statistical distribution.

[0274] In an embodiment the center of the statistical
distribution is not provided for coding.

[0275] In an embodiment, the position of the useful range
(classification) within the full range is selected from among
a plurality of possible positions distributed over the full
range, the interval between two successive positions being
smaller in at least one portion of the full range than in
another portion of the full range.

[0276] For example, the portion having the smaller inter-
val can be in the middle of the full range.

[0277] According to another example, the portion having
smaller interval can be at one or both ends of the full range.
[0278] The positions may be center positions. Alterna-
tively, they may be end positions.

[0279] The possible positions may be assigned indexes.
[0280] In an embodiment the range of sample values for
each class, the centre of the statistical distribution and/or the
useful range of sample values is predetermined.

[0281] In an embodiment, at least two different types of
offset values may be generated, one of the types being
so-called band offset values which, as described above, are
associated respectively with classes (ranges of sample val-
ues). One or more other types of offset values may be
so-called edge offset values. There may be different types of
edge offset values per direction, for example four different
types corresponding respectively to four different possible
situations when comparing the value of a sample to be
filtered with the value of samples neighbouring this sample
to be filtered. Thus, there may be a set of edge offset values
for each situation. One type of offset value (band or edge)
may then be selected. The selection criterion is not limited
but one suitable criterion is a rate-distortion criterion. Only
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the selected type of SAO filtering (band or edge offset) is
then applied by the encoder and decoder. The selection may
be carried out for each frame area, Additionally, it may be
possible to select “no SAO”, i.e. to apply neither band nor
edge offsets, for example if no significant improvement is
obtained by either type. In an embodiment the selected type
of SAO filtering is encoded and transmitted by the encoder
to the decoder.

[0282] In an embodiment, a fixed length code is used to
encode the selected type.

[0283] In an embodiment, when the selected type is band
offset, a value representative of the position of the useful
range is encoded. The position may be a center position or
an end position of the useful range.

[0284] In an embodiment, a fixed length code is used to
encode the position of the useful range.

[0285] In an embodiment, when the number of different
codewords allowed by the length of the fixed length code
used to encode the codewords corresponding to the values
representative of the position of the useful range is higher
than the actual number of different possible positions, spare
codewords are used to encode other information. For
example, in one embodiment, the spare codewords are used
to encode the type (direction) of the edge offset.

[0286] In an embodiment, compensation offsets are
encoded with fixed length codes. This can apply to band
offsets or edge offsets or both types of offset.

[0287] In an embodiment, the number of different com-
pensation offsets allowed by the length of the fixed length
code is lower than the number of possible compensation
offsets.

[0288] In an embodiment, a multiplication factor is
applied to the compensation offset values, and the multiplied
compensation offset values are used for filtering.

[0289] In an embodiment, the multiplication factor is
transmitted from the encoder to the decoder.

[0290] Inan embodiment, a shifting value is applied to the
compensation offset values, and the shifted compensation
offset values are used for filtering.

[0291] In an embodiment, the shifting value is transmitted
from the encoder to the decoder.

[0292] In an embodiment, the edge offset values for at
least one type are predetermined.

[0293] In an embodiment, a flag indicating if compensa-
tion offsets have to be applied or not on a set of reconstructed
samples of an image is encoded.

[0294] Inan embodiment, groups of band offset values are
predefined, each offset of the group being associated with
one class of a useful range.

[0295] Inanembodiment, each group is assigned an index.
[0296] In an embodiment, predefined groups are gathered
in a table, the table order depending on the probability of
selection of each group.

[0297] In an embodiment, the probability of selection of
each group is computed by applying methods of providing
compensation offsets embodying the present invention to a
set of training sequences.

[0298] In an embodiment, the group of band offset values
among the predefined groups of band offset values that has
the minimum difference between original samples and fil-
tered samples is selected.

[0299] In an embodiment, the indexes of the groups are
encoded using a fixed length code.
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[0300] Inanembodiment, the number of different encoded
indexes of groups allowed by the length of the fixed length
code is lower than the number of possible different groups.
[0301] In an embodiment, a subset of groups of band
offsets within the possible different groups is determined in
dependence upon the probability of selection of each group
and the length of the fixed length code.

[0302] In an embodiment, the length of the fixed length
code used to encode the indexes of the groups of band offsets
is predetermined.

[0303] In an embodiment, the length of the fixed length
code used to encode the indexes of the groups of compen-
sation offsets is encoded in a sequence header, a group of
picture header, a picture header, a slice header or a LCU
header.

[0304] According to a second further aspect of the inven-
tion there is provided a method of encoding an image
composed of a plurality of samples, the method comprising
encoding the samples; decoding the encoded samples to
provide reconstructed samples; performing loop filtering on
the reconstructed samples, the loop filtering comprising
applying compensation offsets to the sample values of the
respective reconstructed samples, each compensation offset
being associate with a range of sample values, wherein the
compensation offsets are provided according to the method
of any preceding claim; and generating a bitstream of
encoded samples.

[0305] In an embodiment the method includes transmit-
ting, in the bitstream, encoded data representative of the
respective compensation offsets for each class.

[0306] In an embodiment the method includes transmit-
ting, in the bitstream, encoded classification data defining
the plurality of determined classes.

[0307] Inanembodiment the classification data comprises
data representative of a centre of the statistical distribution.
[0308] Inan embodiment the classification data comprises
data representative of the range of sample values defined for
each of the plurality of classes.

[0309] In an embodiment the method includes the classi-
fication data comprises data representative of a useful range
of the statistical distribution.

[0310] According to a third further aspect of the invention
there is provided a method of encoding an image composed
of a plurality of samples, the method comprising

[0311] encoding the samples;

[0312] decoding the encoded samples to provide recon-
structed samples;

[0313] performing loop filtering on the reconstructed
samples, the loop filtering comprising
[0314] classifying the reconstructed samples into a

classification comprising a predetermined number of
classes, said classification being selected from
among a plurality of predetermined classifications
based on a rate distortion criterion,

[0315] associating the selected classification to a group
of compensation offsets, each class of the predeter-
mined number of classes being associated to one com-
pensation offset of the group,

[0316] applying compensation offsets of the group to
the sample values of the respective reconstructed
samples in function of their class; and

[0317] generating a bitstream of encoded samples.

[0318] In an embodiment, classifications among the plu-
rality of predetermined classifications comprises the prede-



US 2018/0367815 Al

termined number of classes defined in function of predefined
comparison rules on the relative values of a reconstructed
sample to classify with some neighbouring reconstructed
samples.

[0319] Inanembodiment, classifications of the plurality of
predetermined classifications have a classification range
smaller than a full range of the sample values and are made
up of the predetermined number of classes, each defining a
range of sample values within said classification range, into
which class a sample is put if its sample value is within the
range of the class concerned.

[0320] In an embodiment, the group of compensation
offsets is selected among a predetermined list of groups of
compensation offsets.

[0321] In an embodiment, a predefined computation for-
mula is used to determine a list of groups of compensation
offset.

[0322] In an embodiment, the values of the compensation
offsets of the group of compensation offsets are determined
in function of predefined rules on the relative values of the
compensation offsets.

[0323] In an embodiment, the predetermined rules com-
prise comparing a function of the difference of at least a pair
of compensation offsets of the group of compensation offsets
to given value.

[0324] In an embodiment, the predetermined rules com-
prise comparing differences computed on different pairs of
compensation offsets.

[0325] In an embodiment, compensation offsets of groups
of compensation offsets of the list of groups of compensation
offsets are function of compensation offsets of other groups
of compensation offsets of the list of groups of compensation
offsets.

[0326] In an embodiment, compensation offsets of groups
of compensation offsets are set to a predefined value.
[0327] In an embodiment, groups of compensation offsets
of the list of group of compensation offsets are the result of
permutation of compensation offset values of other groups
of compensation offsets of the list of group of compensation
offsets.

[0328] In an embodiment, each group of compensation
offsets of the list of groups of compensation offsets is
associated to an index value.

[0329] In an embodiment, the values of the compensation
offsets in a group of compensation offsets depend on the
index value of the group of compensation offsets.

[0330] In an embodiment, the index is encoded in the
bitstream in the form of a fixed length code.

[0331] In an embodiment, the index is encoded in the
bitstream in the form of a variable length code, the code
depending on an ordering of the list of groups of compen-
sation offsets.

[0332] In an embodiment, groups of compensation offsets
with given offsets values are removed from the list of groups
of compensation offset.

[0333] In an embodiment, the list of groups of compen-
sation offsets is determined in function of a value represen-
tative of the bit depth of the encoded image.

[0334] In an embodiment, only a subpart of the list of
groups of compensation offsets is used for encoding.
[0335] According to a fourth further aspect of the inven-
tion there is provided a method of decoding an image
composed of a plurality of encoded samples, the method
comprising
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[0336] decoding the encoded samples to provide recon-
structed samples;

[0337] performing loop filtering on the reconstructed
samples, the loop filtering comprising;

[0338] obtaining a classification identifier and a group
of compensation offsets and classifying the recon-
structed samples according to the obtained classifica-
tion identifier, said classification comprising a prede-
termined number of classes, each class of the
predetermined number of classes being associated to
one compensation offset of the group,

[0339] applying compensation offsets of the group to
the sample values of the respective reconstructed
samples in function of their class; and

[0340] generating decoded samples.

[0341] In an embodiment, the classification comprises the
predetermined number of classes defined in function of
predefined comparison rules on the relative values of a
reconstructed sample to classify with some neighbouring
reconstructed samples.

[0342] In an embodiment, the classification have a clas-
sification range smaller than a full range of the sample
values and is made up of the predetermined number of
classes, each defining a range of sample values within said
classification range, into which class a sample is put if its
sample value is within the range of the class concerned.
[0343] In an embodiment, the group of compensation
offsets belongs to a predetermined given list of groups of
compensation offsets.

[0344] In an embodiment, a predefined computation for-
mula is used to determine a list of groups of compensation
offset.

[0345] In an embodiment, an index of group of compen-
sation offsets is obtained and allows determining the group
of compensation offsets to apply.

[0346] In an embodiment, only a subset of the compen-
sation offsets is obtained, other compensation offsets values
being determined from received compensation offsets val-
ues.

[0347] In an embodiment, the obtained index of the group
of compensation offsets is encoded in the form of a fixed
length code.

[0348] In an embodiment, the index is encoded in the
bitstream in the form of a variable length code, the code
depending on an ordering of the list of groups of compen-
sation offsets.

[0349] In an embodiment, the list of groups of compen-
sation offsets is determined in function of a value represen-
tative of the bit depth of the encoded image.

[0350] In an embodiment, only a subpart of the list of
groups of compensation offsets is used for decoding.
[0351] According to a fifth further aspect of the present
invention there is provided a method of encoding an image
composed of a plurality of samples, the method comprising
[0352] encoding the samples;

[0353] decoding the encoded samples to provide recon-
structed samples;

[0354] performing loop filtering on the reconstructed
samples, the loop filtering comprising:

[0355] selecting an edge offset type from among a
plurality of predetermined edge offset types and a
group of edge offset values from among a plurality of
predetermined groups of edge offset values, each group
of edge offset values comprising a plurality of offset
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values associated respectively with different classes,
and each class defining a relationship between a given
sample and further samples neighbouring the given
sample in a predetermined direction; and
[0356] generating a bitstream of encoded samples, the
bitstream including information relating to the selected type
and group.
[0357] Preferably, the edge offset type and group of edge
offset values are selected based on a rate-distortion criterion.
[0358] In an embodiment, the group of edge offset values
is selected among a predetermined list of groups of edge
offset values.
[0359] In an embodiment, a predefined computation for-
mula is used to determine a list of groups of compensation
offset.
[0360] In an embodiment, the values of the edge offset
values of the group of edge offset values are determined in
function of predefined rules on the relative values of the
edge offset values.
[0361] In an embodiment, the predetermined rules com-
prise comparing a function of the difference of at least a pair
of edge offset values of the group of edge offset values to
given value.
[0362] In an embodiment, the predetermined rules com-
prise comparing differences computed on different pairs of
edge offset values.
[0363] In an embodiment, edge offset values of groups of
edge offset values of the list of groups of edge offset values
are function of edge offset values of other groups of edge
offset values of the list of groups of edge offset values.
[0364] In an embodiment, edge offset values of groups of
edge offset values are set to a predefined value.
[0365] In an embodiment, groups of edge offset values of
the list of group of edge offset values are the result of
permutation of compensation offset values of other groups
of edge offset values of the list of group of edge offset
values.
[0366] Inanembodiment, each group of edge offset values
of the list of groups of edge offset values is associated to an
index value.
[0367] In an embodiment, the values of the edge offset
values in a group of edge offset values depend on the index
value of the group of edge offset values.
[0368] In an embodiment, the index is encoded in the
bitstream in the form of a fixed length code.
[0369] In an embodiment, the index is encoded in the
bitstream in the form of a variable length code, the code
depending on an ordering of the list of groups of edge offset
values.
[0370] In an embodiment, groups of edge offset values
with given offsets values are removed from the list of groups
of compensation offset.
[0371] In an embodiment, the list of groups of edge offset
values is determined in function of a value representative of
the bit depth of the encoded image.
[0372] In an embodiment, only a subpart of the list of
groups of edge offset values is used for encoding.
[0373] According to a sixth further aspect of the present
invention there is provided a method of decoding an image
composed of a plurality of samples, each sample having a
sample value, the method comprising
[0374] receiving encoded sample values;
[0375] receiving encoded edge offset type data identifying
an edge offset type;
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[0376] receiving encoded group data identifying a group
of edge offset values, the group comprising a plurality of
offset values associated respectively with different classes,
and each class defining a relationship between a given
sample and further samples neighbouring the given sample
in a predetermined direction;

[0377] decoding the edge offset type data and group data
and obtaining the edge offset values of the identified group;
[0378] decoding the encoded samples to provide recon-
structed sample values;

[0379] performing loop filtering on the reconstructed
sample values, the loop filtering comprising applying the
offset values of the identified group to reconstructed sample
values according to the classes of the samples.

[0380] Preferably, predetermined groups of edge offset
values are stored, and the group data is employed to select
one of the stored groups.

[0381] Preferably, the edge offsets are obtained from the
group data itself.

[0382] Preferably, the group data is an index value.
[0383] In an embodiment, the group of edge offset values
belongs to a predetermined given list of groups of edge
offset values.

[0384] In an embodiment, a predefined computation for-
mula is used to determine a list of groups of compensation
offset.

[0385] Inan embodiment, an index of group of edge offset
values is obtained and allows determining the group of edge
offset values to apply.

[0386] In an embodiment, only a subset of the edge offset
values is obtained, other edge offset values being determined
from received edge offset values.

[0387] In an embodiment, the obtained index of the group
of'edge offset values is encoded in the form of a fixed length
code.

[0388] In an embodiment, the index is encoded in the
bitstream in the form of a variable length code, the code
depending on an ordering of the list of groups of edge offset
values.

[0389] In an embodiment, the list of groups of edge offset
values is determined in function of a value representative of
the bit depth of the encoded image.

[0390] In an embodiment, only a subpart of the list of
groups of edge offset values is used for decoding.

[0391] According to a seventh further aspect of the inven-
tion there is provided a method of decoding an image
composed of a plurality of samples, the method comprising
[0392] receiving encoded samples

[0393] decoding the encoded samples to provide recon-
structed samples;

[0394] performing loop filtering on the reconstructed
samples, the loop filtering comprising applying compensa-
tion offsets to the sample values of the respective recon-
structed samples, each compensation offset being associated
with a range of sample values, wherein the compensation
offsets are provided according to the method of any one of
the previous embodiments.

[0395] Another one of the further aspects of the invention
provides a method of decoding an image composed of a
plurality of sample values, the method comprising

[0396] receiving encoded sample values;

[0397] receiving encoded classification data defining a
plurality of classes associated with respective compensation
offsets provided according to the method of any one of the
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previous embodiments, each compensation offset corre-
sponding to a range of sample values;

[0398] decoding the encoded samples to provide recon-
structed samples and decoding the encoded compensation
offsets; and

[0399] performing loop filtering on the reconstructed
samples, the loop filtering comprising applying the received
compensation offsets to the image samples of the respective
samples, according to sample value of the sample.

[0400] Another one of the further aspects of the present
invention provides a method of decoding an image com-
posed of a plurality of samples, each sample having a sample
value, the method comprising:

[0401] receiving encoded sample values;

[0402] receiving encoded classification data relating to a
classification selected by an encoder from among a plurality
of predetermined classifications, each said predetermined
classification having a classification range smaller than a full
range of the sample values and being made up of a plurality
of classes, each defining a range of sample values within
said classification range, into which class a sample is placed
if its sample value is within the range of the class concerned;
[0403] receiving encoded compensation offsets associated
respectively with the classes of the selected classification;

[0404] decoding the encoded sample values to provide
reconstructed sample values and decoding the encoded
classification data and compensation offsets; and

[0405] performing loop filtering on the reconstructed
sample values, the loop filtering comprising applying the
decoded compensation offset associated with each class of
the selected classification to reconstructed sample values
within the range of the class concerned.

[0406] The encoder may select the classification in any
suitable way including based on a rate-distortion criterion or
in dependence on properties of the statistical distribution of
sample values.

[0407] In an embodiment the method includes the classi-
fication data comprises data representative of a centre of the
statistical distribution, data representative of the range of
sample values defined for each of the plurality of classes,
and/or data representative of a useful range of the statistical
distribution.

[0408] According to another one of the further aspects of
the invention there is provided a signal carrying an infor-
mation dataset for an image represented by a video bit-
stream, the image comprising a set of reconstructable
samples, each reconstructable sample after reconstruction
having a respective sample value, the sample values of a
plurality of reconstructed samples of the set being repre-
sentable by a statistical distribution of sample values; the
information dataset comprising: classification data represen-
tative of a plurality of classes associated with respective
compensation offsets for application to the sample values of
respective reconstructed samples, wherein the classification
data is determined according to the statistical distribution.

[0409] Inan embodiment the classification data comprises
data representative of a centre of the statistical distribution,
data representative of the range of sample values defined for
each of the plurality of classes and/or data representative of
a useful range of the statistical distribution.

[0410] According to another one of the further aspects of
the invention there is provided a device for providing
compensation offsets for a set of reconstructed samples of an
image, each sample having a respective sample value, the
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sample values of a plurality of samples of the set being
representable by a statistical distribution of sample values,
the device comprising

[0411] means for determining, in dependence on proper-
ties of the statistical distribution of sample values, a plurality
of classes for repartition of the samples according to their
corresponding sample value, each class defining a respective
range of sample values; and

[0412] means for associating, with each determined class,
a respective compensation offset for application to the
respective sample value of each sample of the said class.
[0413] Another one of the further aspects of the invention
provides an encoding device for encoding an image com-
posed of a plurality of samples, the device comprising
[0414] an encoder for encoding the samples; a decoder for
decoding the encoded samples to provide reconstructed
samples; a loop filter for filtering the reconstructed samples,
the loop filtering means comprising offset application means
for applying compensation offsets to the sample values of
the respective reconstructed samples, each compensation
offset being associated with a range of sample values,
wherein the compensation offsets are provided by the device
of a previous embodiment; and a bitstream generator for
generating a bitstream of encoded samples.

[0415] Yet another one of the further aspects of the inven-
tion provides a decoding device for decoding an image
composed of a plurality of samples, the device comprising:
a receiver for receiving encoded samples, a decoder for
decoding the encoded samples to provide reconstructed
samples; a loop filter for loop filtering the reconstructed
samples, the loop filter comprising means for applying
compensation offsets to the sample values of the respective
reconstructed samples, each compensation offset being asso-
ciated with a range of sample values, wherein the compen-
sation offsets are provided by a device according to a
previous embodiment.

[0416] Another one of the further aspects of the invention
provides a decoding device for decoding an image com-
posed of a plurality of sample values, the device comprising:
a receiver for receiving encoded sample values and receiv-
ing encoded classification data defining a plurality of classes
associated with respective compensation offsets provided by
a device according to a previous embodiment, each com-
pensation offset corresponding to a range of sample values;
a decoder for decoding the encoded samples to provide
reconstructed samples and decoding the encoded compen-
sation offsets; and a loop filter for loop filtering the recon-
structed samples, the loop filter comprising means for apply-
ing the received compensation offsets to the image samples
of the respective samples, according to sample value of the
sample.

[0417] According to yet another of the further aspects of
the present invention there is provided a method of provid-
ing compensation offsets for a set of reconstructed samples
of'an image, each sample having a sample value, the method
comprising

[0418] selecting, based on a rate distortion criterion, a
classification from among a plurality of predetermined clas-
sifications, each said predetermined classification having a
classification range smaller than a full range of the sample
values and being made up of a plurality of classes, each
defining a range of sample values within said classification
range, into which class a sample is put if its sample value is
within the range of the class concerned; and
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[0419] associating with each class of the selected classi-
fication a compensation offset for application to the sample
value of each sample of the class concerned.

[0420] In one embodiment said classification range of at
least one said predetermined classification is smaller than
half said full range.

[0421] In one embodiment said classification range of at
least one said predetermined classification is equal to one
eighth of the full range.

[0422] Inone embodiment at least one said predetermined
classification is made up of four classes.

[0423] In one embodiment the samples of the set may be
of at least a first component type or a second component
type, and the plurality of classes is determined dependent on
the component type of the set of samples.

[0424] In one embodiment the number of classes is deter-
mined according to the component type

[0425] In one embodiment the compensation offset for
each class is determined from an average of the difference
between the sample value of each reconstructed sample of
the class and the respective sample value of the correspond-
ing original image.

[0426] In one embodiment the sample value is represen-
tative of a bit-depth, and at least one of the classification
range, the range of each class, and the center of the selected
classification is dependent on the bit-depth.

[0427] In one embodiment the range of sample values for
a given class is dependent on the position of the class within
the selected classification.

[0428] In one embodiment the range of sample values for
a given class located at the edge of the selected classification
is greater than the range of sample values for a given class
in a central region of the selected classification.

[0429] According to yet another one of the further aspects
of the present invention there is provided a method of
encoding an image composed of a plurality of samples, the
method comprising encoding the samples;

[0430] decoding the encoded samples to provide recon-
structed samples;

[0431] performing loop filtering on the reconstructed
samples, the loop

[0432] filtering comprising applying compensation offsets
to the sample values of the respective reconstructed samples,
each compensation offset being associated with a range of
sample values, wherein the compensation offsets are pro-
vided according to the method of any preceding claim; and
[0433] generating a bitstream of encoded samples.
[0434] In one embodiment the method further comprises
transmitting, in the bitstream, encoded data representative of
the compensation offsets associated respectively with the
plurality of classes of the selected classification.

[0435] In one embodiment the method further comprises
transmitting, in the bitstream, encoded classification data
relating to the selected classification.

[0436] In one embodiment the classification data com-
prises data representative of a centre of the selected classi-
fication.

[0437] In one embodiment the classification data com-
prises data representative of an index related to the selected
classification.

[0438] In one embodiment the classification data com-
prises data representative of a position of the selected
classification within the full range of sample values.
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[0439] In one embodiment the position is an end position
of the selected classification.

[0440] In one embodiment the end position is represented
as a displacement from one end of said full range.

[0441] In one embodiment the classification data com-
prises data representative of the range of sample values
defined for each of the plurality of classes.

[0442] In one embodiment the classification data com-
prises data representative of the classification range of the
selected classification.

[0443] According to yet another one of the further aspects
of the present invention there is provided a method of
decoding an image composed of a plurality of samples, each
sample having a sample value, the method comprising

[0444] receiving encoded sample values;

[0445] receiving encoded classification data;

[0446] receiving encoded compensation offsets;

[0447] decoding the classification data and selecting,

based on the decoded classification data, a classification
from among a plurality of predetermined classifications,
each said predetermined classification having a classifica-
tion range smaller than a full range of the sample values and
being made up of a plurality of classes, each defining a range
of sample values within said classification range, into which
class a sample is put if its sample value is within the range
of the class concerned;

[0448] decoding the encoded samples to provide recon-
structed sample values and decoding the encoded compen-
sation offsets;

[0449] associating the decoded compensation offsets
respectively with the classes of the selected classification;
and

[0450] performing loop filtering on the reconstructed
sample values, the loop filtering comprising applying the
decoded compensation offset associated with each class of
the selected classification to reconstructed sample values
within the range of the class concerned.

[0451] In one embodiment said classification range of at
least one said predetermined classification is smaller than
half said full range.

[0452] In one embodiment said classification range of at
least one said predetermined classification is equal to one
eighth of the full range.

[0453] Inone embodiment at least one said predetermined
classification is made up of four classes.

[0454] In one embodiment the classification data com-
prises data representative of a centre of the selected classi-
fication.

[0455] In one embodiment the classification data com-
prises data representative of an index related to the selected
classification.

[0456] In one embodiment the classification data com-
prises data representative of a position of the selected
classification within the full range of sample values.
[0457] In one embodiment the position is an end position
of the selected classification.

[0458] In one embodiment the end position is represented
as a displacement from one end of said full range.

[0459] In one embodiment the classification data com-
prises data representative of the range of sample values
defined for each of the plurality of classes.

[0460] In one embodiment the classification data com-
prises data representative of a classification range of the
selected classification.
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[0461] According to yet another one of the further aspects
of the present invention there is provided a signal carrying
an information dataset for an image represented by a video
bitstream, the image comprising a set of reconstructable
samples, each reconstructable sample having a sample
value, the information dataset comprising: classification data
relating to a classification selected by an encoder from
among a plurality of predetermined classifications, each said
predetermined classification having a classification range
smaller than a full range of the sample values and being
made up of a plurality of classes, each defining a range of
sample values within said classification range, into which
class a sample is put if its sample value is within the range
of the class concerned, and each class of the plurality of
classes of the selected classification being associated with a
compensation offset for application to sample values of the
reconstructable samples within the range of the class con-
cerned.

[0462] In one embodiment said classification range of at
least one said predetermined classification is smaller than
half said full range.

[0463] In one embodiment said classification range of at
least one said predetermined classification is equal to one
eighth of the full range.

[0464] Inone embodiment at least one said predetermined
classification is made up of four classes.

[0465] In one embodiment the classification data com-
prises data representative of a centre of the selected classi-
fication.

[0466] In one embodiment the classification data com-
prises data representative of an index related to the selected
classification.

[0467] In one embodiment the classification data com-
prises data representative of a position of the selected
classification within the full range of sample values.

[0468] In one embodiment the position is an end position
of the selected classification.

[0469] In one embodiment the end position is represented
as a displacement from one end of said full range.

[0470] In one embodiment the classification data com-
prises data representative of the range of sample values
defined for each of the plurality of classes.

[0471] In one embodiment the classification data com-
prises data representative of a useful range of the selected
classification.

[0472] According to yet another one of the further aspects
of the present invention there is provided a device for
providing compensation offsets for a set of reconstructed
samples of an image, each sample having a sample value, the
device comprising:

[0473] means for selecting, based on a rate distortion
criterion, a classification from among a plurality of prede-
termined classifications, each said predetermined classifica-
tion having a classification range smaller than a full range of
the sample values and being made up of a plurality of
classes, each defining a range of sample values within said
classification range, into which class a sample is put if its
sample value is within the range of the class concerned; and

[0474] means for associating with each class of the
selected classification a compensation offset for application
to the sample value of each sample of the class concerned.
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[0475] According to yet another one of the further aspects
of'the present invention there is provided an encoding device
for encoding an image composed of a plurality of samples,
the device comprising

[0476] an encoder for encoding the samples;

[0477] a decoder for decoding the encoded samples to
provide reconstructed samples;

[0478] aloop filter for filtering the reconstructed samples,
the loop filtering means comprising offset application means
for applying compensation offsets to the sample values of
the respective reconstructed samples, each compensation
offset being associated with a range of sample values,
wherein the compensation offsets are provided by the device
embodying the preceding aspect of the present invention;
and

[0479] a bitstream generator for generating a bitstream of
encoded samples.

[0480] According to yet another one of the further aspects
of the present invention there is provided a device for
decoding an image composed of a plurality of samples, each
sample having a sample value, the device comprising

[0481] means for receiving encoded sample values;
[0482] means for receiving encoded classification data;
[0483] means for receiving encoded compensation offsets;
[0484] means for decoding the classification data and for

selecting, based on the decoded classification data, a clas-
sification from among a plurality of predetermined classifi-
cations, each said predetermined classification having a
classification range smaller than a full range of the sample
values and being made up of a plurality of classes, each
defining a range of sample values within said classification
range, into which class a sample is put if its sample value is
within the range of the class concerned;

[0485] means for decoding the encoded samples to pro-
vide reconstructed sample values and for decoding the
encoded compensation offsets;

[0486] means for associating the decoded compensation
offsets respectively with the classes of the selected classi-
fication; and

[0487] means for performing loop filtering on the recon-
structed sample values, the loop filtering comprising apply-
ing the decoded compensation offset associated with each
class of the selected classification to reconstructed sample
values within the range of the class concerned.

[0488] According to yet another one of the further aspects
of the present invention there is provided a method of
encoding an image composed of a plurality of samples, the
method comprising

[0489] encoding the samples;

[0490] decoding the encoded samples to provide recon-
structed samples;

[0491] performing loop filtering on the reconstructed
samples, the loop filtering comprising:

[0492] selecting an edge offset type from among a plural-
ity of predetermined edge offset types and a group of edge
offset values from among a plurality of predetermined
groups of edge offset values, each group of edge offset
values comprising a plurality of offset values associated
respectively with different classes, and each class defining a
relationship between a given sample and further samples
neighbouring the given sample in a predetermined direction;
and
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[0493] generating a bitstream of encoded samples, the
bitstream including information relating to the selected type
and group.

[0494] In one embodiment the edge offset type and group
of edge offset values are selected based on a rate-distortion
criterion.

[0495] According to yet another one of the further aspects
of the present invention there is provided a method of
decoding an image composed of a plurality of samples, each
sample having a sample value, the method comprising
[0496] receiving encoded sample values;

[0497] receiving encoded edge offset type data identifying
an edge offset type;

[0498] receiving encoded group data identifying a group
of edge offset values, the group comprising a plurality of
offset values associated respectively with different classes,
and each class defining a relationship between a given
sample and further samples neighbouring the given sample
in a predetermined direction;

[0499] decoding the edge offset type data and group data
and obtaining the edge offset values of the identified group;
[0500] decoding the encoded samples to provide recon-
structed sample values;

[0501] performing loop filtering on the reconstructed
sample values, the loop filtering comprising applying the
offset values of the identified group to reconstructed sample
values according to the classes of the samples.

[0502] In one embodiment predetermined groups of edge
offset values are stored, and the group data is employed to
select one of the stored groups.

[0503] In one embodiment the edge offsets are obtained
from the group data itself.

[0504] In one embodiment the group data is an index
value.
[0505] According to yet another one of the further aspects

of the present invention there is provided a device for

encoding an image composed of a plurality of samples, the

device comprising

[0506] means for encoding the samples;

[0507] means for decoding the encoded samples to pro-

vide reconstructed samples;

[0508] means for performing loop filtering on the recon-

structed samples, the loop filtering means comprising:

[0509] means for selecting an edge offset type from
among a plurality of predetermined edge offset types
and a group of edge offset values from among a
plurality of predetermined groups of edge offset values,
each group of edge offset values comprising a plurality
of offset values associated respectively with different
classes, and each class defining a relationship between
a given sample and further samples neighbouring the
given sample in a predetermined direction; and
[0510] means for generating a bitstream of encoded

samples, the bitstream including information relating to
the selected type and group.

[0511] In one embodiment the selecting means is operable

to select the edge offset type and group of edge offset values

based on a rate-distortion criterion.

[0512] According to yet another one of the further aspects

of the present invention there is provided a device for

decoding an image composed of a plurality of samples, each

sample having a sample value, the device comprising
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[0513] means for receiving encoded sample values;
[0514] means for receiving encoded edge offset type data
identifying an edge offset type;

[0515] means for receiving encoded group data identify-
ing a group of edge offset values, the group comprising a
plurality of offset values associated respectively with dif-
ferent classes, and each class defining a relationship between
a given sample and further samples neighbouring the given
sample in a predetermined direction;

[0516] means for decoding the edge offset type data and
group data and obtaining the edge offset values of the
identified group;

[0517] means for decoding the encoded samples to pro-
vide reconstructed sample values; and

[0518] means for performing loop filtering on the recon-
structed sample values, the loop filtering comprising apply-
ing the offset values of the identified group to reconstructed
sample values according to the classes of the samples.
[0519] Many further modifications and variations will
suggest themselves to those versed in the art upon making
reference to the foregoing illustrative embodiments, which
are given by way of example only and which are not
intended to limit the scope of the invention, that being
determined solely by the appended claims. In particular the
different features from different embodiments may be inter-
changed, where appropriate.

[0520] In the claims, the word “comprising” does not
exclude other elements or steps, and the indefinite article “a”
or “an” does not exclude a plurality. The mere fact that
different features are recited in mutually different dependent
claims does not indicate that a combination of these features
cannot be advantageously used.

What we claim is:

1. A method of performing sample adaptive offset filtering
on a sequence of images, comprising:

associating a fixed set of four offset values with at least

one direction of edge-type filtering, and

for any image area for which it is determined that edge-

type filtering is to be used and for which it is deter-
mined that a direction of the edge-type filtering is said
at least one direction, using the fixed set of four offset
values associated with said at least one direction to
perform the sample adaptive offset filtering on the
image area concerned.

2. The method as claimed in claim 1, wherein a first offset
value +01 is used when C<Cnl and C<Cn2, a second offset
value +0O2 is used when (C<Cnl and C==Cn2) or (C<Cn2
and C==Cnl), a third offset value —O3 is used when (C>Cnl
and C==Cn2) or (C>Cn2 and C==Cnl), and a fourth offset
value —04 is used when C>Cnl and C>Cn2, where C is the
value of a target pixel and Cnl and Cn2 are respective values
of neighbouring pixels of the target pixel in an edge-filtering
direction, and the or each said fixed set has the following
properties:

01202, and

04203

3. The method as claimed in claim 1, wherein a first offset
value +01 is used when C<Cnl and C<Cn2, a second offset
value +0O2 is used when (C<Cnl and C==Cn2) or (C<Cn2
and C==Cnl), a third offset value —O3 is used when (C>Cnl
and C==Cn2) or (C>Cn2 and C==Cnl), and a fourth offset
value —04 is used when C>Cnl and C>Cn2, where C is the
value of a target pixel and Cnl and Cn2 are respective values
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of neighbouring pixels of the target pixel in an edge-filtering
direction, and the or each said fixed set has the following
properties:

02<01
03<01
02<04
03<04

4. The method as claimed in claim 3, wherein O2 and O3
are both zero.

5. The method as claimed in claim 3, wherein O1 and O4
are equal.

6. The method as claimed in claim 1, wherein a first offset
value +01 is used when C<Cnl and C<Cn2, a second offset
value +O2 is used when (C<Cnl and C=Cn2) or (C<Cn2
and C==Cn1), a third offset value —O3 is used when (C>Cnl
and C==Cn2) or (C>Cn2 and C==Cnl), and a fourth offset
value —O4 is used when C>Cnl and C>Cn2, where C is the
value of a target pixel and Cnl and Cn2 are respective values
of neighbouring pixels of the target pixel in an edge-filtering
direction, and the or each said fixed set has the following
properties:

01-02=04-03

7. A device for performing sample adaptive offset filtering
on a sequence of images, the device comprising:

an offset associator which associates a fixed set of four
offset values with at least one direction of edge-type
filtering, and

an offset user which, for any image area for which it is
determined that edge-type filtering is to be used and for
which it is determined that a direction of the edge-type
filtering is said at least one direction, uses the fixed set
of four offset values associated with said at least one
direction to perform the sample adaptive offset filtering
on the image area concerned.

8. The device as claimed in claim 7, wherein the offset
user is further adapted to use a first offset value +O1 when
C<Cnl and C<Cn2, and to use a second offset value +O2
when (C<Cnl and C==Cn2) or (C<Cn2 and C==Cnl), and
to use a third offset value —O3 when (C>Cnl and C=Cn2) or
(C>Cn2 and C=Cnl), and to use a fourth offset value -O4
when C>Cnl and C>Cn2, where C is the value of a target
pixel and Cnl and Cn2 are respective values of neighbour-
ing pixels of the target pixel in an edge-filtering direction,
wherein the or each said fixed set has the following prop-
erties:

01202, and
04=03

9. The device as claimed in claim 7, wherein the offset
user is further adapted to use a first offset value +O1 when
C<Cnl and C<Cn2, and to use a second offset value +O2
when (C<Cnl and C=Cn2) or (C<Cn2 and C=Cnl), and to
use a third offset value -O3 when (C>Cnl and C=Cn2) or
(C>Cn2 and C=Cnl), and to use a fourth offset value -O4
when C>Cnl and C>Cn2, where C is the value of a target
pixel and Cnl and Cn2 are respective values of neighbour-
ing pixels of the target pixel in an edge-filtering direction,
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wherein the or each said fixed set has the following prop-
erties:

02<01
03<01
02<04

03<04

10. The device as claimed in claim 9, wherein O2 and O3
are both zero.

11. The device as claimed in claim 9, wherein O1 and O4
are equal.

12. The device as claimed in claim 7, wherein the offset
user is further adapted to use a first offset value +O1 when
C<Cnl and C<Cn2, and to use a second offset value +O2
when (C<Cnl and C=Cn2) or (C<Cn2 and C=Cnl), and to
use a third offset value —-O3 when (C>Cnl and C=Cn2) or
(C>Cn2 and C=Cnl), and to use a fourth offset value -O4
when C>Cnl and C>Cn2, where C is the value of a target
pixel and Cnl and Cn2 are respective values of neighbour-
ing pixels of the target pixel in an edge-filtering direction,
wherein the or each said fixed set has the following prop-
erties:

01-02=04-03

13. A method of encoding a sequence of images, com-
prising performing sample adaptive offset filtering on the
images of the sequence by:

associating a fixed set of four offset values with at least

one direction of edge-type filtering, and

for any image area for which it is determined that edge-

type filtering is to be used and for which it is deter-
mined that a direction of the edge-type filtering is said
at least one direction, using the fixed set of four offset
values associated with said at least one direction to
perform the sample adaptive offset filtering on the
image area concerned.

14. A method of decoding a sequence of images, com-
prising performing sample adaptive offset filtering on the
images of the sequence by:

associating a fixed set of four offset values with at least

one direction of edge-type filtering, and

for any image area for which it is determined that edge-

type filtering is to be used and for which it is deter-
mined that a direction of the edge-type filtering is said
at least one direction, using the fixed set of four offset
values associated with said at least one direction to
perform the sample adaptive offset filtering on the
image area concerned.

15. A device for encoding a sequence of images, com-
prising:

a sample adaptive offset filter having:

an offset associator which associates a fixed set of four

offset values with at least one direction of edge-type
filtering, and

an offset user which, for any image area for which it is

determined that edge-type filtering is to be used and for
which it is determined that a direction of the edge-type
filtering is said at least one direction, uses the fixed set
of four offset values associated with said at least one
direction to perform the sample adaptive offset filtering
on the image area concerned.

16. A non-transitory computer-readable storage medium
storing a program which, when executed by a processor or
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computer, causes the computer or processor to perform
sample adaptive offset filtering on a sequence of images, the
program comprising:

a code portion which associates a fixed set of four offset
values with at least one direction of edge-type filtering,
and

a code portion which, for any image area for which it is
determined that edge-type filtering is to be used and for
which it is determined that a direction of the edge-type
filtering is said at least one direction, uses the fixed set
of four offset values associated with said at least one
direction to perform the sample adaptive offset filtering
on the image area concerned.
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