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SYSTEM, METHOD, AND COMPUTER
PROGRAM PRODUCT FOR
EVOLUTIONARY LEARNING IN
VERIFICATION TEMPLATE MATCHING
DURING BIOMETRIC AUTHENTICATION

BACKGROUND
1. Field

This disclosure relates generally to biometric authentica-
tion and, in some non-limiting embodiments or aspects, to
systems, methods, and computer program products for
authenticating an individual using templates developed
based on evolutionary learning.

2. Technical Considerations

Authentication refers to a process that is carried out
electronically, which involves proving an assertion, such as
verifying (e.g., proving) that an asserted identity of an
individual is correct. Authentication may be in contrast with
identification, which refers to a process of determining
and/or indicating an identity of the user. Biometric authen-
tication may refer to the use of unique physical character-
istics of an individual, such as a body measurement, as an
intermediate for authentication. In some instances, physical
characteristics that may be used for authentication include a
fingerprint, a voice sample, a facial image, and/or an ocular
image (e.g., an iris scan), since these physical characteristics
are unique to the individual. In some instances, machine
learning may be used with biometric authentication since
machine learning makes it possible to drive the process
associated with authentication based on the need with bio-
metric authentication to maintain a large number of param-
eters and data sets that are analyzed.

However, a machine learning model may not be able to
account for changes in the physical characteristics of an
individual that occurs over time. For example, the machine
learning model may not be able authenticate the individual
based on a facial image of the individual when aspects of an
initial facial image of the individual are different from a later
facial image of the individual due to aging. In some
instances, numerous samples of the physical characteristics
of the individual may be taken over time. However, obtain-
ing and storing the number of samples may require vast
amounts of technical resources.

SUMMARY

Accordingly, disclosed are systems, methods, and com-
puter program products for authenticating an individual
using feature templates developed based on evolutionary
learning.

According to some non-limiting embodiments or aspects,
provided is a system, comprising: at least one processor
programmed or configured to: train a first machine learning
model based on a training dataset of a plurality of images of
one or more first users, wherein the first machine learning
model is configured to authenticate an identity of the one or
more first users based on an input image of the one or more
first users; generate a plurality of image feature templates
using the first machine learning model, wherein each image
feature template of the plurality of image feature templates
is associated with a positive authentication of the identity of
the one or more first users during a time interval; generate
a second machine learning model based on the plurality of

10

15

20

40

45

50

2

image feature templates; generate a predicted image feature
template using the second machine learning model; deter-
mine to authenticate the identity of a second user based on
an input image of the second user, wherein, when determin-
ing to authenticate the identity of the second user based on
the input image of the second user, the at least one processor
is programmed or configured to: generate a current feature
template based on the input image of the second user,
compare the current feature template to the predicted image
feature template, and determine that the current feature
template corresponds to the predicted feature template; and
perform an action based on determining whether to authen-
ticate the identity of the second user.

According to some non-limiting embodiments or aspects,
provided is a method, comprising: training, with at least one
processor, a first machine learning model based on a training
dataset of a plurality of images of one or more first users,
wherein the first machine learning model is configured to
authenticate an identity of the one or more first users based
on an input image of the one or more first users; generating,
with at least one processor, a plurality of image feature
templates using the first machine learning model, wherein
each image feature template of the plurality of image feature
templates is associated with a positive authentication of the
identity of the one or more first users during a time interval;
generating, with at least one processor, a second machine
learning model based on the plurality of image feature
templates; generating, with at least one processor, a pre-
dicted image feature template using the second machine
learning model; determining, with at least one processor,
whether to authenticate the identity of a second user based
on an input image of the second user, wherein determining
whether to authenticate the identity of the second user based
on the input image of the second user comprises: generating
a current feature template based on the input image of the
second user; comparing the current feature template to the
predicted image feature template; and determining whether
the current feature template corresponds to the predicted
feature template; and performing an action based on deter-
mining whether to authenticate the identity of the second
user.

According to some non-limiting embodiments or aspects,
provided is a computer program product, the computer
program product comprising at least one non-transitory
computer-readable medium including one or more instruc-
tions that, when executed by at least one processor, cause the
at least one processor to: train a first machine learning model
based on a training dataset of a plurality of images of one or
more first users, wherein the first machine learning model is
configured to authenticate an identity of the one or more first
users based on an input image of the one or more first users;
generate a plurality of image feature templates using the first
machine learning model, wherein each image feature tem-
plate of the plurality of image feature templates is associated
with a positive authentication of the identity of the one or
more first users during a time interval; generate a second
machine learning model based on the plurality of image
feature templates; generate a predicted image feature tem-
plate using the second machine learning model; determine to
authenticate the identity of a second user based on an input
image of the second user, wherein, the one or more instruc-
tions that cause the at least one processor to determine to
authenticate the identity of the second user based on the
input image of the second user, cause the at least one
processor to: generate a current feature template based on
the input image of the second user, compare the current
feature template to the predicted image feature template, and
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determine that the current feature template corresponds to
the predicted feature template; and perform an action based
on determining whether to authenticate the identity of the
second user.

Further non-limiting embodiments or aspects are set forth
in the following numbered clauses:

Clause 1: A system, comprising: at least one processor
programmed or configured to: train a first machine learning
model based on a training dataset of a plurality of images of
one or more first users, wherein the first machine learning
model is configured to authenticate an identity of the one or
more first users based on an input image of the one or more
first users; generate a plurality of image feature templates
using the first machine learning model, wherein each image
feature template of the plurality of image feature templates
is associated with a positive authentication of the identity of
the one or more first users during a time interval; generate
a second machine learning model based on the plurality of
image feature templates; generate a predicted image feature
template using the second machine learning model; deter-
mine to authenticate the identity of a second user based on
an input image of the second user, wherein, when determin-
ing to authenticate the identity of the second user based on
the input image of the second user, the at least one processor
is programmed or configured to: generate a current feature
template based on the input image of the second user,
compare the current feature template to the predicted image
feature template, and determine that the current feature
template corresponds to the predicted feature template; and
perform an action based on determining whether to authen-
ticate the identity of the second user.

Clause 2: The system of clause 1, wherein, when training
the first machine learning model based on the training
dataset of the plurality of images of the one or more first
users, the at least one processor is programmed or config-
ured to: train the first machine learning model based on a
training dataset of a plurality of facial images of the one or
more first users.

Clause 3: The system of clauses 1 or 2, wherein, when
generating the plurality of image feature templates using the
first machine learning model, the at least one processor is
programmed or configured to: extract a first image feature
template from the first machine learning model after training
the first machine learning model.

Clause 4: The system of any of clauses 1-3, wherein the
at least one processor is programmed or configured to: add
the input image of the second user to the plurality of images
of the one or more first users in the training dataset to
provide an updated training dataset; and retrain the first
machine learning model based on the updated training
dataset.

Clause 5: The system of any of clauses 1-4, wherein,
when generating the plurality of image feature templates
using the first machine learning model, the at least one
processor is programmed or configured to: extract a first
image feature template from the first machine learning
model after retraining the first machine learning model
based on the updated training dataset.

Clause 6: The system of any of clauses 1-5, wherein the
first machine learning model is a convolutional neural
network model and the second machine learning model is a
long short-term memory recurrent neural network model.

Clause 7: The system of any of clauses 1-6, wherein the
predicted image feature template for the second user is
associated with a predicted image of the second user after
the time interval.
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Clause 8: A method, comprising: training, with at least
one processor, a first machine learning model based on a
training dataset of a plurality of images of one or more first
users, wherein the first machine learning model is config-
ured to authenticate an identity of the one or more first users
based on an input image of the one or more first users;
generating, with at least one processor, a plurality of image
feature templates using the first machine learning model,
wherein each image feature template of the plurality of
image feature templates is associated with a positive authen-
tication of the identity of the one or more first users during
a time interval; generating, with at least one processor, a
second machine learning model based on the plurality of
image feature templates; generating, with at least one pro-
cessor, a predicted image feature template using the second
machine learning model; determining, with at least one
processor, whether to authenticate the identity of a second
user based on an input image of the second user, wherein
determining whether to authenticate the identity of the
second user based on the input image of the second user
comprises: generating a current feature template based on
the input image of the second user; comparing the current
feature template to the predicted image feature template; and
determining whether the current feature template corre-
sponds to the predicted feature template; and performing an
action based on determining whether to authenticate the
identity of the second user.

Clause 9: The method of clause 8, wherein training the
first machine learning model based on the training dataset of
the plurality of images of the one or more first users
comprises: training the first machine learning model based
on a training dataset of a plurality of facial images of the one
or more first users.

Clause 10: The method of clauses 8 or 9, wherein gen-
erating the plurality of image feature templates using the
first machine learning model comprises: extracting a first
image feature template from the first machine learning
model after training the first machine learning model.

Clause 11: The method of any of clauses 8-10, further
comprising: adding the input image of the second user to the
plurality of images of the one or more first users in the
training dataset to provide an updated training dataset; and
retraining the first machine learning model based on the
updated training dataset.

Clause 12: The method of any of clauses 8-11, wherein
generating the plurality of image feature templates using the
first machine learning model comprises: extracting a first
image feature template from the first machine learning
model after retraining the first machine learning model.

Clause 13: The method of any of clauses 8-12, wherein
the first machine learning model is a convolutional neural
network model and the second machine learning model is a
long short-term memory recurrent neural network model.

Clause 14: The method of any of clauses 8-13, wherein
the predicted image feature template for the second user is
associated with a predicted image of the second user after
the time interval.

Clause 15: A computer program product, the computer
program product comprising at least one non-transitory
computer-readable medium including one or more instruc-
tions that, when executed by at least one processor, cause the
at least one processor to: train a first machine learning model
based on a training dataset of a plurality of images of one or
more first users, wherein the first machine learning model is
configured to authenticate an identity of the one or more first
users based on an input image of the one or more first users;
generate a plurality of image feature templates using the first
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machine learning model, wherein each image feature tem-
plate of the plurality of image feature templates is associated
with a positive authentication of the identity of the one or
more first users during a time interval; generate a second
machine learning model based on the plurality of image
feature templates; generate a predicted image feature tem-
plate using the second machine learning model; determine to
authenticate the identity of a second user based on an input
image of the second user, wherein, the one or more instruc-
tions that cause the at least one processor to determine to
authenticate the identity of the second user based on the
input image of the second user, cause the at least one
processor to: generate a current feature template based on
the input image of the second user, compare the current
feature template to the predicted image feature template, and
determine that the current feature template corresponds to
the predicted feature template; and perform an action based
on determining whether to authenticate the identity of the
second user.

Clause 16: The computer program product of clause 15,
wherein, the one or more instructions that cause the at least
one processor to train the first machine learning model,
cause the at least one processor to: train the first machine
learning model based on a training dataset of a plurality of
facial images of the one or more first users.

Clause 17: The computer program product of clauses 15
or 16, wherein, the one or more instructions that cause the
at least one processor to generate the plurality of image
feature templates using the first machine learning model,
cause the at least one processor to: extract a first image
feature template from the first machine learning model after
training the first machine learning model.

Clause 18: The computer program product of any of
clauses 15-17, wherein the one or more instructions further
cause the at least one processor to: add the input image of the
second user to the plurality of images of the one or more first
users in the training dataset to provide an updated training
dataset; and retrain the first machine learning model based
on the updated training dataset.

Clause 19: The computer program product of any of
clauses 15-18, wherein, the one or more instructions that
cause the at least one processor to generate the plurality of
image feature templates using the first machine learning
model, cause the at least one processor to: extract a first
image feature template from the first machine learning
model after retraining the first machine learning model
based on the updated training dataset.

Clause 20: The computer program product of any of
clauses 15-19, wherein the predicted image feature template
for the second user is associated with a predicted image of
the second user after the time interval.

Clause 21: The computer program product of any of
clauses 15-20, wherein the first machine learning model is a
convolutional neural network model and the second machine
learning model is a long short-term memory recurrent neural
network model.

These and other features and characteristics of the present
disclosure, as well as the methods of operation and functions
of the related elements of structures and the combination of
parts and economies of manufacture, will become more
apparent upon consideration of the following description
and the appended claims with reference to the accompany-
ing drawings, all of which form a part of this specification,
wherein like reference numerals designate corresponding
parts in the various figures. It is to be expressly understood,
however, that the drawings are for the purpose of illustration
and description only and are not intended as a definition of
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the limits of the present disclosure. As used in the specifi-
cation and the claims, the singular form of “a,” “an,” and
“the” include plural referents unless the context clearly
dictates otherwise.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram of a non-limiting embodiment or
aspect of an environment in which systems, devices, prod-
ucts, apparatus, and/or methods, described herein, may be
implemented according to the principles of the present
disclosure;

FIG. 2 is a diagram of a non-limiting embodiment or
aspect of components of one or more devices and/or one or
more systems of FIG. 1;

FIG. 3 is a flowchart of a non-limiting embodiment or
aspect of a process for authenticating an individual using
image feature templates; and

FIGS. 4A-4H are diagrams of non-limiting embodiments
or aspects of an implementation of a process for authenti-
cating an individual using image feature templates.

DESCRIPTION

For purposes of the description hereinafter, the terms
“end,” “upper,” “lower,” “right,” “left,” “vertical,” “hori-
zontal,” “top,” “bottom,” “lateral,” “longitudinal,” and
derivatives thereof shall relate to the disclosure as it is
oriented in the drawing figures. However, it is to be under-
stood that the disclosure may assume various alternative
variations and step sequences, except where expressly speci-
fied to the contrary. It is also to be understood that the
specific devices and processes illustrated in the attached
drawings, and described in the following specification, are
simply exemplary embodiments or aspects of the disclosure.
Hence, specific dimensions and other physical characteris-
tics related to the embodiments or aspects of the embodi-
ments disclosed herein are not to be considered as limiting
unless otherwise indicated.

No aspect, component, element, structure, act, step, func-
tion, instruction, and/or the like used herein should be
construed as critical or essential unless explicitly described
as such. In addition, as used herein, the articles “a” and “an”
are intended to include one or more items and may be used
interchangeably with “one or more” and “at least one.”
Furthermore, as used herein, the term “set” is intended to
include one or more items (e.g., related items, unrelated
items, a combination of related and unrelated items, etc.) and
may be used interchangeably with “one or more” or “at least
one.” Where only one item is intended, the term “one” or
similar language is used. Also, as used herein, the terms
“has,” “have,” “having,” or the like are intended to be
open-ended terms. Further, the phrase “based on” is intended
to mean “based at least partially on” unless explicitly stated
otherwise. The phase “based on” may also mean “in
response to” where appropriate.

As used herein, the terms “communication” and “com-
municate” may refer to the reception, receipt, transmission,
transfer, provision, and/or the like of information (e.g., data,
signals, messages, instructions, commands, and/or the like).
For one unit (e.g., a device, a system, a component of a
device or system, combinations thereof, and/or the like) to
be in communication with another unit means that the one
unit is able to directly or indirectly receive information from
and/or send (e.g., transmit) information to the other unit.
This may refer to a direct or indirect connection that is wired
and/or wireless in nature. Additionally, two units may be in
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communication with each other even though the information
transmitted may be modified, processed, relayed, and/or
routed between the first and second unit. For example, a first
unit may be in communication with a second unit even
though the first unit passively receives information and does
not actively transmit information to the second unit. As
another example, a first unit may be in communication with
a second unit if at least one intermediary unit (e.g., a third
unit located between the first unit and the second unit)
processes information received from the first unit and trans-
mits the processed information to the second unit. In some
non-limiting embodiments or aspects, a message may refer
to a network packet (e.g., a data packet and/or the like) that
includes data.

As used herein, the terms “issuer,” “issuer institution,”
“issuer bank,” or “payment device issuer,” may refer to one
or more entities that provide accounts to individuals (e.g.,
users, customers, and/or the like) for conducting payment
transactions, such as credit payment transactions and/or
debit payment transactions. For example, an issuer institu-
tion may provide an account identifier, such as a primary
account number (PAN), to a customer that uniquely identi-
fies one or more accounts associated with that customer. In
some non-limiting embodiments or aspects, an issuer may
be associated with a bank identification number (BIN) that
uniquely identifies the issuer institution. As used herein, the
term “issuer system” may refer to one or more computer
systems operated by or on behalf of an issuer, such as a
server executing one or more software applications. For
example, an issuer system may include one or more autho-
rization servers for authorizing a transaction.

As used herein, the term “transaction service provider”
may refer to an entity that receives transaction authorization
requests from merchants or other entities and provides
guarantees of payment, in some cases through an agreement
between the transaction service provider and an issuer
institution. For example, a transaction service provider may
include a payment network such as Visa®, MasterCard®,
American Express®, or any other entity that processes
transactions. As used herein, the term “transaction service
provider system” may refer to one or more computer sys-
tems operated by or on behalf of a transaction service
provider, such as a transaction service provider system
executing one or more software applications. A transaction
service provider system may include one or more processors
and, in some non-limiting embodiments or aspects, may be
operated by or on behalf of a transaction service provider.

As used herein, the term “merchant” may refer to one or
more entities (e.g., operators of retail businesses) that pro-
vide goods and/or services, and/or access to goods and/or
services, to a user (e.g., a customer, a consumer, and/or the
like) based on a transaction, such as a payment transaction.
As used herein, the term “merchant system” may refer to one
or more computer systems operated by or on behalf of a
merchant, such as a server executing one or more software
applications. As used herein, the term “product” may refer to
one or more goods and/or services offered by a merchant.

As used herein, the term “acquirer” may refer to an entity
licensed by the transaction service provider and approved by
the transaction service provider to originate transactions
(e.g., payment transactions) involving a payment device
associated with the transaction service provider. As used
herein, the term “acquirer system” may also refer to one or
more computer systems, computer devices, and/or the like
operated by or on behalf of an acquirer. The transactions the
acquirer may originate may include payment transactions
(e.g., purchases, original credit transactions (OCTs), account
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funding transactions (AFTs), and/or the like). In some
non-limiting embodiments or aspects, the acquirer may be
authorized by the transaction service provider to assign
merchant or service providers to originate transactions
involving a payment device associated with the transaction
service provider. The acquirer may contract with payment
facilitators to enable the payment facilitators to sponsor
merchants. The acquirer may monitor compliance of the
payment facilitators in accordance with regulations of the
transaction service provider. The acquirer may conduct due
diligence of the payment facilitators and ensure proper due
diligence occurs before signing a sponsored merchant. The
acquirer may be liable for all transaction service provider
programs that the acquirer operates or sponsors. The
acquirer may be responsible for the acts of the acquirer’s
payment facilitators, merchants that are sponsored by the
acquirer’s payment facilitators, and/or the like. In some
non-limiting embodiments or aspects, an acquirer may be a
financial institution, such as a bank.

As used herein, the term “payment gateway” may refer to
an entity and/or a payment processing system operated by or
on behalf of such an entity (e.g., a merchant service provider,
a payment service provider, a payment facilitator, a payment
facilitator that contracts with an acquirer, a payment aggre-
gator, and/or the like), which provides payment services
(e.g., transaction service provider payment services, pay-
ment processing services, and/or the like) to one or more
merchants. The payment services may be associated with the
use of portable financial devices managed by a transaction
service provider. As used herein, the term “payment gateway
system” may refer to one or more computer systems, com-
puter devices, servers, groups of servers, and/or the like
operated by or on behalf of a payment gateway.

As used herein, the term “point-of-sale (POS) device”
may refer to one or more devices, which may be used by a
merchant to conduct a transaction (e.g., a payment transac-
tion) and/or process a transaction. For example, a POS
device may include one or more client devices. Additionally
or alternatively, a POS device may include peripheral
devices, card readers, scanning devices (e.g., code scanners),
Bluetooth® communication receivers, near-field communi-
cation (NFC) receivers, radio frequency identification
(RFID) receivers, and/or other contactless transceivers or
receivers, contact-based receivers, payment terminals, and/
or the like.

As used herein, the term “point-of-sale (POS) system”
may refer to one or more client devices and/or peripheral
devices used by a merchant to conduct a transaction. For
example, a POS system may include one or more POS
devices and/or other like devices that may be used to
conduct a payment transaction. In some non-limiting
embodiments or aspects or aspects, a POS system (e.g., a
merchant POS system) may include one or more server
computers programmed or configured to process online
payment transactions through webpages, mobile applica-
tions, and/or the like.

As used herein, the terms “client” and “client device” may
refer to one or more computing devices, such as processors,
storage devices, and/or similar computer components, that
access a service made available by a server. In some
non-limiting embodiments or aspects, a client device may
include a computing device configured to communicate with
one or more networks and/or facilitate transactions such as,
but not limited to, one or more desktop computers, one or
more portable computers (e.g., tablet computers), one or
more mobile devices (e.g., cellular phones, smartphones,
personal digital assistant, wearable devices, such as watches,
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glasses, lenses, and/or clothing, and/or the like), and/or other
like devices. Moreover, the term “client” may also refer to
an entity that owns, utilizes, and/or operates a client device
for facilitating transactions with another entity.

As used herein, the term “server” may refer to one or more
computing devices, such as processors, storage devices,
and/or similar computer components that communicate with
client devices and/or other computing devices over a net-
work, such as the Internet or private networks and, in some
examples, facilitate communication among other servers
and/or client devices.

As used herein, the term “system” may refer to one or
more computing devices or combinations of computing
devices such as, but not limited to, processors, servers, client
devices, software applications, and/or other like compo-
nents. In addition, reference to “a server” or “a processor,”
as used herein, may refer to a previously-recited server
and/or processor that is recited as performing a previous step
or function, a different server and/or processor, and/or a
combination of servers and/or processors. For example, as
used in the specification and the claims, a first server and/or
a first processor that is recited as performing a first step or
function may refer to the same or different server and/or a
processor recited as performing a second step or function.

Some embodiments or aspects are described herein in
connection with thresholds. As used herein, satisfying a
threshold may refer to a value being greater than the
threshold, more than the threshold, higher than the thresh-
old, greater than or equal to the threshold, less than the
threshold, fewer than the threshold, lower than the threshold,
less than or equal to the threshold, equal to the threshold,
and/or the like.

Provided are improved systems, methods, and computer
program products for authenticating an individual using
image feature templates. Embodiments of the present dis-
closure may include a template authentication system that
includes at least one processor programmed or configured to
train a first machine learning model (e.g., a feature template
authentication machine learning model) based on a training
dataset of a plurality of images of one or more first users,
where the first machine learning model is configured to
authenticate an identity of the one or more first users based
on an input image of the one or more first users; generate a
plurality of image feature templates using the first machine
learning model, where each image feature template of the
plurality of image feature templates is associated with a
positive authentication of the identity of the one or more first
users during the time interval, generate a second machine
learning model based on the plurality of image feature
templates, generate a predicted image feature template using
the second machine learning model, determine to authenti-
cate the identity of a second user based on an input image of
the second user, where, when determining to authenticate the
identity of the second user based on the input image of the
second user, the at least one processor is programmed or
configured to: generate a current image feature template
based on the input image of the second user; compare the
current image feature template to the predicted image fea-
ture template; determine that the current image feature
template corresponds to the predicted image feature tem-
plate; and perform an action based on determining whether
to authenticate the identity of the second user.

In this way, embodiments of the present disclosure allow
for the template authentication system to accurately authen-
ticate an individual based on an image of a physical char-
acteristic of the individual, such as a facial image of the
individual, when aspects of the physical characteristic of the
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individual have changed due to aging. In addition, embodi-
ments of the present disclosure do not require numerous
samples of the physical characteristic of the individual to be
obtained and stored and therefore reduces the requirements
for technical resources (e.g., memory storage, processing
resources, network resources, and/or the like).

Referring now to FIG. 1, FIG. 1 is a diagram of an
example environment 100 in which devices, systems, meth-
ods, and/or products described herein may be implemented.
As shown in FIG. 1, environment 100 includes template
authentication system 102, template authentication database
102a, and user device 104. Template authentication system
102, template authentication database 1024, and user device
104 may interconnect (e.g., establish a connection to com-
municate, and/or the like) via wired connections, wireless
connections, or a combination of wired and wireless con-
nections.

Template authentication system 102 may include one or
more computing devices configured to communicate with
template authentication database 102a and/or user device
104 via communication network 106. For example, template
authentication system 102 may include a group of servers
and/or other like devices. In some non-limiting embodi-
ments or aspects, template authentication system 102 may
be associated with a transaction service provider, as
described herein. Additionally or alternatively, template
authentication system 102 may be associated with a mer-
chant, a payment gateway, an acquirer institution, and/or an
issuer system, as described herein.

Template authentication database 1024 may include one
or more computing devices configured to communicate with
template authentication system 102 and/or user device 104
via communication network 106. For example, template
authentication database 1024 may include a server, a group
of servers, and/or other like devices. In some non-limiting
embodiments or aspects, template authentication database
102a may be associated with a transaction service provider,
as described herein. Additionally or alternatively, template
authentication database 102¢ may be associated with a
merchant, a payment gateway, an acquirer institution, and/or
an issuer system, as described herein.

User device 104 may include a computing device config-
ured to communicate with template authentication system
102 and/or template authentication database 102a via com-
munication network 106. For example, user device 104 may
include a desktop computer, a portable computer (e.g., a
laptop computer, a tablet computer, and/or the like), a
mobile device (e.g., a cellular phone, a smartphone, a
personal digital assistant, a wearable device, such as a smart
watch, a pair of smart glasses, and/or the like) and/or like
devices. In some non-limiting embodiments or aspects, user
device 104 may include an image capture device, such as a
camera. User device 104 may be configured to transmit data
to and/or receive data from template authentication system
102 and/or template authentication database 102a via a
short-range wireless communication connection (e.g., an
NFC communication connection, an RFID communication
connection, a Bluetooth® communication connection, and/
or the like). In some non-limiting embodiments or aspects,
user device 104 may be associated with a user (e.g., an
individual operating a device). In some non-limiting
embodiments or aspects, user device 104 may include or
may be a component of a device that enables the user to
perform a financial transaction with an account provided by
a financial institution. For example, user device 104 may
include or may be a component of an automated teller
machine (ATM). In some non-limiting embodiments or
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aspects, user device 104 may include or may be a component
of'a POS device or a POS system. For example, user device
104 may include or may be a component of a POS device or
a POS system of a self-checkout system (e.g., a cashier-less
checkout system, a cashier-free checkout system, and/or the
like). In some non-limiting embodiments or aspects, user
device 104 may be a component of template authentication
system 102.

Communication network 106 may include one or more
wired and/or wireless networks. For example, communica-
tion network 106 may include a cellular network (e.g., a
long-term evolution (LTE) network, a third generation (3G)
network, a fourth generation (4G) network, a code division
multiple access (CDMA) network, etc.), a public land
mobile network (PLMN), a local area network (LAN), a
wide area network (WAN), a metropolitan area network
(MAN), a telephone network (e.g., the public switched
telephone network (PSTN)), a private network, an ad hoc
network, an intranet, the Internet, a fiber optic-based net-
work, a cloud computing network, and/or the like, and/or a
combination of some or all of these or other types of
networks.

The number and arrangement of systems and/or devices
shown in FIG. 1 are provided as an example. There may be
additional systems and/or devices, fewer systems and/or
devices, different systems and/or devices, or differently
arranged systems and/or devices than those shown in FIG. 1.
Furthermore, two or more systems and/or devices shown in
FIG. 1 may be implemented within a single system or a
single device, or a single system or a single device shown in
FIG. 1 may be implemented as multiple, distributed systems
or devices. Additionally or alternatively, a set of systems or
a set of devices (e.g., one or more systems, one or more
devices) of environment 100 may perform one or more
functions described as being performed by another set of
systems or another set of devices of environment 100.

Referring now to FIG. 2, FIG. 2 is a diagram of example
components of device 200. Device 200 may correspond to
one or more devices of template authentication system 102,
one or more devices of template authentication database
102a, one or more devices of user device 104, and/or one or
more devices of communication network 106. In some
non-limiting embodiments or aspects, one or more devices
of template authentication system 102, one or more devices
of template authentication database 102a, one or more
devices of user device 104, and/or one or more devices of
communication network 106 may include at least one device
200 and/or at least one component of device 200. As shown
in FIG. 2, device 200 may include bus 202, processor 204,
memory 206, storage component 208, input component 210,
output component 212, and communication interface 214.

Bus 202 may include a component that permits commu-
nication among the components of device 200. In some
non-limiting embodiments or aspects, processor 204 may be
implemented in hardware, software, or a combination of
hardware and software. For example, processor 204 may
include a processor (e.g., a central processing unit (CPU), a
graphics processing unit (GPU), an accelerated processing
unit (APU), etc.), a microprocessor, a digital signal proces-
sor (DSP), and/or any processing component (e.g., a field-
programmable gate array (FPGA), an application-specific
integrated circuit (ASIC), etc.) that can be programmed to
perform a function. Memory 206 may include random
access memory (RAM), read-only memory (ROM), and/or
another type of dynamic or static storage device (e.g., flash
memory, magnetic memory, optical memory, etc.) that stores
information and/or instructions for use by processor 204.
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Storage component 208 may store information and/or
software related to the operation and use of device 200. For
example, storage component 208 may include a hard disk
(e.g., a magnetic disk, an optical disk, a magneto-optic disk,
a solid state disk, etc.), a compact disc (CD), a digital
versatile disc (DVD), a floppy disk, a cartridge, a magnetic
tape, and/or another type of computer-readable medium,
along with a corresponding drive.

Input component 210 may include a component that
permits device 200 to receive information, such as via user
input (e.g., a touchscreen display, a keyboard, a keypad, a
mouse, a button, a switch, a microphone, a camera, etc.).
Additionally or alternatively, input component 210 may
include a sensor for sensing information (e.g., a global
positioning system (GPS) component, an accelerometer, a
gyroscope, an actuator, etc.). Output component 212 may
include a component that provides output information from
device 200 (e.g., a display, a speaker, one or more light-
emitting diodes (LEDs), etc.).

Communication interface 214 may include a transceiver-
like component (e.g., a transceiver, a separate receiver and
transmitter, etc.) that enables device 200 to communicate
with other devices, such as via a wired connection, a
wireless connection, or a combination of wired and wireless
connections. Communication interface 214 may permit
device 200 to receive information from another device
and/or provide information to another device. For example,
communication interface 214 may include an Ethernet inter-
face, an optical interface, a coaxial interface, an infrared
interface, a radio frequency (RF) interface, a universal serial
bus (USB) interface, a Wi-Fi® interface, a Bluetooth®
interface, a Zigbee® interface, a cellular network interface,
and/or the like.

Device 200 may perform one or more processes described
herein. Device 200 may perform these processes based on
processor 204 executing software instructions stored by a
computer-readable medium, such as memory 206 and/or
storage component 208. A computer-readable medium (e.g.,
a non-transitory computer-readable medium) is defined
herein as a non-transitory memory device. A non-transitory
memory device includes memory space located inside of a
single physical storage device or memory space spread
across multiple physical storage devices.

Software instructions may be read into memory 206
and/or storage component 208 from another computer-
readable medium or from another device via communication
interface 214. When executed, software instructions stored
in memory 206 and/or storage component 208 may cause
processor 204 to perform one or more processes described
herein. Additionally or alternatively, hardwired circuitry
may be used in place of or in combination with software
instructions to perform one or more processes described
herein. Thus, embodiments or aspects described herein are
not limited to any specific combination of hardware circuitry
and software.

Memory 206 and/or storage component 208 may include
data storage or one or more data structures (e.g., a database
and/or the like). Device 200 may be capable of receiving
information from, storing information in, communicating
information to, or searching information stored in the data
storage or one or more data structures in memory 206 and/or
storage component 208. For example, the information may
include input data, input data, output data, transaction data,
account data, or any combination thereof.

The number and arrangement of components shown in
FIG. 2 are provided as an example. In some non-limiting
embodiments or aspects, device 200 may include additional
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components, fewer components, different components, or
differently arranged components than those shown in FIG. 2.
Additionally or alternatively, a set of components (e.g., one
or more components) of device 200 may perform one or
more functions described as being performed by another set
of components of device 200.

Referring now to FIG. 3, FIG. 3 is a flowchart of a
non-limiting embodiment or aspect of a process 300 for
authenticating an individual using image feature templates.
In some non-limiting embodiments or aspects, one or more
of the functions described with respect to process 300 may
be performed (e.g., completely, partially, etc.) by template
authentication system 102. In some non-limiting embodi-
ments or aspects, one or more of the steps of process 300
may be performed (e.g., completely, partially, and/or the
like) by another device or a group of devices separate from
and/or including template authentication system 102, such
as template authentication database 1024 and/or user device
104.

As shown in FIG. 3, at step 302, process 300 may include
generating a plurality of image feature templates. For
example, template authentication system 102 may generate
the plurality of image feature templates for the user associ-
ated with user device 104. In some non-limiting embodi-
ments or aspects, the plurality of image feature templates for
the user may be associated with a time interval. For example,
template authentication system 102 may generate the plu-
rality of image feature templates for the user associated with
user device 104 during the time interval. In another example,
template authentication system 102 may generate each
image feature template of the plurality of image feature
templates for the user based on one or more input images of
the user received during the time interval. In some non-
limiting embodiments or aspects, an image feature template
may refer to a set of features that have been computed from
an image in a similar way using a machine learning model.
In some non-limiting embodiments or aspects, the image
may be an image of a physical characteristic of the user. For
example, the image may include a facial image, such as an
image of at least a portion of a face of an individual that may
be used for identification and/or authentication of the iden-
tity of the individual. In some non-limiting embodiments or
aspects, the feature template may be an n-dimensional
vector, where the dimensions of the vector include values
that are representative of features of an image. In some
non-limiting embodiments or aspects, template authentica-
tion system 102 may generate one or more feature templates
by extracting the one or more feature templates from one or
more layers (e.g., a layer or a plurality of layers) of a first
machine learning model. In some non-limiting embodiments
or aspects, template authentication system 102 may generate
each image feature template of the plurality of image feature
templates by extracting each image feature template from
the first machine learning model. For example, template
authentication system 102 may generate each image feature
template of the plurality of image feature templates by
extracting each image feature template from the first
machine learning model after training the first machine
learning model.

In some non-limiting embodiments or aspects, the first
machine learning model may be a convolutional neural
network (CNN) model (e.g., a machine learning model that
includes a CNN architecture). In this way, having the first
machine learning model be a CNN model may require less
memory for running machine learning operations and allow
for the training of a larger, more powerful network as
compared to other machine learning networks models. In
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this way, template authentication system 102 may more
quickly generate and/or generate a more effective machine
learning network model with less resources as compared to
another type of machine learning network model, such as a
multilayer perceptron.

In some non-limiting embodiments or aspects, template
authentication system 102 may generate each image feature
template of the plurality of image feature templates for a
point in time of the time interval. For example, template
authentication system 102 may generate a first image feature
template for a user with regard to a first point in time of the
time interval, a second image feature template for a user
with regard to a second point in time of the time interval, a
third image feature template for a user with regard to a third
point in time of the time interval, and additional image
feature templates for a user with regard to additional points
in time of the time interval as appropriate.

In some non-limiting embodiments or aspects, template
authentication system 102 may generate each image feature
template for each point in time of the time interval based on
an input image of a user provided as an input to template
authentication system 102 by user device 104 at the point in
time (e.g., a facial image of a user provided as an input to
template authentication system 102 by user device 104 at the
point in time). For example, template authentication system
102 may generate the first image feature template with
regard to the first point in time based on a first input image
of a user (e.g., a first input image of a user received at the
first point in time), the second image feature template with
regard to the second point in time based on a second input
image of the user (e.g., a second input image of the user
received at the second point in time), and the third image
feature template with regard to the third point in time based
on a third input image of the user (e.g., a third input image
of'the user received at the third point in time). The first input
image, the second input image, and the third input image
may represent images of the user that were captured in a
sequence. For example, the first point in time of the time
interval may be a point in time of the time interval that is
before the second point in time of the time interval and the
second point in time of the time interval may be a point in
time of the time interval that is before the third point in time
of the time interval. With regard to each of the first input
image, the second input image, and the third input image,
each input image may be associated with a positive authen-
tication of the identity of the user during the time interval.
For example, each of the first input image, the second input
image, and the third input image may have been determined
to be an authentic image of the user by template authenti-
cation system 102 during the time interval. In some non-
limiting embodiments or aspects, template authentication
system 102 may generate each image feature template of the
plurality of image feature templates at a respective point in
time of the time interval or after the time interval.

In some non-limiting embodiments or aspects, template
authentication system 102 may assign each image feature
template for each point in time of the time interval with a
time stamp for the respective point in time. For example,
template authentication system 102 may assign the first
image feature template with a first time stamp based on the
first point in time, the second image feature template with a
second time stamp based on the second point in time, and the
third image feature template with a third time stamp based
on the third point in time.

In some non-limiting embodiments or aspects, template
authentication system 102 may generate the first machine
learning model, where the first machine learning model is
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configured to authenticate an identity of a user (e.g., an
individual) based on an image of the user. In one example,
the first machine learning model may be configured to
provide a prediction as to whether an image of the individual
is an authentic image of the user (e.g., an image of the user
that was determined to be authentic by template authenti-
cation system 102) and the prediction may be used to
authenticate the identity of the user (e.g., by template
authentication system 102 or another authentication system).

In some non-limiting embodiments or aspects, template
authentication system 102 may train (e.g., initially train) the
first machine learning model based on a training dataset that
includes a plurality of images of a user (e.g., a plurality of
facial images of a user). In some non-limiting embodiments
or aspects, the training dataset may include a plurality of
images of the user, where one or more images (e.g., all of the
images, a set of the images, an image, and/or the like) of the
plurality of images is an authentic image of the user. In some
non-limiting embodiments or aspects, template authentica-
tion system 102 may train the first machine learning model
training based on the training dataset that includes a plurality
of images of one or more users, wherein the first machine
learning model is configured to authenticate an identity of
each of the one or more users based on an input image of
each of the one or more users. In some non-limiting embodi-
ments or aspects, template authentication system 102 may
store the plurality of image feature templates and/or the
training dataset in template authentication database 102a.

In some non-limiting embodiments or aspects, template
authentication system 102 may train the first machine learn-
ing model based on a loss function. For example, template
authentication system 102 may compute a result of a loss
function based on training the first machine learning model
using each image of the plurality of images of the user in the
training dataset. Template authentication system 102 may
back propagate the results of the loss function to update one
or more weights of the first machine learning model.

In some non-limiting embodiments or aspects, template
authentication system 102 may use the first machine learn-
ing model to authentic the identity of the user. For example,
template authentication system 102 may receive an input
image of the user from user device 104 (e.g., an input image
of the user captured with an image capture device, such as
a camera, of user device 104) and template authentication
system 102 may provide the input image of the user as an
input to the first machine learning model. Template authen-
tication system 102 may receive an output from the first
machine learning model that includes a prediction as to
whether the image of the user is an authentic image of the
user. Template authentication system 102 may determine to
authentic the identity of the user based on the output of the
first machine learning model, which indicates that a positive
authentication of the identity of the user has been made.

In some non-limiting embodiments or aspects, template
authentication system 102 may generate the plurality of
image feature templates during the time interval using the
first machine learning model. For example, template authen-
tication system 102 may generate a first image feature
template of the plurality of image feature templates with
regard to a first point in time of the time interval using the
first machine learning model, a second image feature tem-
plate of the plurality of image feature templates with regard
to a second point in time of the time interval using the first
machine learning model, a third image feature template of
the plurality of image feature templates with regard to a third
point in time of the time interval using the first machine
learning model, and additional image feature templates of
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the plurality of image feature templates with regard to
additional points in time of the time interval using the first
machine learning model as appropriate. In some non-limit-
ing embodiments or aspects, each image feature template of
the plurality of image feature templates may be associated
with a positive authentication of the identity of the user
during the time interval. In one example, template authen-
tication system 102 may generate a first image feature
template for the user after a first positive authentication of
the identity of the user has been made (e.g., has been made
during the time interval) using the first machine learning
model, a second image feature template for the user after a
second positive authentication of the identity of the user has
been made using the first machine learning model, a third
image feature template for the user after a third positive
authentication of the identity of the user has been made
using the first machine learning model, and additional image
feature templates after additional positive authentications of
the identity of the user has been made using the first machine
learning model as appropriate.

In some non-limiting embodiments or aspects, template
authentication system 102 may retrain the first machine
learning model. For example, template authentication sys-
tem 102 may retrain the first machine learning model after
a positive authentication of the identity of the user. In such
an example, template authentication system 102 may use the
first machine learning model to determine whether to
authentic the identity of the user based on an input image of
the user. Template authentication system 102 may determine
to authentic the identity of the user based on the input image
of the user, which indicates that a positive authentication of
the identity of the user has been made. Template authenti-
cation system 102 may add the input image of the user to the
plurality of images in the training dataset (e.g., the training
dataset from which the machine learning model was initially
trained) to provide an updated training dataset. Template
authentication system 102 may retrain the first machine
learning model based on the updated training dataset (e.g.,
based on one or more images included in the updated
training dataset). In some non-limiting embodiments or
aspects, template authentication system 102 may store the
updated training dataset in template authentication database
102a. In some non-limiting embodiments or aspects, tem-
plate authentication system 102 may generate one or more
image feature templates of the plurality of image feature
templates by extracting the one or more image feature
templates from the first machine learning model after
retraining the first machine learning model. In some non-
limiting embodiments or aspects, template authentication
system 102 may combine all input images of the user that are
associated with a positive authentication of the identity of
the user after a time interval to provide a new training
dataset. In some non-limiting embodiments or aspects, tem-
plate authentication system 102 may retrain the first machine
learning model based on one or more images included in the
new training dataset. For example, template authentication
system 102 may retrain the first machine learning model
based on receiving one input image of the user that is
associated with a positive authentication of the identity of
the user. In another example, template authentication system
102 may retrain the first machine learning model based on
receiving a set of input images (e.g., a batch of input images)
of the user that are associated with positive authentications
of the identity of the user.

In some non-limiting embodiments or aspects, template
authentication system 102 may generate additional input
images of the user. For example, template authentication
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system 102 may generate additional input images of the user
using a generative adversarial network (GAN) model. In
some non-limiting embodiments or aspects, template
authentication system 102 may add the additional input
images of the user to the plurality of images in a training
dataset (e.g., a training dataset from which the machine
learning was initially trained, an updated training dataset, a
new training dataset, and/or the like).

As shown in FIG. 3, at step 304, process 300 may include
generating a predicted image feature template for a user. For
example, template authentication system 102 may generate
one or more predicted image feature templates for a user
associated with user device 104. In some non-limiting
embodiments or aspects, the user associated with user
device 104 (e.g., a first user) may be different than a user
(e.g., a second user) associated with the plurality of images
included in the training dataset that was used to train the first
machine learning model. In some non-limiting embodiments
or aspects, the user associated with user device 104 may be
the same as the user associated with the plurality of images
included in the training dataset that was used to train the first
machine learning model.

In some non-limiting embodiments or aspects, the pre-
dicted image feature template for the user may include an
image feature template that is based on a predicted image of
the user with regard to a time (e.g., at a point in time or
during a time interval) in the future. The predicted image of
the user with regard to the time in the future may include a
prediction of how the user will look at a point in time or
during a time interval in the future. In some non-limiting
embodiments or aspects, a predicted image feature template
for the user may be associated with a predicted image of the
user after a time interval (e.g., a historical time interval). For
example, the predicted image feature for the user may be
associated with a predicted image of the user after the time
interval during which, there was one or more positive
authentications of the identity of the user by template
authentication system 102.

In some non-limiting embodiments or aspects, template
authentication system 102 may generate a predicted image
feature template for the user based on the plurality of image
feature templates. For example, template authentication sys-
tem 102 may extract the predicted image feature template
from a second machine learning model after the second
machine learning model was trained using the plurality of
image feature templates. In some non-limiting embodiments
or aspects, template authentication system 102 may generate
a plurality of predicted image feature templates for the user
based on the plurality of image feature templates. In some
non-limiting embodiments or aspects, template authentica-
tion system 102 may assign each predicated image feature
template of the plurality of predicted image feature tem-
plates for the user a time stamp based on a time in the future
for which the respective predicated image feature template
may be used to authenticate the identity of the user.

In some non-limiting embodiments or aspects, template
authentication system 102 may generate the second machine
learning model (e.g., a predicted image feature template
generation machine learning model), where the second
machine learning model is configured to generate a pre-
dicted image feature template of an individual (e.g., a user).
For example, template authentication system 102 may gen-
erate the second machine learning model based on the
plurality of image feature templates.

In some non-limiting embodiments or aspects, the second
machine learning model may be a long short-term memory
(LSTM) model (e.g., a machine learning model that includes
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an LSTM recurrent neural network architecture). In this
way, a LSTM model may store historical information in
memory during machine learning operations and allow for
more accurate production of predicted image feature tem-
plates as compared to other machine learning network
models. In this way, template authentication system 102 may
more accurately generate the predicted image feature tem-
plate for a user with less resources as compared to other
types of machine learning network models, such as a mul-
tilayer perceptron or convolution neural network.

In some non-limiting embodiments or aspects, template
authentication system 102 may generate one or more pre-
dicted image feature templates using the second machine
learning model. For example, template authentication sys-
tem 102 may generate one or more predicted image feature
templates by extracting the one or more predicted image
feature templates from one or more layers (e.g., a layer or a
plurality of layers) of the second machine learning model.

In some non-limiting embodiments or aspects, template
authentication system 102 may train (e.g., initially train) the
second machine learning model based on a training dataset
that includes a plurality of image feature templates. In some
non-limiting embodiments or aspects, the training dataset
may include a plurality of image feature templates, where
one or more of the image feature templates (e.g., all of the
image feature templates, a set of the image feature tem-
plates, an image feature template, and/or the like) of the
plurality of images is associated with a positive authentica-
tion of the identity of the user. In some non-limiting embodi-
ments or aspects, template authentication system 102 may
store a predicted image feature template and/or the training
dataset in template authentication database 102a.

As shown in FIG. 3, at step 306, process 300 may include
determining whether to authenticate the user based on an
input image of the user. For example, template authentica-
tion system 102 may determine whether to authenticate the
identity of the user associated with user device 104 during
a run-time (e.g., a real-time) process based on an input
image of the user and the predicted image feature template
for the user. In some non-limiting embodiments or aspects,
template authentication system 102 may generate a current
image feature template (e.g., an image feature template
generated during the run-time process) for the user based on
the input image of the user, compare the current image
feature template for the user to the predicted image feature
template for the user, and determine whether the current
image feature template for the user corresponds to the
predicted image feature template for the user. If template
authentication system 102 determines that the current image
feature template for the user corresponds to the predicted
image feature template for the user, template authentication
system 102 may determine to authenticate the user. If
template authentication system 102 determines that the
current image feature template for the user does not corre-
spond to the predicted image feature template for the user,
template authentication system 102 may determine not to
authenticate the user. In some non-limiting embodiments or
aspects, template authentication system 102 may generate
the current image feature template for the user using the first
machine learning model. For example, template authentica-
tion system 102 may generate the current image feature
template by extracting the current image feature template
from one or more layers (e.g., a layer or a plurality of layers)
of the first machine learning model. For example, template
authentication system 102 may generate the current image
feature template by extracting the current image feature
template from the first machine learning model after pro-
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viding the input image of the user as an input to the first
machine learning model and/or after training the first
machine learning model.

In some non-limiting embodiments or aspects, template
authentication system 102 may determine whether the cur-
rent image feature template for the user corresponds to a
predicted image feature template for the user based on a time
associated with the run-time process. For example, template
authentication system 102 may determine a time associated
with the run-time process (e.g., a point in time at which the
run-time process is occurring or a time interval during which
the run-time process is occurring). Template authentication
system 102 may retrieve the predicted image feature tem-
plate for the user from a plurality of predicted image feature
templates for the user stored in template authentication
database 102a based on the time associated with the run-
time process. In some non-limiting embodiments or aspects,
template authentication system 102 may retrieve the pre-
dicted image feature template for the user using the time
associated with the run-time process. For example, template
authentication system 102 may select a predicted image
feature template for the user that is assigned a time stamp
that corresponds to the time associated with the run-time
process from the plurality of predicted image feature tem-
plates for the user. Template authentication system 102 may
retrieve the predicted image feature template for the user and
template authentication system 102 may compare the current
image feature template for the user to the predicted image
feature template for the user. Template authentication system
102 may determine whether the current image feature tem-
plate for the user corresponds to the predicted image feature
template for the user based on comparing the current image
feature template for the user to the predicted image feature
template for the user.

In some non-limiting embodiments or aspects, template
authentication system 102 may determine whether the cur-
rent image feature template for the user corresponds to the
predicted image feature template for the user based on a
distance. For example, template authentication system 102
may determine a distance (e.g., a Euclidean distance)
between one or more values of the current image feature
template for the user and one or more values of the predicted
image feature template for the user. Template authentication
system 102 may determine whether the distance satisfies a
threshold by comparing the distance to the threshold. If
template authentication system 102 determines that the
distance satisfies the threshold, template authentication sys-
tem 102 may determine that the current image feature
template for the user corresponds to the predicted image
feature template for the user. If template authentication
system 102 determines that the distance does not satisfy the
threshold, template authentication system 102 may deter-
mine that the current image feature template for the user
does not correspond to the predicted image feature template
for the user.

As shown in FIG. 3, at step 308, process 300 may include
performing an action based on determining whether to
authenticate the user. For example, template authentication
system 102 may perform the action based on determining
whether to authenticate the identity of the user associated
with user device 104. In some non-limiting embodiments or
aspects, template authentication system 102 may perform an
action associated with allowing or preventing access (e.g.,
access to an account of the user, access to a computer
system, and/or the like) based on determining whether to
authenticate the identity of the user associated with user
device 104. For example, template authentication system
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102 may perform an action associated with allowing access
based on determining to authenticate the identity of the user
associated with user device 104. In another example, tem-
plate authentication system 102 may perform an action
associated with preventing access based on determining not
to authenticate the identity of the user associated with user
device 104.

In some non-limiting embodiments or aspects, template
authentication system 102 may perform an action associated
with authorizing an operation (e.g., an operation associated
with a run-time process, such as a payment transaction, an
operation of a computer system carrying out a run-time
command, and/or the like) which is to be carried out based
on determining whether to authenticate the identity of the
user associated with user device 104. For example, template
authentication system 102 may perform an action associated
with authorizing the operation to be carried out based on
determining to authenticate the identity of the user associ-
ated with user device 104. In another example, template
authentication system 102 may perform an action associated
with not authorizing the operation to be carried out based on
determining not to authenticate the identity of the user
associated with user device 104.

In some non-limiting embodiments or aspects, template
authentication system 102 may transmit a message regarding
an authentication process. For example, template authenti-
cation system 102 may transmit a message to user device
104 that includes an indication that the identity of the user
has been authenticated based on template authentication
system 102 determining to authenticate the identity of the
user. In another example, template authentication system
102 may transmit a message to user device 104 that includes
an indication that the identity of the user has not been
authenticated based on template authentication system 102
determining not to authenticate the identity of the user.

In some non-limiting embodiments or aspects, template
authentication system 102 may transmit a message that
includes a request for the user associated with user device
104 to provide additional authentication parameters based
on template authentication system 102 determining not to
authenticate the identity of the user. For example, template
authentication system 102 may transmit a message that
includes a request for the user to provide a gesture, such as
a motion associated with waving hands for confirmation, via
user device 104 (e.g., via an image capture device of user
device 104).

Referring now to FIGS. 4A-4H, FIGS. 4A-4H are dia-
grams of an implementation 400 of a process (e.g., process
300) for authenticating an individual using image feature
templates. As shown by reference number 405 in FIG. 4A,
template authentication system 102 may initially train a first
machine learning model (e.g., a feature template authenti-
cation machine learning model). In some non-limiting
embodiments or aspects, template authentication system 102
may initially train the first machine learning model based on
a training dataset that includes a plurality of facial images of
a user. In some non-limiting embodiments or aspects, the
training dataset may include a plurality of facial images of
the user, where each facial image of the plurality of facial
images is an authentic facial image of the user. In some
non-limiting embodiments or aspects, the first machine
learning model is configured to authenticate an identity of
the user based on an input facial image of the user (e.g., an
input provided to template authentication system 102 by
user device 104 that includes a facial image of the user). In
some non-limiting embodiments or aspects, the first
machine learning model may be a convolutional neural
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network (CNN) model (e.g., a machine learning model that
includes a CNN architecture).

As shown by reference number 410 in FIG. 4B, template
authentication system 102 may generate a plurality of image
feature templates for the user associated with user device
104 using the first machine learning model. In some non-
limiting embodiments or aspects, template authentication
system 102 may generate the plurality of image feature
templates during the time interval using the first machine
learning model. For example, template authentication sys-
tem 102 may generate a first image feature template of the
plurality of image feature templates with regard to a first
point in time of the time interval using the first machine
learning model, a second image feature template of the
plurality of image feature templates with regard to a second
point in time of the time interval using the first machine
learning model, and a third image feature template of the
plurality of image feature templates with regard to a third
point in time of the time interval using the first machine
learning model. In some non-limiting embodiments or
aspects, the time interval may be a time interval during
which a predetermined number of positive authentications of
the identity of the user have been made.

As shown by reference number 415 in FIG. 4C, template
authentication system 102 may generate a second machine
learning model (e.g., a predicted image feature template
generation machine learning model) based on the plurality
of image feature templates for the user associated with user
device 104. In some non-limiting embodiments or aspects,
the second machine learning model is configured to generate
a predicted image feature template of the user associated
with user device 104. In some non-limiting embodiments or
aspects, template authentication system 102 may initially
train the second machine learning model based on a training
dataset that includes the plurality of image feature templates.

As shown by reference number 420 in FIG. 4D, template
authentication system 102 may generate a predicted image
feature template for the user associated with user device 104
using the second machine learning model. In some non-
limiting embodiments or aspects, template authentication
system 102 may generate the predicted image feature tem-
plate by extracting the predicted image feature template
from one or more layers (e.g., a layer or a plurality of layers)
of the second machine learning model.

As shown by reference number 425 in FIG. 4E, template
authentication system 102 may receive an input facial image
from user device 104. In some non-limiting embodiments or
aspects, template authentication system 102 may receive the
input facial image from user device 104 during a run-time
(e.g., a real-time) process that occurs after the time interval
during which the plurality of image feature templates were
generated. For example, template authentication system 102
may receive the input facial image from user device 104
during a checkout process involving a self-checkout system
(e.g., a self-checkout system of which user device 104 is a
component) at a merchant location (e.g., a store of a mer-
chant).

As shown in FIGS. 4F and 4G, template authentication
system 102 may determine whether to authenticate the
identity of the user associated with user device 104 based on
the input facial image of the user. As shown by reference
number 430 in FIG. 4F, template authentication system 102
may generate a current image feature template for the user
based on the input facial image of the user. In some
non-limiting embodiments or aspects, template authentica-
tion system 102 may generate the current image feature
template by extracting the current image feature template
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from one or more layers (e.g., a layer or a plurality of layers)
of' the first machine learning model after providing the input
facial image as an input to the first machine learning model.
As shown by reference number 435 in FIG. 4G, template
authentication system 102 may compare the current image
feature template for the user to the predicted image feature
template for the user. As further shown by reference number
440 in FIG. 4G, template authentication system 102 may
determine whether the current image feature template for the
user corresponds to the predicted image feature template for
the user. In some non-limiting embodiments or aspects,
template authentication system 102 may determine to
authenticate the identity of the user associated with user
device 104 based on determining that the current image
feature template for the user corresponds to the predicted
image feature template for the user. In some non-limiting
embodiments or aspects, template authentication system 102
may determine not to authenticate the identity of the user
associated with user device 104 based on determining that
the current image feature template for the user does not
correspond to the predicted image feature template for the
user.

As shown in FIG. 4H, template authentication system 102
may perform an action based on determining whether to
authenticate the identity of the user associated with user
device 104. As shown by reference number 445 in FIG. 4H,
template authentication system 102 may transmit a message
regarding an authentication process to user device 104. For
example, template authentication system 102 may transmit
a message that includes an indication that the identity of the
user has been authenticated based on template authentication
system 102 determining to authenticate the identity of the
user. In another example, template authentication system
102 may transmit a message that includes an indication that
the identity of the user has not been authenticated based on
template authentication system 102 determining not to
authenticate the identity of the user.

In some non-limiting embodiments or aspects, template
authentication system 102 may transmit a message that
includes a request for the user associated with user device
104 to provide additional authentication parameters based
on template authentication system 102 determining not to
authenticate the identity of the user. For example, template
authentication system 102 may transmit a message that
includes a request for the user to provide a gesture, such as
a motion associated with waving hands for confirmation, via
user device 104 (e.g., via an image capture device of user
device 104).

Although the above methods, systems, and computer
program products have been described in detail for the
purpose of illustration based on what is currently considered
to be the most practical and preferred embodiments or
aspects, it is to be understood that such detail is solely for
that purpose and that the present disclosure is not limited to
the described embodiments or aspects but, on the contrary,
is intended to cover modifications and equivalent arrange-
ments that are within the spirit and scope of the appended
claims. For example, it is to be understood that the present
disclosure contemplates that, to the extent possible, one or
more features of any embodiment or aspect can be combined
with one or more features of any other embodiment or
aspect.

What is claimed is:

1. A system, comprising:

at least one processor programmed or configured to:

train a first machine learning model based on a training
dataset of a plurality of images of one or more first
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users, wherein the first machine learning model is
configured to authenticate an identity of the one or
more first users based on an input image of the one
or more first users;
generate a plurality of image feature templates using
the first machine learning model, wherein each
image feature template of the plurality of image
feature templates is associated with a positive
authentication of the identity of the one or more first
users during a time interval, wherein each image
feature template is a multi-dimensional vector,
where the dimensions of the vector include values
that are representative of features of an image, and
wherein, when generating the plurality of image
feature templates, the at least one processor is pro-
grammed or configured to:
generate each image feature template of the plurality
of image feature templates for the one or more first
users for a point in time of the time interval based
on one or more input images of the one or more
first users received during the time interval that
resulted in a positive authentication of the identity
of the one or more first users during the time
interval,
generate a second machine learning model based on the
plurality of image feature templates;
generate a predicted image feature template using the
second machine learning model, wherein the pre-
dicted image feature template comprises an image
feature template that is based on a predicted image of
a second user with regard to a future time after the
time interval;
determine to authenticate the identity of the second user
based on an input image of the second user received
after the time interval, wherein, when determining to
authenticate the identity of the second user based on
the input image of the second user, the at least one
processor is programmed or configured to:
generate a current image feature template based on
the input image of the second user,
compare the current image feature template to the
predicted image feature template, and
determine that the current image feature template
corresponds to the predicted image feature tem-
plate; and
perform an action based on determining to authenticate
the identity of the second user.

2. The system of claim 1, wherein, when training the first
machine learning model based on the training dataset of the
plurality of images of the one or more first users, the at least
one processor is programmed or configured to:

train the first machine learning model based on a training

dataset of a plurality of facial images of the one or more
first users.

3. The system of claim 1, wherein, when generating the
plurality of image feature templates using the first machine
learning model, the at least one processor is programmed or
configured to:

extract a first image feature template from the first

machine learning model after training the first machine
learning model.

4. The system of claim 1, wherein the at least one
processor is programmed or configured to:

add the input image of the second user to the plurality of

images of the one or more first users in the training
dataset to provide an updated training dataset; and
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retrain the first machine learning model based on the

updated training dataset.

5. The system of claim 4, wherein, when generating the
plurality of image feature templates using the first machine
learning model, the at least one processor is programmed or
configured to:

extract a first image feature template from the first

machine learning model after retraining the first
machine learning model based on the updated training
dataset.

6. The system of claim 1, wherein the first machine
learning model is a convolutional neural network model and
the second machine learning model is a long short-term
memory recurrent neural network model.

7. A method, comprising:

training, with at least one processor, a first machine

learning model based on a training dataset of a plurality
of images of one or more first users, wherein the first
machine learning model is configured to authenticate
an identity of the one or more first users based on an
input image of the one or more first users;
generating, with at least one processor, a plurality of
image feature templates using the first machine learn-
ing model, wherein each image feature template of the
plurality of image feature templates is associated with
a positive authentication of the identity of the one or
more first users during a time interval, wherein each
image feature template is a multi-dimensional vector,
where the dimensions of the vector include values that
are representative of features of an image, and wherein
generating the plurality of image feature templates
comprises:
generating each image feature template of the plurality
of image feature templates for the one or more first
users for a point in time of the time interval based on
one or more input images of the one or more first
users received during the time interval that resulted
in a positive authentication of the identity of the one
or more first users during the time interval;
generating, with at least one processor, a second machine
learning model based on the plurality of image feature
templates;

generating, with at least one processor, a predicted image

feature template using the second machine learning
model, wherein the predicted image feature template
comprises an image feature template that is based on a
predicted image of a second user with regard to a future
time after the time interval;

determining, with at least one processor, whether to

authenticate the identity of the second user based on an

input image of the second user received after the time

interval, wherein determining whether to authenticate

the identity of the second user based on the input image

of the second user comprises:

generating a current image feature template based on
the input image of the second user;

comparing the current image feature template to the
predicted image feature template; and

determining whether the current image feature template
corresponds to the predicted image feature template;
and

performing an action based on determining whether to

authenticate the identity of the second user.

8. The method of claim 7, wherein training the first
machine learning model based on the training dataset of the
plurality of images of the one or more first users comprises:
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training the first machine learning model based on a
training dataset of a plurality of facial images of the one
or more first users.

9. The method of claim 7, wherein generating the plurality
of image feature templates using the first machine learning
model comprises:

extracting a first image feature template from the first
machine learning model after training the first machine
learning model.

10. The method of claim 7, further comprising:

adding the input image of the second user to the plurality
of images of the one or more first users in the training
dataset to provide an updated training dataset; and

retraining the first machine learning model based on the
updated training dataset.

11. The method of claim 10, wherein generating the
plurality of image feature templates using the first machine
learning model comprises:

extracting a first image feature template from the first
machine learning model after retraining the first
machine learning model.

12. The method of claim 7, wherein the first machine
learning model is a convolutional neural network model and
the second machine learning model is a long short-term
memory recurrent neural network model.

13. A computer program product, the computer program
product comprising at least one non-transitory computer-
readable medium including one or more instructions that,
when executed by at least one processor, cause the at least
one processor to:

train a first machine learning model based on a training
dataset of a plurality of images of one or more first
users, wherein the first machine learning model is
configured to authenticate an identity of the one or
more first users based on an input image of the one or
more first users;

generate a plurality of image feature templates using the
first machine learning model, wherein each image
feature template of the plurality of image feature tem-
plates is associated with a positive authentication of the
identity of the one or more first users during a time
interval, wherein each image feature template is a
multi-dimensional vector, where the dimensions of the
vector include values that are representative of features
of an image, and wherein, the one or more instructions
that cause the at least one processor to generate the
plurality of image feature templates, cause the at least
one processor to:
generate each image feature template of the plurality of

image feature templates for the one or more first
users for a point in time of the time interval based on
one or more input images of the user received during
the time interval that resulted in a positive authen-
tication of the identity of the one or more first users
during the time interval;
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generate a second machine learning model based on the

plurality of image feature templates;

generate a predicted image feature template using the

second machine learning model, wherein the predicted
image feature template comprises an image feature
template that is based on a predicted image of a second
user with regard to a future time after the time interval;
determine to authenticate the identity of the second user
based on an input image of the second user received
after the time interval, wherein, the one or more
instructions that cause the at least one processor to
determine to authenticate the identity of the second user
based on the input image of the second user, cause the
at least one processor to:
generate a current image feature template based on the
input image of the second user,
compare the current image feature template to the
predicted image feature template, and
determine that the current image feature template cor-
responds to the predicted image feature template;
and

perform an action based on determining whether to

authenticate the identity of the second user.

14. The computer program product of claim 13, wherein,
the one or more instructions that cause the at least one
processor to train the first machine learning model, cause the
at least one processor to:

train the first machine learning model based on a training

dataset of a plurality of facial images of the one or more
first users.

15. The computer program product of claim 13, wherein,
the one or more instructions that cause the at least one
processor to generate the plurality of image feature tem-
plates using the first machine learning model, cause the at
least one processor to:

extract a first image feature template from the first

machine learning model after training the first machine
learning model.
16. The computer program product of claim 13, wherein
the one or more instructions further cause the at least one
processor to:
add the input image of the second user to the plurality of
images of the one or more first users in the training
dataset to provide an updated training dataset; and

retrain the first machine learning model based on the
updated training dataset.

17. The computer program product of claim 16, wherein,
the one or more instructions that cause the at least one
processor to generate the plurality of image feature tem-
plates using the first machine learning model, cause the at
least one processor to:

extract a first image feature template from the first

machine learning model after retraining the first
machine learning model based on the updated training
dataset.



