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GENERATIVE ADVERSARIAL generator is used to generate a sample as real as possible to 
NETWORK - BASED OPTIMIZATION deceive the discriminator into determining that the sample is 
METHOD AND APPLICATION a real sample . The entire training process is like a game 

between the police and thieves , for which the generative 
CROSS REFERENCE TO RELATED 5 adversarial network is named . Currently , a lot of progress 

APPLICATIONS has been made in the study of applying the generative 
adversarial network to image generation , video synthesis , 

This application claims priority from Chinese application text generation , and information security . 
number 201910250457.0 , filed Mar. 29 , 2019 , the disclosure However , the existing function optimization algorithms 
of which is hereby incorporated herein by reference . 10 lack diversity in local search . At present , the GAN has not 

been used for function optimization , and the existing gen 
TECHNICAL FIELD eration methods are not effective . 

The present invention relates to the technical field of SUMMARY 
optimization computing , and in particular , to a generative 15 
adversarial network ( GAN ) -based optimization method and To overcome the foregoing shortcomings of the prior art , 
application . the present invention provides a generative adversarial net 

work - based optimization ( GAN - O ) method and application , 
BACKGROUND to search for global optimal solutions of continuous func 

20 tions , and address the problem that the existing function 
Function optimization has always been one of the most optimization algorithms lack diversity in local search . 

important researches in mathematics and computer science . According to the present invention , an application prob 
Function optimization can be applied in many scenarios , lem ( such as logistics distribution or deep network optimi 
such as logistics allocation and deep network optimization , zation ) is transformed into a function optimization problem , 
and can solve a large number of practical problems . 25 and then a method generated based on a GAN is used for 

The existing algorithms for function optimization are function optimization . First , a discriminator is trained to 
gradient - based algorithms , with the disadvantage of being discriminate the advantages and disadvantages of two solu 
prone to local extrema . In a certain scenario such as neural tions . Then , a generator is trained to generate a guiding 
network optimization , local extrema already achieve suffi- direction from known solutions . The guiding direction is 
ciently good results , but a more accurate global optimal 30 multiplied by a step size , and the result obtained is added to 
solution is needed in some scenarios . In this case , the the current solution to obtain a new solution . In the present 
algorithm needs to better balance " mining " and " explora- invention , through the adversarial training between the dis 
tion " obtain a better global optimal solution . For this criminator and the generator , the discriminator can deter 
purpose , a large number of metaheuristic algorithms have mine which of the two input solutions is better , and the 
been proposed . A metaheuristic algorithm is usually inspired 35 generator obtains signal feedback from the discriminator , 
by biological or human behavior , and by simulating such and gradually learns how to generate a better solution . 
behavior , designs sophisticated mechanisms to guide algo- Experiments show that a generation method learned by the 
rithms to search for solution spaces , thereby avoiding local generator after multiple iterations achieves better results 
optimal solutions and finding global optimal solutions as than other existing generation methods such as Gaussian 
much as possible . 40 explosion and cross mutation . 
Two critical parts of the metaheuristic algorithm are how The technical solutions of the present invention are as 

to generate solutions and how to retain solutions . It is follows : 
expected to generate better solutions with some diversity , so The present invention provides a generative adversarial 
as to avoid local extrema in subsequent searches . It is also network - based optimization ( GAN - O ) method and applica 
expected to retain better current solutions , as well as the 45 tion . The method includes the following steps : 
solutions that are not so optimal currently but have potential ( 1 ) Transform an application problem into a function 
in subsequent searches , because a solution better than the optimization problem . 
current optimal solution may be found around these solu- Logistics distribution , for example , aims to achieve a 
tions in subsequent searches . The earlier metaheuristic algo- highest total logistics speed with the existing facilities . A 
rithms focus on optimizing the way to generate solutions , 50 discrete function optimization model can be established for 
such as particle swarm optimization , ant colony optimiza- the logistics distribution problem , to optimize the logistics 
tion , genetic algorithm , and fireworks algorithm . In recent speed or efficiency by using the existing facilities such as the 
research , a large number of guiding vector - based methods limited distribution vehicles and limited warehouses . 
have been proposed , such as GFWA and COFWA . Guiding Machine learning and deep learning problems can be rep 
vectors are introduced to limit the generation of solutions , 55 resented as minimizing a loss function in a finite continuous thereby optimizing the quality of the generative solutions search space to implement training set fitting . Therefore , a 
and obtaining better results . function optimization model can be established for machine 

In recent years , the generative adversarial network ( GAN ) learning and deep learning problems , to optimize the loss 
as a new generation model has been proposed for image and function for the training set in the finite continuous search 
text generation , and can even encapsulate malware . The 60 space . 
GAN has demonstrated its powerful generation ability with ( 2 ) Establish a function optimization model based on a 
its excellent performance . Unlike the previous generative GAN , which includes the following steps : 
models , the GAN instructs , by setting a loss function , a ( 21 ) For a given test function and test dimension for 
generative model to automatically learn how to generate . In function optimization , construct a generator ( denoted as G ) 
the GAN , a discriminator and a generator can be alternately 65 and a discriminator ( denoted as D ) based on the GNA . The 
trained . The discriminator is used to discriminate whether an inputs of the discriminator are two vectors whose sizes are 
input sample is a generated sample or a real sample . The the same as the test dimension , and the output is a scalar 
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indicating whether the latter vector is better than the former to an input solution as an input when the generative network 
vector ( if so , the output is 1 ; otherwise , the output is 0 ) . The generates the solution . In the specific implementation of the 
input of the generator is a vector whose size is equal to the present invention , the noise dimension is set to one - third of 
test dimension plus a noise dimension , and the output is a the test dimension . 
vector indicating a guiding direction , whose size is equal to Construct a GNA , including establishing a network struc 
the test dimension . A current solution is initialized randomly ture and a loss function of the discriminator in step ( 2 ) , and before iteration , and updated during each iteration . establishing a network structure and a loss function of the ( 22 ) Train the function optimization model by training the generator in step ( 3 ) . discriminator and the generator , and update network param ( 2 ) Establish a network structure and a loss function of the eters of the discriminator and the generator to obtain a 10 discriminator . trained function optimization model . 

( 3 ) Use the trained function optimization model for itera ( 2a ) The discriminator ( denoted as D ) receives two input 
solutions ( denoted as X , and xy ) , and outputs D ( X1 , X2 ) . An tive calculation . 

In each iteration of the model , first train the discriminator output value nearer to 1 indicates a better fitness value of x2 
than a fitness value of xy ( that is , F ( x2 ) 5F ( x ) ) ; an output ( that is , update the network parameter of the discriminator ) , 15 

and then train the generator ( that is , update the network value farther from 1 indicates a better fitness value of x? than 
parameter of the generator ) . To update the network param a fitness value of x2 . 
eter of the discriminator or the generator , calculate a loss ( 2b ) For the two input solutions X? and X2 , use a same 
function , obtain a gradient for the network parameter based 4 - layer fully connected network ( denoted as D. ) to extract 
on the loss function , and then update the network parameter 20 features . The dimension of an input layer of the fully 
by using a gradient descent method . connected network is the solution dimension ( that is , the test 

Specifically , use the generator to generate training data in dimension ) , the dimension of the second layer is 64 , the 
the manner described in ( 5 ) , and then calculate the loss dimension of the third layer is 64 , and the dimension of the 
function of the discriminator and update the network param fourth layer is 10. An activation function of each layer is a 
eter of the discriminator in the manner described in ( 6 ) . 25 rectified linear unit ( ReLU ) . The fully connected network 
Then , calculate a loss function of the generator in the receives the two input solutions X , and X2 , and extracts two 
manner described in ( 7 ) , and update the network parameter 10 - dimensional vectors as their respective features . 
of the generator based on the loss function . Use the genera ( 2c ) Subtract the vector of the first solution from the 

vector of the second solution . tor to generate a new solution , combine it with the current 
solution to obtain all candidate solutions , calculate fitness 30 ( 2d ) Send a vector obtained after the subtraction to a 
values of all the candidate solutions , allocate retention 3 - layer fully connected network . The dimension of an input 
probabilities based on the fitness values , and select , accord layer of the fully connected network ( denoted as De ) is 10 , 
ing to the retention probabilities , solutions with a same the dimension of the second layer is 10 , and the dimension 
quantity as the current solutions from the candidate solutions of the third layer is 1. An activation function of the second 
as new current solutions . layer is an ReLU , and an activation function of an output 

In specific implementation , it is assumed that K current layer is Sigmoid . After receiving a 10 - dimensional vector 
solutions are initialized randomly at the beginning . During obtained after the subtraction in ( 2c ) , the fully connected 
each iteration , some solutions are generated by the generator network finally outputs a scalar ranging from 0 to 1 . 
and combined with the current solutions in the previous ( 2e ) The output of the discriminator can be expressed as 

follows : iteration as candidate solutions . Then , according to prob- 40 
abilities , K solutions are selected from the candidate solu 
tions and retained as current solutions for next iteration . This D ( x1 , x2 ) = D . ( DAx2 ) -DAx? ) ) ; 
ensures K current solutions during each iteration . ( 2f ) Use a cross - entropy loss function as the loss function 

Iteration stops when the maximum number of iterations is of the discriminator , and use Adam algorithm as an optimi 
reached . The solutions retained in this case are the optimal 45 zation algorithm . 
solutions and output by the algorithm . ( 3 ) Establish a network structure and a loss function of the 
The GAN - O method specifically includes the following generator . 

steps : ( 3a ) The generator ( denoted as G ) receives inputs , includ 
( 1 ) Transform an application problem into a function ing a current solution ( denoted as Xcur ) , noise ( denoted as z ) , 

optimization problem , determine a function ( referred to as a 50 and a step size ( denoted as L ) , and outputs a motion vector 
test function in the present invention ) and a test dimension G ( X cur , Z , L ) . The motion vector is used to guide how the 
for the function optimization problem , and set a noise current solution moves to obtain a better fitness value . This 
dimension . Specifically , perform the following operations : vector will be added to the input current solution to generate 

( 1a ) Determine a to - be - optimized test function , including a new solution . 
a function expression , a domain ( denoted as D ) , and a 55 ( 3b ) Connect the input current solution Xcur and noise z to 
function input dimension ( denoted as || x | ) . After an inde- obtain a new vector whose dimension is equal to the sum of 
pendent variable x meeting requirements is input , the test the test dimension and the noise dimension . 
function outputs a fitness value F ( x ) of the independent ( 30 ) Send the vector obtained in ( 3b ) to a 3 - layer fully 
variable . connected network . The dimension of an input layer of the 

( 1b ) Set a test dimension || * || ( that is , a function input 60 fully connected network ( denoted as Gd ) is the sum of the 
dimension ) based on the actual situation . For an actual solution vector dimension and the noise vector dimension , 
problem that is transformed in coding mode , set the test the dimension of the second layer is 64 , and the dimension 
dimension to a coding dimension . For a data set function of an output layer is the solution vector dimension . An 
( such as the CEC2013 function set ) , set the test dimension activation function of the second layer is an ReLU , and an 
to 30 , 50 , or 100 . 65 activation function of the output layer is a hyperbolic 

( 1c ) Set a noise dimension ( denoted as || ZID ) . The noise tangent function ( Tan h ) . The fully connected network 
dimension controls a size of a noise vector , and is connected receives the vector obtained in ( 3b ) , and outputs a direction 
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vector with the same dimension as a solution vector to guide ( 5a2 ) Obtain a generative solution ( denoted as LS ) 
subsequent motion directions . through local random search . Specifically , perform random 

( 3d ) Calculate the dot product of the direction vector Gaussian sampling around the current solution Xcur to obtain 
obtained in ( 3c ) and the input step size to obtain a motion the generative solution . Specific steps are as follows : 
vector as the final output of the entire generator , where the 5 Step 1 : perform random sampling through standard 
motion vector represents a specific motion direction and Gaussian distribution to obtain a direction vector . 
distance . Step 2 : multiply the direction vector obtained in step 1 by 

( 3e ) The output of the generator can be expressed as the step size to obtain a motion vector . 
follows : Step 3 : add the motion vector obtained in step 2 to the 

10 current solution to obtain the generative solution . G ( xcurz , L ) = L : G ( [ xcur ? , z ? ] ] ) ; This can be expressed as formula 3 : 
( 3f ) Use a cross - entropy loss function as the loss function 

of the generator , and use Adam algorithm as an optimization LS ( Xeur ) = x . + L * d , d - P 
algorithm . ( 5a3 ) Perform global random search as described in ( 4a ) . 

( 4 ) Randomly initialize the current solution ( denoted as a 15 ( 5b ) Combine the solutions generated by using the three 
set Scur ) through global random search , and initialize the methods to obtain a new solution , and calculate its fitness 
step size ( denoted as L ) , where the step size can be input to value . 
the generator to generate a motion vector . ( 50 ) Combine the new solution obtained in ( 5b ) and the 

( 4a ) In global random search ( denoted as GS ) , randomly current solution based on which the new solution is gener 
sample solutions through standard Gaussian distribution , 20 ated into a data pair , and compare their fitness values ; and if 
and then use the following formula to move the solutions to a fitness value of the new solution is less than a fitness value 

of the current solution , label the data pair as 1 , otherwise , 
label GS ( xgs ) = Bj + ( B - B , ) ** ?s » * 93 ~ P ( 50 ) Generate a training data TD , which can be expressed 

where xor - P gaussian ( 0,1 ) represents that x gs is randomly 25 as follows : 
sampled through standard Gaussian distribution ; and B , and 
By represent an upper limit and a lower limit of the domain To = { ( xcurtgen , 1 if F ( xgen ) sF ( xcur ) else 0 ) } Formula 4 

D of the test function . where Xgen GS ( Xgs ) , GE ( Xcur ) , LS ( Xcur ) , Xçu , ES ( 4b ) For current solutions Xcur in the set Scur , use the test ( 6 ) Use a training set T , to train the discriminator . function to calculate the corresponding fitness values 30 ( 6 ) Sequentially take m pieces of training data { ( xcur ' , 
F ( xcur ) , and sort them in ascending order of the fitness values Xgen ' , y ' ) , i = 1 , 2 , ... , m } in batches from the training set TD , to obtain an optimal current solution Xbest ( the one corre and calculate a loss function according to formula 5 : sponding to a largest fitness value ) and its corresponding 
fitness value F ( Xbest ) . loss == 1 " % i * log2 ( D ( xcur ' , Xgen 00 ) 

( 4c ) Initialize the step size ( denoted as L ) to 50 , set a 35 where D represents the discriminator , and D ( xcur ' , currently optimal fitness value ( denoted as Lbeste ) recorded 
in a step controller to F ( Xbest ) , and set a counter ( denoted as represents an output of the discriminator when inputs are 

and Lent ) of the step controller to 0 . ( 6b ) Calculate a gradient & based on the loss function ( 5 ) Generate a data set ( denoted as TD ) for training the 
discriminator . Specifically : according to formula 6 : 

( 5a ) Use the generator ( GE ) , local random search ( LS ) , 
and global random search ( GS ) respectively to generate a Formula 6 new solution Xgen based on the current solution Xcur selected Ven lossd 
from a current solution set Scur , and calculate a fitness value 

Compare the generated new solution x , with the 45 
current solution Xcur based on which the new solution is where ºn represents a network parameter of the discrimi 
generated , and label it based on the fitness values ( label it as nator . 
1 when the fitness value of X is greater than that of xcuri ( 60 ) Update the network parameter of the discriminator by 
otherwise , label it as 0 ) as the data for training the discrimi- using Adam algorithm : 
nator . 

( 5al ) Use the generator ( denoted as G ) to generate a 
solution ( denoted as GE ) . Specifically , use the generator to Formula 7 Op = Op generate a motion vector based on the current solution x 
and add the motion vector to the current solution to obtain 
the generative solution . Specific steps are as follows : 

Step 1 : perform random sampling through standard where u is a learning step size , which is set to 0.001 in the u 
Gaussian distribution to obtain a noise vector . present invention ; 8 is a small constant for numerical sta 

Step 2 : input a current solution , the noise vector obtained bility , which is set to 10-7 ; ? represents correction of the 
in step 1 , and a step size into the generator , and run the first - moment deviation ; and i represents correction of the 
generator to generate a motion vector . 60 second - moment deviation . The calculation formulas are as 

Step 3 : add the motion vector obtained in step 2 to the follows : 
current solution to obtain the generative solution . 

This can be expressed as formula 2 : 
s = pis + ( 1 - P1 ) & D , GE ( xcur ) = xcur + G ( xcuz , L ) , z - Po 

where z represents the noise vector ; and L represents the r = P2r + ( 1 – 22 ) gd Ogd , 

m.is Formula 5 

Xgen ) 
x 
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40 
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( 8b ) For each solution in the candidate solution set , 
calculate its retention probability based on the order of its 
fitness value in all candidate solutions , as shown in formula 
11 : 

S 
? = pi 

-p2 5 

F ( x ) , 

? ??? ; ) - 

i = 1 
10 

S 

15 

a 

25 a a 

30 

Formula 8 

35 ran 

Formula 11 
where Pi and P2 are exponential attenuation rates of Pretain ( x ) || Scandidatell moment estimation , which are set to 0.9 and 0.999 in the 

present invention ; t is the number of batches , which is 
initialized to o before training , and increases by 1 upon 
update of each batch ; and s and t are variables of the first where Pretain ( X ) represents a retention probability of moment and the second moment , which are initialized to O solution x ; IF ( x ) represents the order of a fitness value of before training , and updated according to the foregoing solution x in all candidate solutions arranged in ascending 
formula each time . order ; || Scandidatell represents a size of the candidate solution ( 7 ) Train the generator by performing the following set ; and a is a parameter that controls the probability operations : distribution , where a larger value of a indicates a higher 

( 7a ) Set the network parameter of the discriminator to retention probability of a solution with a small fitness value 
un - trainable , and connect the discriminator to the generator , and a lower retention probability of a solution with a large 
to form a network C , of which input is the input of the 20 fitness value , and a is set to 3 in the present invention . 
generator , and output is the output of the discriminator . The ( 8c ) Select a to - be - retained solution based on the retention 
specific connection method is as follows : probability of each solution , and update Scurt 

Step 1 : enter the current solution , noise , and step size into ( 9 ) Reduce a step size L by performing the following 
the generator and run the generator . steps ; 

Step 2 : add a motion vector generated by the generator to ( 9a ) Check whether a difference between a fitness value of 
the current solution to obtain a generative solution . an optimal solution x * in the current Scur and Lbest_F is less 

Step 3 : use the current solution and the generative solu than a sufficiently small constant : 
tion obtained in step 2 as the inputs of the discriminator , and \ F ( ** ) - L beste se , use the output of the discriminator as the output of the 
network C. where ? is a sufficiently small constant , which is set to 

The output of C can be expressed as follows : le - 8 in the present invention . If yes , perform ( 9b ) ; if no , set 
Lent to 0 and perform ( 90 ) . 

C ( Ceurz , L ) = D ( xcurkeur + G ( Xeurz , L ) ) ( 9b ) Increase Lent by 1 , check whether Lent is greater than 
a specified threshold T , and if so , multiply the step size L by ( 76 ) Use current solutions batch - sampled from Scury an attenuation factor y : dom Gaussian noise , and a step size as the inputs of C , and 

run C to obtain the output C ( ccur , Z , L ) . L = L * y , if Lent > T , 
( 70 ) Calculate a loss function of the network C : where in the present invention , the threshold T is set to 50 , 

40 and the attenuation coefficient y is set to 0.6 ; and if not so , loss c = - = " 1 * log ( C ( xcur ' , z , L ) ) perform step ( 9c ) . 
where m is a quantity of samples each time . ( 90 ) Update L best F to the fitness value F ( x * ) of the 
( 70 ) Calculate a gradient go based on the loss function optimal solution x * in the current S 

( because the network parameter of the discriminator is set to ( 10 ) Determine whether the number of current iterations 
un - trainable , the network parameter of C is the network 45 reaches the maximum number of iterations , and if so , output 
parameter of the generator ) : the current optimal solution ; otherwise , go back to step ( 5 ) . 

Compared with the prior art , the present invention has the 
following beneficial effects : 

The present invention is the first to use a GNA for 
50 function optimization , and proposes a feasible GNA - based 

optimization algorithm . By training a generator and a dis 
criminator alternately several times , the generator is able to where og represents the network parameter of the gen generate a reasonable and effective motion vector for any erator . current solution to guide the current solution to move to a ( 7e ) Update the network parameter of the generator G : 55 better region in the solution space . Experiments show that 
the generator trained in the present invention has better local 
search capabilities than other existing local search algo 

? 
?? = BG - - rithms . Therefore , the present invention can provide a better 

local search capability for various function optimization 
60 problems . Especially in the field of deep learning , as the 

network structure becomes deeper and more complex , the 
The settings and calculation methods of u , d , ? , and f are loss function becomes more nonlinear , leaving network 

described in ( 60 ) . parameters difficult to optimize and prone to local extrema . 
( 8 ) Select and retain current solutions by performing the The method provided in the present invention can improve 

following steps : 65 the parameter training process of a deep neural network to 
( 8a ) Combine a current solution set and a generative obtain a better local optimal solution in a shorter time , 

solution set to form a candidate solution set Sc making the training of the deep neural network more stable . 

Formula 9 i = 1 

cur * 

1 Formula 10 
& G = – VOG lossc m 

Formula 11 
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BRIEF DESCRIPTION OF THE DRAWINGS In specific implementation of the present invention , trans 
forming the logistics distribution problem into a function 

FIG . 1 is a flowchart according to the present invention . optimization problem includes the following operations : 
FIG . 2 is a schematic diagram of data flows in a generator The logistics distribution problem is a discrete function 

and a discriminator in specific implementation of the present 5 optimization problem , aiming to minimize the delivery time . 
invention . For example , there are a total of M delivery persons in one 
FIG . 3 is a structural diagram of a discriminator according distribution station , the delivery speed of each delivery 

to the present invention . person is the same , and N locations are covered by the 
FIG . 4 is a structural diagram of a generator according to distribution station . Assuming that a distance from the 

the present invention . delivery station to each locations is the same , a distance 
from the delivery station to the first delivery location can be 

DETAILED DESCRIPTION ignored , and distances between every two distribution loca 
tions form matrix T , where T ( i , j ) represents the time for a 

The following further describes the present invention delivery person to go from location i to location j . Logistics 
through embodiments with reference to the accompanying distribution is to arrange the delivery persons as reasonably 
drawings , but the scope of the present invention is not as possible to minimize the total delivery time . The steps for 
limited by any means . transforming the logistics distribution problem into the 

The present invention proposes a new algorithm frame- function optimization problem are as follows : 
work for GNA - based function optimization , to address the 1 : Design a coding scheme for solutions to form a code 
lack of diversity of local search in function optimization . X : E || N || , i = 1 , 2 , ... , M of a solution . 
FIG . 1 shows a general process of a method in the present ( la ) Because each delivery person can only deliver goods 
invention . in order , sort locations assigned to each delivery person in 

( 1 ) For a given test function set , a generator network and sequence to form a digital code string denoted as x ; EINI , 
a discriminator network are involved . i = 1 , 2 , ... , M. x , represents a code of a location assigned 

( 2 ) Randomly initialize a current solution and a direction to the i - th delivery person ; and M is a total quantity of 
vector . delivery persons . Since it is possible to assign all locations 

( 3 ) Calculate a loss function of the discriminator network to one delivery person , the maximum dimension of x ; is || N || . 
based on the current solution and the direction vector , and If a delivery person is assigned less than N delivery loca 

tions , add 0 for an unassigned location , indicating that no update parameters of the discriminator network . delivery is required . ( 4 ) Determine the parameters of the discriminator net ( 1b ) Connect codes of M delivery persons to form a work , connect the discriminator to the generator network , complete solution : X = [ X1 , X2 , ... , Xm ] . calculate a loss function of the generator network based on 2 : Determine a solution space , namely the domain . the current solution and randomly generated noise , and ( 1a ) The dimension of the solution is equal to the sum of update parameters of the generator network . delivery codes of each delivery person , that is , || X || = N * M . 
( 5 ) Determine whether the maximum number of estima- ( 1b ) Because the problem is discrete , each dimension x ; of 

tions is reached , and if so , stop iteration and output a current x must range from 0 to N ( 0 indicates that no delivery is 
solution ; otherwise , go back to step ( 3 ) . According to the required ; and a number ranging from 1 to N indicates 
present invention , a discriminator network and a generator 40 delivery to a location represented by the number ) , and the 
network are trained alternately , where the discriminator number can only appear once in all dimensions of this 
network is used to determine whether one solution is supe- solution . This can be expressed as follows : 
rior to another solution , and the generator network is used to 
generate a guiding vector ( GV ) from a given solution , and 
add the GV to a current solution to obtain a new solution . X ; EZ , 0 < x ; < N , for i = 1 , 2 , ... , N * M , The following uses logistics distribution as an example to 
describe in detail the specific implementation of the method ( 1 if x ; == k else 0 ) = 1 , Vk ezt , 1 sk SN . for GAN - based function optimization according to the pres 
ent invention . 

Step 1 : Determine a test function and a test dimension to 
be input , and set a noise dimension . where Z * represents a set of positive integers , N is a 

( 1a ) Determine a to - be - optimized function , including a quantity of locations , and M is a quantity of delivery 
function expression , a domain D , and a function input persons . 
dimension || * || . After an independent variable x meeting 3 : Determine an objective function . 
requirements is input , the test function outputs a fitness ( la ) Because M delivery persons deliver goods at the 
value F ( x ) of the independent variable . Generally , function same time , the total delivery time is the time spent by a 
optimization is to find an independent variable solution x * delivery person who completes the delivery last , that is : 
with a minimum fitness value to the function , that is : 

a 

30 

a 

35 

45 

( N * M 

0 ) = 
50 

55 

N - 1 
60 N - 1 T ( x ) = max = 0 13 1 ( XixN + j , XiuN + j ++ ) i = 1 

where : 

F ( x * ) sF ( x ) , VxED ( F ) ; 
( 1b ) Set a test dimension || * || ( the function input dimen 

sion ) as required . 
( 1c ) Set a noise dimension || 2 || . The noise dimension 

controls a size of a noise vector , and is connected to an input 
solution as an input when the generative network generates 65 
the solution . In the present invention , the noise dimension is 
set to one - third of the test dimension . 

t ( k , 1 ) = = { " k . , T ( k , ) , if k > 1 and 121 
0 , else 



N - 1 
N - 1 
; = 0 : ) 

where : 
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Then the objective function is : ( 30 ) Send the vector obtained in ( 3b ) to a 3 - layer fully 
connected network . The dimension of an input layer of the 
fully connected network ( denoted as Gq ) is the sum of the 
solution vector dimension and the noise vector dimension , T ( x ) = max 1 ( xixN + j , XinN + j + 1 ) 5 the dimension of the second layer is 64 , and the dimension 
of an output layer is the solution vector dimension . An 
activation function of the second layer is an ReLU , and an 
activation function of the output layer is a hyperbolic T ( k , 1 ) , if k > 1 and 1 > 1 

t ( k , 1 ) = 0 , else tangent function ( Tanh ) . The fully connected network 
10 receives the vector obtained in ( 3b ) , and outputs a direction 

vector with the same dimension as a solution vector to guide 
the dimension of the solution is | x | = N * M ; and the domain subsequent motion directions . 

is : ( 3d ) Calculate the dot product of the direction vector 
obtained in ( 3C ) and the input step size to obtain a motion 

15 vector as a final output of the entire generator , where the 
X ; E Zt , 0 < x ; < N , for i = 1 , 2 , ... , N * M , motion vector represents a specific motion direction and 

distance . 
( 3e ) The output of the generator can be expressed as ( 1 if x ; == k else 0 ) ) = 1 , Vk € Z * , 1 sksN . follows : 

{ ; 

( N * M 

i = i 

20 

a 
25 

a 12 

G ( xcursz , L ) = L · G _ { [ % cur1,27 ] ) ; 
( 3f ) Use a cross - entropy loss function as a loss function of 

the generator , use Adam algorithm as an optimization algo 
rithm , and set a learning rate to 0.001 . 

Step 4 : As shown in FIG . 1 , randomly initialize the current 
solution denoted as a set Scur through global random search , 
and initialize the step size . 

( 4a ) In global random search ( denoted as GS ) , randomly 
sample solutions through standard Gaussian distribution , 
and then use the following formula to move the solutions to 
a solution space : 

30 

gaussian ( 0,1 ) ; 

a 
35 U 

cur 

40 

Step 2 : Establish a network structure of a discriminator . 
( 2a ) As shown in FIG . 3 , the discriminator receives two 

input solutions x , and X2 , and outputs D ( X1 , X2 ) . An output 
nearer to 1 indicates a higher probability that a fitness value 
of x is better than a fitness value of x? , that is , F ( x2 ) sF ( x1 ) ; 
an output farther from 1 indicates a higher probability that 
the first solution is better than the second solution . 

( 2b ) For the two input solutions Xi and X2 , use a same 
4 - layer fully connected network ( denoted as Di ) to extract 
features . The dimension of an input layer of the fully 
connected network is the solution dimension ( that is , the test 
dimension ) , the dimension of the second layer is 64 , the 
dimension of the third layer is 64 , and the dimension of the 
fourth layer is 10. An activation function of each layer is a 
rectified linear unit ( ReLU ) . The fully connected network 
receives the two input solutions x? and X2 , and extracts two 
10 - dimensional vectors as their respective features . 

( 2c ) Subtract the vector of the first solution from the 
vector of the second solution . 

( 2d ) Send a vector obtained after the subtraction to a 
3 - layer fully connected network . The dimension of an input 
layer of the fully connected network ( denoted as D. ) is 10 , 
the dimension of the second layer is 10 , and the dimension 
of the third layer is 1. An activation function of the second 
layer is an ReLU , and an activation function of an output 
layer is Sigmoid . After receiving a 10 - dimensional vector 
obtained after the subtraction in ( 2c ) , the fully connected 
network finally outputs a scalar ranging from 0 to 1 . 

( 2e ) The output of the discriminator can be expressed as 
follows : 

D ( ** ) = D DAX ) -D / ( x1 ) ) ; 
( 2f ) Use a cross - entropy loss function as a loss function of 

the discriminator , use Adam algorithm as an optimization 
algorithm , and set a learning rate to 0.001 . 

Step 3 : Establish a network structure of a generator . 
( 3a ) As shown in FIG . 4 , the generator receives inputs 

such as a current solution ( denoted as Xcur ) , noise ( denoted 
as z ) , and a step size ( denoted as L ) , and outputs a motion 
vector G ( Xcur , Z , L ) . The motion vector is used to guide how 60 
the current solution moves to obtain a better fitness value . 
This vector will be added to the input current solution to 
generate a new solution . 

( 3b ) Connect the input current solution Xcur and noise z to 
obtain a new vector whose dimension is equal to the sum of 65 
the solution vector dimension and the noise vector dimen 
sion . 

GS ( xgs ) = B + ( Bu - B , ) ** g * g 
where B , and B , represent an upper limit and a lower limit 

of the domain D of the test function , and P gaussian ( 0,1 ) 
represents standard Gaussian distribution . 

( 4b ) For current solutions Xcur in the set S calculate 
corresponding fitness values F ( xcur ) , and sort them in 
ascending order of the fitness values to obtain an optimal 
current solution Xbest and its fitness value F ( Xbest ) . 

( 4c ) Initialize the step size L = 50 , record the fitness value 
Lbest_F = F ( Xbest ) of the optimal current solution , and set an 
internal counter Lent for reducing the step size to 0 . 

Step 5 : Generate a data set Ty for training the discrimi 
nator , as shown in FIG . 1 . 

( 5a ) Use the generator , local random search , and global 
random search respectively to generate a new solution x 
based on the current solution Xcur EScur selected from a 
current solution set Xcu , ES cur , and calculate a fitness value . 
Compare the generated solution with the current solution , 
and label it as 0 or 1 based on their fitness values as the data 
for training the discriminator . 

( 5b ) Generator ( denoted as GE ) : Use the generator to 
generate a motion vector based on the current solution and 
add it to the current solution to obtain a generative solution . 
This can be expressed as follows : 

D 45 

* gen 

50 CUT ? 

55 
a 

GE ( xcur ) = xcur + G ( xcurz , L ) , z ~ P gaussian ( 0,1 ) ; 
( 50 ) Local random search ( denoted as LS ) : Perform 

random Gaussian sampling around the current solution to 
obtain a generative solution . This can be expressed as 
follows : 

LS ( xcur ) = xcur + L * d , d - P gaussian ( 0,1 ) ; 
( 50 ) Global random search : Perform it as described in 

( 4a ) . 



a 
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( 5e ) Combine the solutions generated by using the three Step 7 : As shown in FIG . 1 , train the generator . 
methods to obtain a new solution , and calculate its fitness ( 7a ) Set the network parameter of the discriminator to 
value . un - trainable , and connect the discriminator to the generator , 

( 5f ) Pair the new solution and a current solution based on to form a network C , of which input is the input of the 
which the new solution is generated , and compare their 5 generator , and output is the output of the discriminator . The specific connection method is as follows : fitness values , and if a fitness value of the new solution is Step 1 : enter the current solution , noise , and step size into less than a fitness value of the current solution , label the data the generator and run the generator . 
pair as 1 , otherwise , label it as 0 . Step 2 : add a motion vector generated by the generator to ( 5g ) The generated training data can be expressed as the current solution to obtain a generative solution . 
follows : Step 3 : use the current solution and the generative solu 

tion obtained in step 2 as the inputs of the discriminator , and 
TD = { ( xcur » xgen , 1 if F ( xgen ) < F ( xcur ) else 0 ) } , use the output of the discriminator as the output of the 

network C. where Xgen - GS ( Xg ) , GE ( Xcur ) , LS ( xcur ) , Xcu Escur 
Step 6 : As shown in FIG . 1 , use a training set Ty to train 15 The output of C can be expressed as follows : 

the discriminator . C ( Ceurz , L ) = D ( xcurkeur + G ( Xeurz , L ) ) ; 
( 6a ) Sequentially take m pieces of training data { ( xcur ' , ( 76 ) Use current solutions batch - sampled from Scur , ran 

Xgen ' , y ' ) , i = 1 , 2 , ... , m } in batches from the training set TD dom Gaussian noise , and a step size as inputs of C , and run 
and calculate a loss function : C to obtain output C ( cc z , L ) . 

( 70 ) Calculate a loss function of the network C : 

10 

gs ?? 

D 

? 

a cury 
20 

7 

lossd 5 y ** log ( D ( xcur , xgen ) ; = — 
? 

i = 1 lossc -? 1 * log ( C ( xcur , z , L ) ) , 
i = 1 25 

1 
V 8D = ?? lossd m 

( 6b ) Calculate a gradient based on the loss function : 
where m is a quantity of samples each time . 
( 70 ) Calculate a gradient based on the loss function 

( because the network parameter of the discriminator is set to 
30 un - trainable , the network parameter of C is the network 

parameter of the generator ) : 
where by represents a network parameter of the discrimi 

nator . 
( 60 ) Use Adam algorithm to update the network parameter 35 8G = Vec lossc , m 

of the discriminator : 

D 

G where og represents the network parameter of the gen 
erator . 

( 70 ) Update the network parameter of the generator G : 
? Op = Op - u 
À +8 40 

? 0g = 0g - - † + 
where u is a learning step size , which is set to 0.001 in the 

present invention ; 8 is a small constant for numerical sta 
bility , which is set to le - 7 in the present invention ; § 45 
represents correction of the first - moment deviation ; and i 
represents correction of the second - moment deviation . The 
calculation formulas are as follows : 

50 

The settings and calculation methods of u , 8 , ? , and i are 
described in ( 6c ) . 

Step 8 : As shown in FIG . 1 , select and retain current 
solutions . 

( Sa ) Combine a current solution set and a generative 
solution set to form a candidate solution set Scandidate 

( 86 ) For each solution in the candidate solution set , 
calculate its retention probability based on the order of its 
fitness value in all candidate solutions : 

S = pis + ( 1 - Pi ) gD , 

r = P2r + ( 1 - P2 ) 8D O D , 
S 

? = 1 - pi 55 
r 

IF ( x ) 
= 

60 IF ( xi ) 
i = 1 

1-2 
Pretain ( x ) || Scandidatell 

where pi and P2 are exponential attenuation rates of 
moment estimation , which are set to 0.9 and 0.999 in the 
present invention ; t is the number of batches , which is 
initialized to o before training , and increases by 1 upon where rF ( x ) represents the order of a fitness value of 
update of each batch ; and s and t are variables of the first solution x in all candidate solutions arranged in ascending 
moment and the second moment , which are initialized to 0 65 order ; || Scandidatell represents a size of the candidate solution 
before training , and updated according to the foregoing set ; and a is a parameter that controls the probability 
formula each time . distribution , where a larger value of a indicates a higher 



0 
a 

1 T = 5 10 

0 

a 

2 
a 

10 
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retention probability of a solution with a small fitness value 
and a lower retention probability of a solution with a large N = 3 , M = 2 , 
fitness value ; and a is set to 3 in the present invention . 10 ( 80 ) Select a solution based on the retention probability of 
each solution , retain the selected solution , and update Scur 

Step 9 : As shown in FIG . 1 , reduce the step size L. 10 10 

( 9a ) Check whether a difference between a fitness value of 
an optimal solution x * in the current Scur and Lbest f is less Through the foregoing steps , an optimal solution x = [ 1 , 2 , than a sufficiently small constant : 0 , 3 , 0 , 0 ] is obtained , corresponding to the following 

\ F ( ** ) - Lbestp | se , optimization scheme : delivery person 1 delivers goods to 
locations 1 and 2 , and delivery person 2 delivers goods to where ? is a sufficiently small constant , which is set to location 3. This is the optimal delivery scheme . 

le - 8 in the present invention . If so , perform ( 9b ) ; otherwise , In specific implementation , a CEC2013 real function test 
set Lent to O and perform ( 9c ) . set is selected as a test function set to further verify the 

( 9b ) Increase Lent by 1 , check whether Lent is greater than 15 method in the present invention . The test function set 
a specified threshold T , and if so , multiply the step size L by contains 28 real functions , of which the first 5 functions are 
an attenuation factor y : single - mode functions and the last 23 functions are multi 

mode functions . The domain is defined as having a value 
L = L * y , if Lent > T , between -100 and 100 on any dimension . The test dimen 

In the present invention , the threshold T is set to 50 , and 20 absolute difference between an algorithm optimal solution sion is set to 30 , and the noise dimension is set to 10. An 
the attenuation coefficient y is set to 0.6 . If not so , perform and an actual optimal solution is used as an evaluation 
step ( 9c ) . criterion . The test platform used in the present invention 

( 90 ) Update Lbest best_F to the fitness value F ( x * ) of the uses NVIDIA GeForce GTX TITAN X and runs on Ubuntu 
optimal solution x * in the current Scur 14.04.5 LTS , with Python 3.5 and Tensorflow 1.3.0 . 

Step 10 : As shown in FIG . 1 , determine whether the Specific test parameter settings are as described above . 
number of current iterations reaches the maximum number Four other algorithms , including artificial bee colony 
of iterations , and if so , output the optimal current solution ; ( ABC ) , particle swarm optimization ( SPSO ) , differential 
otherwise , go back to step ( 5 ) . evolution ( DE ) , and guided fireworks algorithm ( GFWA ) , 

In the present invention , a simple logistics distribution are selected for comparison . The average value results of 51 
simulation experiment is designed , with the following validations on the CEC2013 real function test set are shown 
parameter settings : in Table 1 . 

25 

TABLE 1 

Average optimization results and average ranking of the 
present invention and the four selected methods 

CEC2013 GAN - O ABC SPSO DE GFWA 

0.00E + 00 
4.36E + 05 
3.68E + 07 
1.40E + 04 
9.43E - 04 

2.4 

0.00E + 00 
6.20E + 06 
5.74E + 08 
8.75E + 04 
0.00E + 00 

3.4 

0.00E + 00 
3.38E + 05 
2.88E + 08 
3.86E + 04 
5.42E - 04 

2.6 

1.89E - 03 
5.52E + 04 
2.16E + 06 
1.32E - 01 
2.48E - 03 

2.8 

0.00E + 00 
6.96E + 05 
3.74E + 07 
5.00E - 05 
1.55E - 03 

2.6 

1 
2 
3 
4 
5 

Average ranking 
( single - mode ) 

6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 

Average ranking 
( multi - mode ) 

Average ranking 
( all ) 

1.89E + 01 
4.10E + 01 
2.09E + 01 
1.56E + 01 
2.23E - 02 
8.66E + 01 
7.76E + 01 
1.63E + 02 
3.27E + 03 
3.04E + 03 
1.31E - 01 
1.24E + 02 
1.22E + 02 
4.53E + 00 
1.32E + 01 
2.76E + 02 
3.84E103 
3.67E + 03 
2.53E + 02 
2.75E + 02 
2.00E + 02 
7.85E + 02 
3.41E + 02 

2.17 

1.46E + 01 
1.25E + 02 
2.09E + 01 
3.01E + 01 
2.27E - 01 
0.00E + 00 
3.19E + 02 
3.29E + 02 
3.58E - 01 
3.88E + 03 
1.07E + 00 
3.04E + 01 
3.04E + 02 
2.62E - 01 
1.44E + 01 
1.65E + 02 
2.41 E + 01 
4.95E + 03 
2.90E + 02 
3.06E + 02 
2.01E + 02 
4.16E + 02 
2.58E + 02 

2.96 

3.79E + 01 
8.79E + 01 
2.09E + 01 
2.88E + 01 
3.40E - 01 
1.05E + 02 
1.04E + 02 
1.94E + 02 
3.99E + 03 
3.81E + 03 
1.31E + 00 
1.16E + 02 
1.21E + 02 
9.51E + 00 
1.35E + 01 
3.09E + 02 
4.30E + 03 
4.83E + 03 
2.67E + 02 
2.99E + 02 
2.86E + 02 
1.00E + 03 
4.01E + 02 

4.00 

7.82E + 00 
4.89E + 01 
2.09E + 01 
1.59E + 01 
3.24E - 02 
7.88E + 01 
8.14E + 01 
1.61E + 02 
2.38E + 03 
5.19E + 03 
1.97E + 00 
9.29E + 01 
2.34E + 02 
4.51E + 00 
1.43E + 01 
3.20E + 02 
1.72E + 03 
5.28E + 03 
2.47E + 02 
2.80E + 02 
2.52E + 02 
7.64E + 02 
4.02E + 02 

2.83 

3.49E + 01 
7.58E + 01 
2.09E + 01 
1.83E + 01 
6.08E - 02 
7.50E + 01 
9.41E + 01 
1.61E + 02 
3.49E + 03 
3.67E + 03 
1.00E - 01 
8.49E + 01 
8.60E + 01 
5.08E + 00 
1.31 E + 01 
2.59E + 02 
4.27E + 03 
4.32E + 03 
2.56E + 02 
2.89E + 02 
2.05E + 02 
8.15E + 02 
3.60E + 02 

2.57 

2.21 3.04 3.75 2.82 2.57 
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Test results show that the present invention achieves zation problem specifically comprises : determining the test 
better results than the other four algorithms , which demon- function , namely a function representing the function opti 
strates the validity of the method proposed by the present mization problem of the application ; determining the test 
invention . dimension ; and setting the noise dimension ; 

It should be noted that the embodiment is intended to help 5 ( la ) determining a to - be - optimized test function , com 
further understand the present invention , but those skilled in prising a function expression , a domain denoted as D , the art can understand that various replacements and modi and a function input dimension denoted as || * || , wherein fications may be made without departing from the spirit and after an independent variable x meeting requirements is scope of the present invention and the claims . Therefore , the input , the test function outputs a fitness value F ( x ) of present invention is not limited to the content disclosed in 10 
the embodiment , and the protection scope of the present the independent variable ; 
invention shall be subject to the protection scope of the ( 1b ) setting a test dimension || x | l , namely the function 

input dimension ; and claims . 
What is claimed is : ( 1c ) setting a noise dimension || || that controls the size of 
1. A generative adversarial network - based optimization 15 a noise vector and is connected to an input solution as 

( GAN - O ) method , comprising : an input when the generative network generates the 
( A1 ) transforming an application into a function optimi solution . 

zation problem ; 3. The GAN - O method according to claim 1 , wherein the 
( A2 ) establishing a GAN - based function optimization application in step ( A1 ) comprises but is not limited to 
model according to a test function and a test dimension 20 logistics distribution , machine learning or deep learning . 
of the function optimization problem , comprising con- 4. The GAN - O method according to claim 1 , wherein for 
structing a generator G and a discriminator D based on the logistics distribution problem , step ( A1 ) aims to opti 
the GAN , wherein mize the logistics speed or efficiency by using the existing 

inputs of the discriminator D are two vectors whose sizes facilities , so that the total logistics speed is the highest or the 
are the same as the test dimension ; and an output is a 25 total distribution time is the shortest ; and specifically , 
scalar whose value is 1 or 0 , indicating whether a latter there are a total of M delivery persons in one distribution 
vector is better than a former vector ; station , the delivery speed of each delivery person is the an input of the generator is a vector whose size is the test same , N locations are covered by the distribution dimension plus a noise dimension ; and an output is a station , and distances between every two distribution vector indicating a guiding direction , whose size is 30 locations form matrix T , wherein T ( ij ) represents the equal to the test dimension ; and time for a delivery person to go from location i to training the function optimization model by training the location j ; and transforming the logistics distribution discriminator and the generator , to obtain a trained 
function optimization model ; problem into a discrete function optimization problem 

( A3 ) using the trained function optimization model for 35 specifically comprises the following operations : 
iterative calculation ; S1 : designing a coding scheme for solutions to form a 

( A31 ) before iteration , randomly initializing a current code x ; € | N || , i = 1,2 , ... , M of a solution , which 
solution ; specifically comprises : 

( A32 ) performing the following operations during each ( Sla ) sorting locations assigned to delivery persons to 
iteration : form a digital code string denoted as X? € | N || , 

( A321 ) sampling a motion vector from the generator , i = 1,2 , ... , M , wherein x , represents a location assigned 
calculating a generative solution , performing estima- to the i - th delivery person ; M is a total quantity of 
tion by using a fitness value function , calculating a loss delivery persons ; the maximum dimension of x ; is || N || ; 
function of the discriminator , and updating network and if a quantity of locations assigned to a delivery 
parameters of the discriminator ; person is less than N , zero is filled to an unassigned 

( A322 ) determining the network parameters of the dis location , indicating that no delivery is required ; 
criminator , connecting the discriminator to the genera ( S1b ) connecting codes of M delivery persons to form a 
tor , calculating a loss function of the generator , and complete solution : x = [ X1 , X2 , XM ] ; 
updating network parameters of the generator accord- S2 : determining a solution space , namely the domain , 
ingly ; wherein : 

( A323 ) using the generator to generate a new solution and ( S2a ) the dimension of the solution is equal to the sum of 
combine it with the current solution to obtain all delivery codes of each delivery person , that is , || XEN * 
candidate solutions ; M ; 

( A324 ) calculating fitness values of all the candidate ( S2b ) a value of x ; ranges from 0 to N , wherein 0 
solutions , and assigning retention probabilities based 55 represents that no delivery is required ; a number rang 
on the fitness values ; ing from 1 to N indicates delivery to a location repre 

( A325 ) selecting , based on the retention probabilities , sented by the number , and the number can appear only 
solutions with a same quantity as the current solutions once in all dimensions of this solution ; and the dimen 
from the candidate solutions as new current solutions ; sion of the solution is expressed as follows : 
and 

( A326 ) stopping iteration when a maximum number of 
iterations is reached , wherein the solutions retained in X ; EZ , 0 < x ; < N , for i = 1 , 2 , ... , N * M , 
this case are optimal solutions ; 

through the foregoing steps , optimal solutions are ( 1 if x ; == k else ( ) = 1 , Vk EZ , 15ks N. obtained based on the GAN . 
2. The GAN - O method according to claim 1 , wherein step 

( A1 ) of transforming an application into a function optimi 

40 

45 

50 

60 

( N * M 

65 i = i 
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wherein Z * represents a set of positive integers , N is a wherein the dimension of an input layer of G , is equal to 
quantity of locations , and M is a quantity of delivery the sum of the dimension of the solution vector and the 
persons ; dimension of a noise vector , the dimension of the 

S3 : determining an objective function , namely the test second layer is 64 , and the dimension of an output layer 
function , wherein is equal to the dimension of the solution vector ; an 

M delivery persons deliver goods at the same time , and activation function of the second layer is an ReLU , and 
the total delivery time is the time spent by a delivery an activation function of the output layer is a hyper 
person who completes the delivery last , that is , an bolic tangent function ( Tanh ) ; 
objective function is expressed as follows : ( 3c ) calculating the dot product of the direction vector 

obtained in ( 3b ) and the input step size , to obtain a 
motion vector as the final output of the entire generator , 
wherein the motion vector represents a specific motion 

T ( x ) = maxxo ( XiuN + j , XiuN + j + 1 ) direction and distance , and is used guide how the 
current solution moves to obtain a better fitness value ; 

( 3d ) expressing the output of the generator as follows : 

10 

N - 1 
N - 1 

15 wherein 

t ( k , 1 ) = { T ( k , 1 ) , if k > 1 and 1 > 1 
0 , else 

20 

2 

G ( xcur , z , L ) = L - G4 ( [ xcur ?, T , Z ? ] ] ) ; 
( 3e ) using a cross - entropy loss function as the loss func 

tion of the generator , and using Adam algorithm as an 
optimization algorithm . 

7. The GAN - O method according to claim 1 , wherein step 
( A31 ) of randomly initializing a current solution Scur 
through global random search , and initializing a step size L 
specifically comprises the following operations : 

( 4a ) in global random search GS , randomly sampling 
solutions through standard Gaussian distribution , and 
then using formula 1 to move the solutions to a solution 
space : 

) 25 

X2 X 

30 
* gs Formula 1 gaussian ( 0,1 ) 

gaussi an ( 0,1 ) represents that x gs 
and B 

U 

k , 1 are Xi + N + j ? Xi + N + j + 1 : 
5. The GAN - O method according to claim 1 , wherein step 

( A2 ) of establishing a network structure and a loss function 
of the discriminator , and receiving , by the discriminator D , 
two input solutions X and X2 , and outputting D ( X1 , X2 ) , 
wherein the output presents comparison between fitness 
values of x2 and x1 , specifically comprises the following 
operations : 

( 2a ) for the two input solutions X? and X2 , using a 4 - layer 
fully connected network to extract features , wherein the 
dimension of an input layer of D , is the dimension of 
the solution , namely the test dimension ; the dimension 
of the second layer is 64 , the dimension of the third 
layer is 64 , and the dimension of the fourth layer is 10 ; 
and an activation function of each layer is a rectified 
linear unit ( ReLU ) , that is , Xi and X , are received 
through De two 10 - dimensional vectors are extracted 
as features of x , and xz ; 

( 2b ) performing subtraction between the two extracted 
vectors ; 

( 2c ) sending a vector obtained after the subtraction to a 
3 - layer fully connected network De , wherein the 
dimension of an input layer of D is 10 , the dimension 
of the second layer is 10 , and the dimension of the third 
layer is 1 ; an activation function of the second layer is 
an ReLU , and an activation function of an output layer 
is Sigmoid ; and finally a scalar ranging from 0 to 1 is 
output through Dc ; 

( 2d ) expressing the output of the discriminator as follows : 

35 

curs 

1 

40 

45 

GS ( xgs ) = B : + ( Bu - B ; ) * x & gs 
wherein xgs - P is randomly 

sampled through standard Gaussian distributio 
and B , represent an upper limit and a lower limit of the 
domain D of the test function ; 

( 4b ) for current solutions Xcur in the set S using the test 
function to calculate corresponding fitness values 
F ( xcur ) , and sorting them in ascending order of the 
fitness values to obtain an optimal current solution Xbest 
and its fitness value F ( Xbest ) ; and 

( 4c ) initializing the step size L to 50 , setting a currently 
optimal fitness value Lbestp recorded in a step controller 
to F ( Xbest ) , and setting a counter Lent of the step 
controller to 0 . 

8. The GAN - O method according to claim 1 , wherein the 
training the function optimization model and using a trained 
model for iterative calculation specifically comprises the 
following operations : 

( 5 ) generating a data set T , for training the discriminator : 
( 5a ) using the generator ( GE ) , local random search ( LS ) , 

and global random search ( GS ) respectively to generate 
a new solution Xgen based on the current solution Xcur 
selected from a current solution set Scur , and calculat 
ing a fitness value of Xgen ; 

comparing the generated new solution Xgen with the cur 
rent solution Xcur based on which the new solution is 
generated , and labeling it based on fitness values ( label 
ing it as 1 when a fitness value of xgen is greater than 
that of Xcur ; otherwise , labeling it as 0 ) as the data for 
training the discriminator ; 

( 5b ) combining the solutions generated by using the three 
methods to generate a new solution , and calculating its 
fitness value ; 

( 5c ) combining the new solution obtained in ( 5b ) and the 
current solution based on which the new solution is 
generated into a data pair , and comparing their fitness 
values , and if a fitness value of the new solution is less 

D 

50 

a 

D ( x1 , x2 ) = D . ( D4x2 ) -D , ( * 1 ) ) ; 
( 2e ) using a cross - entropy loss function as the loss func 

tion of the discriminator , and using Adam algorithm as 
an optimization algorithm . 

6. The GAN - O method according to claim 1 , wherein step 55 
( A2 ) of establishing a network structure and a loss function 
of the generator , wherein the generator G receives inputs , 
comprising a current solution Xcur , noise z , and a step size L , 
and outputs a motion vector G ( Xcur Z , L ) , specifically 
comprises the following operations : 

( 3a ) connecting the input current solution Xcur and the 
noise z to obtain a vector whose dimension is equal to 
the sum of the test dimension and the noise dimension ; 

( 3b ) sending the vector to a 3 - layer fully connected 
network Gd , and outputting a direction vector with the 65 
same dimension as a solution vector to guide subse 
quent motion directions ; 

60 
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than a fitness value of the current solution , labeling the ( 70 ) calculating a gradient go based on the loss function 
data pair as 1 , otherwise , labeling it as 0 ; according to formula 10 , wherein a network parameter 

( 5d ) generating the training data set T , which is of C is the network parameter of the generator : 
expressed as follows : 

D : 

5 

Formula 4 1 Formula 10 
& G = - Vog lossc To = { ( xcurs Xgen , 1 if F ( xgen ) sF ( xeur ) else ( ) } 

wherein Xgen - GS ( Xgs ) , GE ( Xcur ) , LS ( Xcur ) , Xcur € Scurs 
( 6 ) using the training set T , to train the discriminator : 
( 6a ) sequentially taking m pieces of training data { ( xcur ' , 

Xgen ' , y ' ) , i = 1,2 , ... , m } in batches from the training 
set TD , and calculating a loss function according to 
formula 5 : 

10 G 

? 

wherein 0g represents the network parameter of the gen 
erator ; 

( 7e ) updating the network parameter of the generator G 
according to formula 11 : 

Formula 5 i 
15 

? Formula 11 
Og = 0G - 

lossp = - : = 1 , * log ( D ( xcur ' , Xgen ' ) ) 
wherein D represents the discriminator , and D ( xcur ' , Xgen ) 

represents an output of the discriminator when inputs 
and 

( 6b ) calculating a gradient & d , based on the loss function 
according to formula 6 : 

to are cur i i . ?gen 2 

20 

1 Formula 6 
8D = Ved lossd 

( 8 ) selecting and retaining current solutions by perform 
ing the following steps : 

( 8a ) combining a current solution set and a generative 
solution set to form a candidate solution set Scandidate ; 

( 8b ) for each solution in the candidate solution set , 
calculating its retention probability based on the order 
of its fitness value in all candidate solutions , as shown 
in formula 11 : 

m 

25 

D wherein en represents a network parameter of the dis 
criminator ; 

( 60 ) updating the network parameter of the discriminator 
by using Adam algorithm : 

30 , Formula 11 
retain ( 3 ) || Scandidatell 

? Formula 7 ? ??? ; ) -a 

Op = Op - u 
f + 

35 

40 

wherein u is a learning step size , which is set to 0.001 in 
the present invention ; 8 is a small constant for numeri 
cal stability ; ? represents correction of the first - moment 
deviation ; and i represents correction of the second 
moment deviation ; 

( 7 ) training the generator by performing the following 
operations : 

( 7a ) setting the network parameter of the discriminator to 
un - trainable , and connecting the discriminator to the 
generator to obtain a network C , of which input is the 45 
input of the generator , and output is the output of the 
discriminator , wherein the specific connection method 
is as follows : 

step 1 : entering the current solution , noise , and step size 
into the generator and running the generator ; 

step 2 : adding a motion vector generated by the generator 
to the current solution to obtain a generative solution ; 

step 3 : using the current solution and the generative 
solution obtained in step 2 as the inputs of the discrimi 
nator , and using the output of the discriminator as the 55 
output of the network C , as shown in formula 8 : 

wherein Pretain ( x ) represents a retention probability of 
solution x ; if ( x ) represents the order of a fitness value of 
solution x in all candidate solutions arranged in ascend 
ing order ; || Scandidate || represents a size of the candidate 
solution set ; and a is a parameter that controls the 
probability distribution ; 

( 8c ) selecting a solution based on the retention probability 
of each solution , retaining the selected solution , and 
updating Scuri 

( 9 ) reducing a step size L by performing the following 
steps : 

( 9a ) checking whether a difference between a fitness value 
of an optimal solution x * in the current Scur and Lbest_F 
is less than a sufficiently small constant : 

50 

Formula 8 C ( Ceur 2 , L ) = D ( xcurs Xcur + G ( Xeur , z , L ) ) 
( 7b ) using current solutions batch - sampled from Scur 60 
random Gaussian noise , and a step size as inputs of C , 
and running C to obtain output C ( ccur , Z , L ) ; 

( 70 ) calculating a loss function of the network C accord 
ing to formula 9 : 

| F ( x * ) - L bestf s? , 
wherein ? is a sufficiently small constant ; 
if so , performing ( 9b ) ; otherwise , setting Lent to 0 and 

performing ( 9c ) ; 
( 9b ) increasing Lent by 1 , checking whether Lent is greater 

than a specified threshold T , and if so , multiplying the 
step size L by an attenuation factor Y ; 

( 9c ) updating Lbest F to the fitness value F ( x * ) of the 
optimal solution x “ in the current Scurs and 

( 10 ) determining whether the number of current iterations 
reaches the maximum number of iterations , and if so , 
outputting the current optimal solution ; otherwise , 
going back to step ( 5 ) . 

9. The GAN - O method according to claim 8 , wherein step 
( 5a ) of using the generator G to generate a solution com 
prises : using the generator to generate a motion vector based 

65 
m 1x Formula 9 loss = -2 ; = " 1 * log ( C ( xeur , z , L ) ) 

wherein m is a quantity of samples each time ; 
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on the current solution Xcur , and adding it to the current 
solution to obtain a generative solution ; and the specific 
steps are as follows : 

step 1 : performing random sampling through standard 
Gaussian distribution to obtain a noise vector ; 

step 2 : inputting the current solution , the noise vector 
obtained in step 1 , and a step size into the generator , 
and running the generator to generate the motion vec 
tor ; 

step 3 : adding the motion vector obtained in step 2 to the 10 
current solution to obtain the generative solution , as 
shown in Formula 2 : 

5 

GE ( X cur ) = xcur + G ( Xeur , Z , L ) , z ~ P Formula 2 gaussian ( 0,1 ) 

wherein z represents the noise vector ; and L represents the 15 
step size . 

10. The GAN - O method according to claim 8 , wherein 
step ( 5a ) of using local random search to obtain a generative 
solution comprises : performing random Gaussian sampling 
around the current solution Xcur to obtain the generative 20 
solution ; and the specific steps are as follows : 

step 1 : performing random sampling through standard 
Gaussian distribution to obtain a direction vector ; 

step 2 : multiplying the direction vector obtained in step 1 
by the step size to obtain a motion vector ; and 

step 3 : adding the motion vector obtained in step 2 to the 
current solution to obtain the generative solution , as 
shown in formula 3 : 

a 25 

gaussian ( 0,1 ) 
30 

LS ( xcur ) = xcur + L * d , d ~ P , Formula 3 

wherein d represents the direction vector ; and L represents 
the step size . 


