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(57) ABSTRACT

A system and method for spoken language understanding
using recurrent neural networks (“RNNs”) is disclosed. The
system and method jointly performs the following three
functions when processing the word sequence of a user
utterance: (1) classify a user’s speech act into a dialogue act
category, (2) identify a user’s intent, and (3) extract semantic
constituents from the word sequence. The system and
method includes using a bidirectional RNN to convert a
word sequence into a hidden state representation. By pro-
viding two different orderings of the word sequence, the
bidirectional nature of the RNN improves the accuracy of
performing the above-mentioned three functions. The sys-
tem and method includes performing the three functions
jointly. The system and method uses attention, which
improves the efficiency and accuracy of the spoken language
understanding system by focusing on certain parts of a word
sequence. The three functions can be jointly trained, which
increases efficiency.
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SPOKEN LANGUAGE UNDERSTANDING
SYSTEM AND METHOD USING
RECURRENT NEURAL NETWORKS

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application is related to co-pending U.S. Pat-
ent Application Number (Attorney Docket Number
164-1004), filed on Jun. 14, 2018, which is hereby incor-
porated by reference in its entirety.

TECHNICAL FIELD

[0002] The present disclosure generally relates to spoken
language understanding. More specifically, the present dis-
closure generally relates to a system and method for spoken
language understanding using recurrent neural networks
(“RNNs”).

BACKGROUND

[0003] Spoken language understanding systems interpret
the word sequences of user utterances. For example, spoken
language understanding systems are used by task-oriented
virtual agents. Virtual agents are computer-generated agents
that can interact with users. Goal- or task-oriented virtual
agents may communicate with human users in a natural
language and work with or help the users in performing
various tasks. The tasks performed by a virtual agent can
vary in type and complexity. Exemplary tasks include infor-
mation retrieval, rule-based recommendations, as well as
navigating and executing complex workflows. Informally,
virtual agents may be referred to as “chatbots.” Virtual
agents may be used by corporations to assist customers with
tasks such as booking reservations and working through
diagnostic issues (e.g., for solving an issue with a computer).
Using virtual agents may offer a corporation advantages by
reducing operational costs of running call centers and
improving the flexibility with which a company can increase
the number of available agents that can assist customers.

[0004] Spoken language understanding systems help vir-
tual agents determine what the human user desires. The
spoken language understanding system converts the word
sequences of user utterances to a hidden state representation
of its meaning that the virtual agent can utilize. Then, the
spoken language understanding system assigns a meaning to
the hidden state representation that a downstream compo-
nent of the virtual agent, such as a dialogue manager, can use
to respond to the human user. Typically, a spoken language
understanding system used in the context of task-oriented
virtual agents performs three functions when processing a
word sequence of a user utterance: (1) classify a user’s
speech act into a dialogue act category, (2) identify a user’s
intent, and (3) extract semantic constituents from the word
sequence. The spoken language understanding system usu-
ally separately performs one of these three functions at a
time. Performing one function at a time limits the speed with
which the spoken language understanding system can pro-
cess a user utterance. Additionally, performing one function
at a time limits the accuracy of each function. Finally,
separately training for each of the three functions limits the
speed with which the training can be completed.

[0005] There is a need in the art for a system and method
that addresses the shortcomings discussed above.
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SUMMARY

[0006] A system and method for spoken (or natural)
language understanding using RNNs is disclosed. The sys-
tem and method solves the problems discussed above by
using RNNs to jointly perform the following three functions
when processing a word sequence of a user utterance: (1)
classify a user’s speech act into a dialogue act category, (2)
identify a user’s intent, and (3) extract semantic constituents
from the word sequence (e.g., slot filling). Performing the
three functions jointly increases the efficiency of the spoken
language understanding system by eliminating the need to
wait on one function before performing the next function.
Furthermore, performing the three functions jointly also
improves the accuracy of each function because the pro-
cessing of each function can inform the processing of the
other functions. Additionally, performing the three functions
jointly can reduce computational resources (and/or compu-
tation time) by reducing the number of calculations that
must be made through the neural network. These resource
and time savings may be significant when the neural net-
works used are sufficiently large.

[0007] In addition to performing the three above-men-
tioned functions in an interactive way with one another, the
system is trained for the three above-mentioned functions in
a joint, interactive way. Training the three functions jointly
is at least two to three times faster than training a system that
trains the three functions separately.

[0008] The system and method includes using a bidirec-
tional RNN to convert a word sequence, e.g., text of a user
utterance, into a hidden state representation of its meaning.
The bidirectional nature of the RNN provides two different
orderings of the word sequence. The structure of the bidi-
rectional RNN allows the next layer (e.g., the forward RNN)
to have both backward and forward information about the
word sequence at every time step. In other words, the
bidirectional RNN passes information about the past and
future of the word sequence to the next layer. This additional
information improves the accuracy with which the spoken
language understanding system performs the above three
functions.

[0009] The system and method includes using a forward
attention-based RNN to perform the above three functions
jointly. The attention-based nature of the forward attention-
based RNN improves the efficiency and accuracy of the
spoken language understanding system by telling the for-
ward attention-based RNN which portions of the hidden
state representation to focus on. By focusing on more helpful
portions of a hidden state representation rather than less
helpful portions of the same, the forward attention-based
RNN does not waste time on less helpful portions. Addi-
tionally, focusing on more helpful portions of a hidden state
representation causes the spoken language understanding
system to calculate a more accurate result in a shorter
amount of time.

[0010] In some embodiments, the bidirectional RNN may
comprise an LSTM or, alternatively, a GRU that controls
how information is passed down from layer to layer of the
spoken language understanding system. Similarly, in some
embodiments, the forward RNN may comprise an LSTM or,
alternatively, a GRU that controls how much information is
passed down from layer to layer. Controlling how informa-
tion is passed down from layer to layer increases the
accuracy and efficiency of slot filling, finding the user intent,
and classifying the word sequence by providing useful
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information during each time step while eliminating infor-
mation that is irrelevant to the respective time step.

[0011] In one aspect, the disclosure provides a method of
using a spoken language understanding system. The method
may include receiving a word sequence. The word sequence
may include a first word and a second word provided in a
forward direction in which the first word comes before the
second word. The method may include processing the word
sequence through a bidirectional RNN to generate a bidi-
rectional RNN output, including a forward hidden state
representation and a backward hidden state representation
for each word of the word sequence. The method may
include applying a context vector to the bidirectional RNN
output to generate a weighted bidirectional RNN output. The
method may include processing the weighted bidirectional
RNN output through a forward RNN to generate forward
RNN output. The method may include using the forward
RNN output to generate actual slot information, including
slot names and slot values related to the word sequence. The
method may include processing the forward RNN output
through a first softmax classifier to determine an actual
intent related to the word sequence. The method may include
processing the forward RNN output through a second soft-
max classifier to determine an actual dialogue act category
related to the word sequence.

[0012] In another aspect, generating the actual slot infor-
mation occurs jointly with processing the forward RNN
output through both the first softmax classifier and the
second softmax classifier.

[0013] In another aspect, the above-mentioned forward
RNN includes a first forward RNN component output; the
bidirectional RNN includes a first bidirectional RNN com-
ponent and a second bidirectional RNN component; and the
first forward RNN component output is input into the second
bidirectional RNN component.

[0014] In another aspect, the above-mentioned forward
RNN includes a second forward RNN component output;
the bidirectional RNN includes a third bidirectional RNN
component; and the second forward RNN component output
is input into the third bidirectional RNN component.
[0015] In another aspect, at least one of the above-men-
tioned forward RNN and the above-mentioned bidirectional
RNN includes one of a long short-term memory (“LSTM”)
and a gated recurrent unit (“GRU”) that controls how
information is passed down from layer to layer of the spoken
language understanding system.

[0016] In another aspect, the method may include training
the spoken language understanding system by: (1) providing
annotated training corpora to the bidirectional RNN,
wherein the annotated training corpora provides expected
output including at least one of expected slot information, an
expected intent, and an expected dialogue act category, (2)
calculating an error based on the difference between the
expected output and an actual output, and (3) using the error
to update a value of the context vector. The actual output
may include at least one of the actual slot information, the
actual intent, and the actual dialogue act category.

[0017] In another aspect, training the spoken language
understanding system may further include using the error to
update at least one of (a) a slot weight associated with using
the forward RNN output to generate actual slot information,
(b) an intent weight associated with processing the forward
RNN output through a first softmax classifier to determine
the actual intent related to the word sequence, and (c) a
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dialogue act category weight associated with processing the
forward RNN output through a second softmax classifier to
determine the actual dialogue act category related to the
word sequence.

[0018] Inanother aspect, calculating the error based on the
difference between the expected output and the actual output
may include calculating at least one of (a) a slot error based
on the difference between the expected slot information and
the actual slot information, (b) an intent error based on the
difference between the expected intent and the actual intent,
and (c) an intent error based on the difference between the
expected dialogue act category and the actual dialogue act
category.

[0019] In yet another aspect, the disclosure provides a
non-transitory computer-readable medium storing software
that may comprise instructions executable by one or more
computers which, upon such execution, cause the one or
more computers to use a spoken language understanding
system to: (1) receive a word sequence, including a first
word and a second word provided in a forward direction in
which the first word comes before the second word; (2)
process the word sequence through a bidirectional RNN to
generate a bidirectional RNN output, including a forward
hidden state representation and a backward hidden state
representation for each word of the word sequence; (3) apply
a context vector to the bidirectional RNN output to generate
a weighted bidirectional RNN output; (4) process the
weighted bidirectional RNN output through a forward RNN
to generate forward RNN output; (5) use the forward RNN
output to generate actual slot information, including slot
names and slot values related to the word sequence; (6)
process the forward RNN output through a first softmax
classifier to determine an actual intent related to the word
sequence; and (7) process the forward RNN output through
a second softmax classifier to determine an actual dialogue
act category related to the word sequence.

[0020] In another aspect, generating the actual slot infor-
mation occurs jointly with processing the forward RNN
output through both the first softmax classifier and the
second softmax classifier.

[0021] In another aspect, the above-mentioned forward
RNN includes a first forward RNN component output; the
bidirectional RNN includes a first bidirectional RNN com-
ponent and a second bidirectional RNN component; and the
first forward RNN component output is input into the second
bidirectional RNN component.

[0022] In another aspect, the above-mentioned forward
RNN includes a second forward RNN component output;
the bidirectional RNN includes a third bidirectional RNN
component; and the second forward RNN component output
is input into the third bidirectional RNN component.
[0023] In another aspect, at least one of the above-men-
tioned forward RNN and the above-mentioned bidirectional
RNN includes one of an LSTM or a GRU that controls how
information is passed down from layer to layer of the spoken
language understanding system.

[0024] In another aspect, the instructions, upon execution,
further cause the one or more computers to train the spoken
language understanding system by: (1) providing annotated
training corpora to the bidirectional RNN, wherein the
annotated training corpora provides expected output includ-
ing at least one of expected slot information, an expected
intent, and an expected dialogue act category, (2) calculating
an error based on the difference between the expected output
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and an actual output, and (3) using the error to update a value
of the context vector. The actual output may include at least
one of the actual slot information, the actual intent, and the
actual dialogue act category.

[0025] In yet another aspect, the disclosure provides a
spoken language understanding system, which comprises
one or more computers and one or more storage devices
storing instructions that may be operable, when executed by
the one or more computers, to cause the one or more
computers to: (1) receive a word sequence, including a first
word and a second word provided in a forward direction in
which the first word comes before the second word; (2)
process the word sequence through a bidirectional RNN to
generate a bidirectional RNN output, including a forward
hidden state representation and a backward hidden state
representation for each word of the word sequence; (3) apply
a context vector to the bidirectional RNN output to generate
a weighted bidirectional RNN output; (4) process the
weighted bidirectional RNN output through a forward RNN
to generate forward RNN output; (5) use the forward RNN
output to generate actual slot information, including slot
names and slot values related to the word sequence; (6)
process the forward RNN output through a first softmax
classifier to determine an actual intent related to the word
sequence; and (7) process the forward RNN output through
a second softmax classifier to determine an actual dialogue
act category related to the word sequence.

[0026] In another aspect, generating the actual slot infor-
mation occurs jointly with processing the forward RNN
output through both the first softmax classifier and the
second softmax classifier.

[0027] In another aspect, the above-mentioned forward
RNN includes a first forward RNN component output; the
bidirectional RNN includes a first bidirectional RNN com-
ponent and a second bidirectional RNN component; and the
first forward RNN component output is input into the second
bidirectional RNN component.

[0028] In another aspect, the above-mentioned forward
RNN includes a second forward RNN component output;
the bidirectional RNN includes a third bidirectional RNN
component; and the second forward RNN component output
is input into the third bidirectional RNN component.
[0029] In another aspect, at least one of the above-men-
tioned forward RNN and the above-mentioned bidirectional
RNN includes one of an LSTM or a GRU that controls how
information is passed down from layer to layer.

[0030] Inanother aspect, the stored instructions are further
operable, when executed by the one or more computers, to
cause the one or more computers to train a model of the
spoken language understanding system by: (1) providing
annotated training corpora to the bidirectional RNN,
wherein the annotated training corpora provides expected
output including at least one of expected slot information, an
expected intent, and an expected dialogue act category, (2)
calculating an error based on the difference between the
expected output and an actual output, and (3) using the error
to update a value of the context vector. The actual output
may include at least one of the actual slot information, the
actual intent, and the actual dialogue act category.

[0031] Other systems, methods, features, and advantages
of the disclosure will be, or will become, apparent to one of
ordinary skill in the art upon examination of the following
figures and detailed description. It is intended that all such
additional systems, methods, features, and advantages be
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included within this description and this summary, be within
the scope of the disclosure, and be protected by the follow-
ing claims.

[0032] While various embodiments are described, the
description is intended to be exemplary, rather than limiting,
and it will be apparent to those of ordinary skill in the art that
many more embodiments and implementations are possible
that are within the scope of the embodiments. Although
many possible combinations of features are shown in the
accompanying figures and discussed in this detailed descrip-
tion, many other combinations of the disclosed features are
possible. Any feature or element of any embodiment may be
used in combination with or substituted for any other feature
or element in any other embodiment unless specifically
restricted.

[0033] This disclosure includes and contemplates combi-
nations with features and elements known to the average
artisan in the art. The embodiments, features, and elements
that have been disclosed may also be combined with any
conventional features or elements to form a distinct inven-
tion as defined by the claims. Any feature or element of any
embodiment may also be combined with features or ele-
ments from other inventions to form another distinct inven-
tion as defined by the claims. Therefore, it will be under-
stood that any of the features shown and/or discussed in the
present disclosure may be implemented singularly or in any
suitable combination. Accordingly, the embodiments are not
to be restricted except in light of the attached claims and
their equivalents. Also, various modifications and changes
may be made within the scope of the attached claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0034] The invention can be better understood with refer-
ence to the following drawings and description. The com-
ponents in the figures are not necessarily to scale, emphasis
instead being placed upon illustrating the principles of the
invention. Moreover, in the figures, like reference numerals
designate corresponding parts throughout the different
views.

[0035] FIG. 1 is a schematic diagram of an embodiment of
a virtual agent that corresponds with a customer;

[0036] FIG. 2 is a schematic diagram of an embodiment of
an architecture of a virtual agent;

[0037] FIG. 3 is a schematic diagram of an embodiment of
a spoken language understanding system;

[0038] FIG. 4 is a schematic diagram of the relationship
between the RNNs of a spoken language understanding
system,

[0039] FIG. 5 is an embodiment of a method of spoken
language understanding; and

[0040] FIG. 6 is a schematic diagram of an embodiment of
a training process for a spoken language understanding
system.

DESCRIPTION OF EMBODIMENTS

[0041] A system and method for spoken language under-
standing using RNNs is disclosed. As discussed in more
detail below, the system and method can be used with a
virtual agent. The system and method uses RNNs to jointly
perform the following three functions when processing a
word sequence of a user utterance: (1) classify a user’s
speech act into a dialogue act category, (2) identify a
speaker’s intent, and (3) extract semantic constituents from
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the word sequence. As previously mentioned, performing
the three functions jointly increases the efficiency of the
spoken language understanding system by eliminating the
need to wait on one function before performing the next
function. Also, performing the three functions jointly
improves the accuracy of each function because the pro-
cessing of each function can inform the processing of the
other functions. As discussed in more detail below, the
spoken language understanding system may include a single
encoder shared by three decoders that perform the three
functions. The three functions are interrelated such that the
three functions influence and inform each other. In addition
to performing the three above-mentioned functions in an
interactive way with one another, the system is trained for
the three above-mentioned functions in an interactive way.
Thus, training the three functions jointly provides the tech-
nological improvement of training the joint system at least
two to three times faster than training a system that trains the
three functions separately.

[0042] An RNN is a type of neural network used to
process sequences of inputs. Rather than having inputs that
are independent of outputs, as in traditional neural networks,
RNNs use previous output as input into a subsequent pro-
cess. In other words, an RNN uses memory to input a first
hidden state representation from a first component related to
a first time step into a second component from a second time
step.

[0043] The system and method includes using a bidirec-
tional RNN to convert a word sequence, e.g., text version of
a user utterance, into a hidden state representation of its
meaning. The bidirectional nature of the RNN reads two
different orderings of the word sequence, which improves
the accuracy with which the spoken language understanding
system performs the above three functions.

[0044] The spoken language understanding system
includes using a forward attention-based RNN to perform
the above three functions jointly. The attention-based nature
of the forward attention-based RNN improves the efficiency
and accuracy of the spoken language understanding system
by telling the forward attention-based RNN which portions
of the hidden state representation to focus on. In some
embodiments, the disclosed RNNs can include an LSTM or,
alternatively, a GRU to control how information is passed
down from layer to layer of the spoken language under-
standing system. This way, old memories unrelated to future
processes do not confuse the future processes.

[0045] In some embodiments, the spoken language under-
standing system comprises a sub-system of a virtual agent.
The virtual agent takes in requests from a customer (or other
end user) and processes the requests before responding back
to the customer. To process requests from a customer and
respond appropriately, the virtual agent may include mul-
tiple subsystems or modules that help solve various subtasks
(e.g., voice recognition). For example, FIG. 1 shows an
exemplary virtual agent 100 including a series of processes
that occur between a request 102 (e.g., “caller voice
request”) and a response 104 (e.g., “voice reply to cus-
tomer”). While the exemplary embodiment depicts a con-
versation that occurs as a phone call between virtual agent
100 and a customer, in other embodiments a virtual agent
could communicate with a customer through other means
including text-based communication (e.g., SMS or a chat-
based application) and/or video communication (e.g., using
Skype or Facetime).
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[0046] Following the exemplary process characterized in
FIG. 1, request 102 is first processed by an automatic speech
recognition system 110. The goal of speech recognition
system 110 is to convert spoken words into a string, or
sequence, of words that can be used by systems downstream
of speech recognition system 110. For example, speech
recognition system 110 may convert a received audio signal
(the customer’s request over the phone) into the string, or
sequence, of words “I would like a hotel in Trento.” This
sequence of words is then passed to a spoken language
understanding system 112.

[0047] The goal of spoken language understanding system
112 is to extract the meaning of the string of words passed
on from speech recognition system 110. For example, spo-
ken language understanding system 112 may analyze the
phrase “I would like a hotel in Trento” and determine that
the customer is looking for information about a hotel. More
specifically, in some embodiments, the spoken language
understanding system takes in a word sequence as input and
outputs (1) the dialogue act category (e.g., question, com-
mand, or information) of the word sequence, (2) the intent
of the user, and (3) slot names and values. The intent
corresponds to the topic of the word sequence (e.g.,
“flights”, “hotels”, “restaurants,” etc.). Slots correspond to
goal-relevant pieces of information. The slot name refers to
a type or category of information that may be domain
specific, such as “location” or “check-in date” in the context
of booking a hotel. The slot values correspond to the
particular choice for the slot name, such as “Trento” for the
slot name “location.”

[0048] The outputs of spoken language understanding
system 112, which provide the extracted meaning of a word
sequence, may be passed to dialogue management system
114. In the example shown in FIG. 1, the extracted infor-
mation “info hotel” is provided to dialogue management
system 114. However, it may be appreciated that in some
cases the passed information could include the category,
intent, and list of slot names/values corresponding to the
original word sequence.

[0049] The goal of dialogue management system 114 is to
track the current state of the dialogue between virtual agent
100 and the customer and to respond to the request in a
conversational manner. Dialogue management system 114
generates an action based on the information received from
spoken language understanding system 112, as well as the
state of the dialogue with the customer.

[0050] The action immediately output by dialogue man-
agement system 114 may be symbolic in nature (e.g., “#ask
@date”). This symbolic output is then converted into a
natural language response by a language generation system
116. For example, language generation system 116 may
receive input from dialogue management system 114 (e.g.,
“#ask (@date”) and output a string of words (e.g., “when
would you like to leave?”). These words may then be
converted into an audible response 104 by text-to-speech
synthesis unit 118. It may be appreciated that this cycle
represented by FIG. 1 may be repeated after each customer
request (or other utterance) such that virtual agent 100
provides a response and continues a conversation with the
customer until the customer goals have been met.

[0051] A virtual agent may include additional subsystems
and modules to achieve the goal of conversing with a
customer and achieving the customer goals. For example,
FIG. 2 is a schematic view of an embodiment of an archi-
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tecture for virtual agent 100. Referring to FIG. 2, an end user
200 communicates with virtual agent 100. Communication
may occur through various modes, including text-based chat
programs that may run on a desktop, laptop or mobile
device, telephone calls, audio and/or video calls transmitted
over the internet (e.g., through services such as Skype) as
well as other known modes of communication.

[0052] Input from end user 200 may be received and
processed by an incoming utterance analyzer 202. In some
cases, incoming utterance analyzer 202 may identify the
type of input (e.g., audio, text, gestures, etc.) and direct the
input to the proper sub-module (such as an automatic speech
recognition module for audio input or a gesture interpreter
for gesture-based inputs). The processed user input, which
may take the form of strings of words, can then be passed to
spoken language understanding system 112 to extract mean-
ing from the end-user input.

[0053] Spoken language understanding system 112 may
further communicate with dialogue management system
114. In some cases, spoken language understanding system
112 may also directly communicate with language genera-
tion system 116. Language generation system 116 can
include modules to facilitate converting symbolic (or oth-
erwise coded) output into a natural language format. Such
modules could include a randomized machine utterance
generator and a narrative generator. In some cases, natural
language utterances may be generated using a Sequence
Generative Adversarial Net (seqGAN).

[0054] A virtual agent can include provisions for gathering
information. For example, in FIG. 2, spoken language
understanding system 112 and/or dialogue management sys-
tem 114 may communicate with a Q&A (“Question &
Answer”) Engine 206. Q&A Engine 206 can include sub-
modules for identifying a question and determining if the
question has been previously stored (or indexed) or if it is a
new question. Q&A Engine 206 can also include provisions
for searching for information on the web or in other systems
accessible by virtual agent 100. For example, to look up the
answer to a particular question, Q&A Engine 206 may use
a search bot and/or other kinds of bots. In some cases, Q&A
Engine 206 may access external services through an appli-
cation protocol interface (API).

[0055] A virtual agent can include provisions for storing
various kinds of information. For example, virtual agent 100
can include a knowledge base system 208. Knowledge base
system 208 could include databases for storing a training
collection, user and state info, and various kinds of domain
specific knowledge (e.g., in the form of a graph).

[0056] A virtual agent can include provisions for learning
to converse with an end user in a natural manner. For
example, virtual agent 100 may include a reinforcement
learning module 210. In the example of FIG. 2, dialogue
management system 114, which may be trained using rein-
forcement learning processes as described above, can com-
municate directly with reinforcement learning module 210.
In some cases, reinforcement learning module 210 may only
be accessed during training sessions. In other cases, rein-
forcement learning module 210 may be accessed while
virtual agent 100 is engaged with an end user, including a
real customer. It may be appreciated that in some cases,
other systems of virtual agent 100 could also communicate
with, and utilize the resources of, reinforcement learning
module 210.
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[0057] Output to a user is provided at a response interface
system 212. Response interface system 212 may communi-
cate with dialogue management system 114 and/or language
generation system 116. Information received from either of
these units can be converted into a final output intended for
end user 200. Response interface system 212 may therefore
be capable of converting inputs from other systems into text,
speech, and/or other kinds of expressions (such as modu-
lated speech, emoticons, etc.).

[0058] A virtual agent and associated systems for com-
municating with a virtual agent may include one or more
user devices, such as a computer, a server, a database, and
a network. For example, a virtual agent running on a server
could communicate with a user over a network. In some
embodiments, the network may be a wide area network
(“WAN”), e.g., the Internet. In other embodiments, the
network may be a local area network (“LLAN”). For example,
in a more remote location far from a metropolitan area, the
Internet may not be available. In yet other embodiments, the
network may be a combination of a WAN and a LAN. In
embodiments where a user talks to a virtual agent using a
phone (e.g., a landline or a cell phone), the communication
may pass through a telecom network and/or a wide area
network.

[0059] The user device may be a computing device used
by a user for communicating with a virtual agent. A com-
puting device could be may a tablet computer, a smartphone,
a laptop computer, a desktop computer, or another type of
computing device. The user device may include a display
that provides an interface for the user to input and/or view
information. For example, a user could interact with a virtual
agent using a program run on a laptop computer, such as a
text-based chat program, a voice-based communication pro-
gram, and/or a video-based communication program. Alter-
natively, in some cases, the user device could be a telephone
(e.g., a landline, cell phone, etc.).

[0060] One or more resources of a virtual agent may be
run on one or more servers. Each server may be a single
computer, the partial computing resources of a single com-
puter, a plurality of computers communicating with one
another, or a network of remote servers (e.g., cloud). The
one or more servers can house local databases and/or
communicate with one or more external databases.

[0061] As mentioned before, this disclosure focuses on a
system and method of spoken language understanding. FIG.
3 shows a schematic diagram of an embodiment of a spoken
language understanding system 300. The spoken language
understanding system includes three main components: a
dialogue act classifier, an intent detector, and a slot filler. For
example, spoken language understanding system 300
includes a dialogue act classifier 302, an intent detector 304,
and a slot filler 306. The dialogue act classifier classifies a
word sequence into a dialogue act category. Rather than
focus on the specific topic of the word sequence, the
dialogue act category defines the type of communication
indicated by the word sequence. Examples of dialogue act
categories include question, greeting, command, and infor-
mation. In one example, if a user says, “I want to fly from
Seattle to Chicago,” then the category is “command.” In
another example, if a user says, “I want to eat Chinese food
that is medium-priced and from restaurants that are in the
eastern part of the city,” then the category is “command.” In
yet another example, if the user asks, “what is the weather
like today?”, then the category is “question.”
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[0062] The intent detector identifies the speaker’s intent.
The intent detector focuses on the specific topic of the word
sequence to determine what it is the user desires. Examples
of intents include flight, ground transportation, restaurant,
and computer fault diagnosis. In one example, if a user says,
“I want to fly from Seattle to Chicago,” then the intent is
“flight.” In another example, if a user says, “I want to eat
Chinese food that is medium-priced and from restaurants
that are in the eastern part of the city,” then the intent is
“restaurant.”

[0063] The slot filler extracts constituents from the word
sequence. In other words, the slot filler finds goal-relevant
pieces of information in the word sequence to determine
which slot information, including slot names and slot values
apply to the situation. For example, if a user says, “I want
to fly from Seattle to Chicago,” then the slots for this string
of' words could be “From-City” and “To_City.” The value for
the “From-City” slot is “Seattle” and the value for “To_City”
is “Chicago.” In another example, if a user says, “I want to
eat Chinese food that is medium-priced and from restaurants
that are in the eastern part of the city,” the slots for this string
of words could be “food”, “price”, and “area”. The value for
“food” is “Chinese”. The value for “price” is “medium”. The
value for “area” is “Eastern”.

[0064] FIG. 4 shows a schematic diagram of the relation-
ship between the RNNs of spoken language understanding
system 300. The spoken language understanding system
includes a bidirectional RNN, a forward RNN, a first soft-
max classifier, and a second softmax classifier. For example,
spoken language understanding system 300 includes a bidi-
rectional RNN (encoder) 400, a forward RNN (decoder)
418, a first softmax classifier (decoder) 428, and a second
softmax classifier (decoder) 430. Forward RNN 418, first
softmax classifier 428, and second softmax classifier 430
make up a decoder unit that serves as an output device. The
three decoders of the decoder unit share the same encoder.
For example, as shown in the embodiment of FIG. 4,
forward RNN (decoder) 418, first sofimax classifier (de-
coder) 428, and second softmax classifier (decoder) 430
share bidirectional RNN (encoder) 400. In some embodi-
ments, the first softmax classifier may include a slot filler. In
some embodiments, the second softmax classifier may
include an intent detector. In some embodiments, the third
softmax classifier may include a dialogue act classifier.

[0065] The bidirectional RNN comprises two unidirec-
tional RNNs. Specifically, the bidirectional RNN includes a
backward RNN including a first set of components that are
run in backward time order and a forward RNN including a
second set of components that are run in forward time order.
For example, as shown in the embodiment of FIG. 4,
bidirectional RNN 400 includes a first set of components
including a first component 402, a second component 404,
a third component 406, and a fourth component 408. In this
example, the first set of components reads the word
sequence in a backward time order and generates a sequence
of hidden state representations (bhg, . . . , bh;), which are
shown as arrows directed away from the first set of com-
ponents. Bidirectional RNN 400 includes a second set of
components including a fifth component 410, a sixth com-
ponent 412, a seventh component 414, and an eighth hidden
start 416. In this example, the second set of components
reads the word sequence in a forward time order and
generates a sequence of hidden state representations (th,, .
.., th), which are shown as arrows directed away from the
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second set of components. This concept is described in more
detail below with respect to a word sequence in FIG. 4.
[0066] FIG. 5 shows an embodiment of a method of
spoken language understanding 500. The method may
include receiving a word sequence. For example, in the
embodiment shown in FIG. 5, method 500 includes a step
502 of receiving a word sequence. The method may include
processing the user word sequence through a bidirectional
RNN to generate a bidirectional RNN output. For example,
in the embodiment shown in FIG. 5, method 500 includes a
step 504 of processing the user word sequence through a
bidirectional RNN to generate a bidirectional RNN output.
The method may include applying a context vector to the
bidirectional RNN output to generate a weighted bidirec-
tional RNN output. For example, in the embodiment shown
in FIG. 5, method 500 includes a step 506 of applying a
context vector to the bidirectional RNN output to generate a
weighted bidirectional RNN output. The method may
include processing the weighted bidirectional RNN output
through a forward RNN to generate forward RNN output.
For example, in the embodiment shown in FIG. 5, method
500 includes a step 508 of processing the weighted bidirec-
tional RNN output through a forward RNN to generate
forward RNN output.

[0067] The method may include using the forward RNN
output to generate slot information, including slot names and
slot values related to the word sequence. The method may
further include outputting the slot information. For example,
in the embodiment shown in FIG. 5, method 500 includes a
step 510 of outputting slot names and slot values related to
the word sequence. The method may include processing the
forward RNN output through the first softmax classifier to
determine an intent related to the word sequence. For
example, in the embodiment shown in FIG. 5, method 500
includes a step 512 of processing the forward RNN output
through the first softmax classifier to determine an intent
related to the word sequence. The method may include
processing the forward RNN output through the second
softmax classifier to determine a dialogue act category
related to the word sequence. For example, in the embodi-
ment shown in FIG. 5, method 500 includes a step 514 of
processing the forward RNN output through the second
softmax classifier to classify the word sequence into a
dialogue act category.

[0068] By sharing the same encoder, the last three steps
mentioned above may be performed jointly. For example, as
shown in FIG. 5, steps 510, 512, and 514 be performed
jointly. Performing the three functions jointly increases the
efficiency of the spoken language understanding system by
eliminating the need to wait on one function before per-
forming the next function. Additionally, performing the
three functions jointly also improves the accuracy of each
function because the processing of each function can inform
the processing of the other functions. For example, the intent
and the slots are closely interrelated, and each may be used
to determine the other.

[0069] As previously mentioned, the method of spoken
language understanding includes receiving a word sequence.
In some embodiments, the word sequence may include a first
word and a second word provided in a forward direction in
which the first word comes before the second word. In other
embodiments, the word sequence may include more than
two words. For example, in one embodiment, the word
sequence may include three words. In another example, in
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one embodiment, the word sequence may include between
three and twenty words. The word sequence may include a
word sequence that was converted from an acoustic
sequence uttered by a human user. For example, in some
embodiments, a speech recognition system converts spoken
words into a word sequence that is received during step 502.
[0070] In the embodiment shown in FIG. 4, each word of
the word sequence received by bidirectional RNN 400 is
represented by X. For example, in an embodiment where the
user says, “from Seattle to Chicago”, X, is “from”, X, is
“Seattle”, X; is “to”, and X, is “Chicago.” Each of the
components of the first set of components aligns with each
of the words of the word sequence in backward time order.
By contrast, each of the components of the second set of
components aligns with each of the words of the word
sequence in forward time order. For example, as shown by
arrows in the embodiment of FIG. 4, first component 402
and fifth component 410 are both aligned with X,; second
component 404 and sixth component 412 are both aligned
with X,; third component 406 and seventh component 414
are both aligned with X;; and fourth component 408 and
eighth component 416 are both aligned with X,. The struc-
ture of the bidirectional RNN allows the next layer (e.g., the
forward RNN) to have both backward and forward infor-
mation about the word sequence at every time step. In other
words, the bidirectional RNN passes information about the
past and future of the word sequence to the next layer.
[0071] As previously mentioned, the spoken language
understanding method may include processing the user word
sequence through a bidirectional RNN to generate a bidi-
rectional RNN output. The bidirectional RNN output may
include a forward hidden state representation and a back-
ward hidden state representation for each word of the word
sequence. Each component of the bidirectional RNN may
process the word aligned with the respective component,
and generate a bidirectional RNN output (e.g., hidden state
representation) for each word of the sequence. Because this
bidirectional RNN output is fed to the next layer, the
bidirectional RNN output is formatted as a hidden state
representation that the next layer can understand and use.
For example, as discussed above, the bidirectional RNN
output of each component may include a hidden state
representation, such as a vector.

[0072] When the bidirectional RNN output is fed to the
next layer, the hidden state representation of the first set of
components are concatenated with the second set of hidden
state representations of the second set of components at each
time step i to generate a final hidden state representation
h,=[th,, bh,] of the encoder. For example, in the embodiment
shown in FIG. 4, the hidden state representations of first
component 402 and fifth component 410 are concatenated at
forward RNN 418. Similarly, the hidden state representa-
tions of second component 404 and sixth component 412 are
concatenated at forward RNN 418. Third component 406
and seventh component 414 are concatenated at forward
RNN 418. Fourth component 408 and eighth component 416
are concatenated at forward RNN 418. The last final hidden
state representation h,=[th,, bh;] of the encoder may carry
information of the entire source sequence. In embodiments
in which an attention mechanism is not used, the last final
hidden state of the encoder would be input directly into the
decoder.

[0073] The forward RNN includes a set of components.
For example, in the embodiment shown in FIG. 4, forward
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RNN 418 includes a set of components including a ninth
component 420, a tenth component 422, an eleventh com-
ponent 424, and a twelfth component 426. As the next layer
after the bidirectional RNN, the forward RNN receives the
output from both the first and second sets of components of
the bidirectional RNN. For example, as shown by the arrows
in FIG. 4, output of first component 402 and fifth component
410 are both input into ninth component 420. Output of
second component 404 and sixth component 412 are both
input into tenth component 422. Output of second compo-
nent 404 and sixth component 412 are both input into tenth
component 422. Output of third component 406 and seventh
component 414 are both input into eleventh component 416.
Output of fourth component 408 and eighth component 416
are both input into twelfth component 426.

[0074] The forward RNN is attention based. Accordingly,
the spoken language understanding method may include
applying a context vector to the bidirectional RNN output to
generate a weighted bidirectional RNN output. For example,
in the embodiment shown in FIG. 5, method of spoken
language understanding 500 includes step 506 of applying a
context vector to the bidirectional RNN output to generate a
weighted bidirectional RNN output. This step may include
applying a context vector while processing the bidirectional
RNN output through a forward RNN. The context vector is
a weight that indicates how much focus should be placed on
the forward hidden state representation and the backward
hidden state representation for each word of the word
sequence. For example, in the embodiment shown in FIG. 4,
a context vector C, is fed into each component of forward
RNN 418. More specifically, C, is fed into ninth component
420; C, is fed into tenth component 422; C, is fed into an
eleventh component 424; and C, is fed into twelfth compo-
nent 426. The context vector C, is a weight that tells each
component of the forward RNN how much focus should be
placed on the concatenated hidden states input from the
previous layer. For example, if a user says, “from Seattle to
Chicago,” the words “Seattle” and “Chicago” may be
selected for more focus. In such a case, assuming X, is
“from”, X, is “Seattle”, X, is “t0”, and X, is “Chicago”, C,
and C, will have higher values than C, and C;. The context
vector C, can be computed as a weighted sum of the encoder
hidden states representations, h=(h,, . . . , h;). The context
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where e,;=g(S, ;, h,) and g is some parametric function,
such as a linear function or a neural network. The values of
parameters of g and the attention coefficients (alphas) are
learned during the training process, as discussed in more
detail below with respect to training. The context vector
provides additional information to the first and second
softmax classifiers, as discussed in more detail below with
respect to the first and second softmax classifiers. The
attention mechanism can also be applied to the first sofimax
classifier and the second softmax classifier to help place
focus on appropriate areas when processing hidden state
representations through the first softmax classifier and the
second softmax classifier.
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[0075] The spoken language understanding method may
include processing the weighted bidirectional RNN output
through a forward RNN to generate forward RNN output.
For example, in the embodiment shown in FIG. 5, method
of spoken language understanding 500 includes step 508 of
processing the weighted bidirectional RNN output through a
forward RNN to generate forward RNN output. In some
embodiments, the bidirectional RNN may comprise an
LSTM or, alternatively, a GRU that controls how informa-
tion is passed down from layer to layer of the spoken
language understanding system. For example, the LSTM or
GRU may control how much information to pass forward
and how much information to forget at each time step.
Controlling how information is passed down from layer to
layer increases the accuracy and efficiency of slot filling,
finding the user intent, and classitying the word sequence by
providing useful information during each time step while
eliminating information that is irrelevant to the respective
time step.

[0076] As previously mentioned, the spoken language
understanding method may include outputting slot names
and slot values related to the word sequence. These slot
names and slot values are forward RNN output. For
example, in the embodiment shown in FIG. 5, the forward
RNN output is a hidden state representation, shown as S;. At
each time step i of the forward RNN (decoder), the forward
RNN output is calculated as a function of the previous
decoder hidden state representation S, ,, the previous
decoder-emitted label y, | the encoder hidden sate represen-
tation h,, and the context vector C,. Thus, S,=f (S, 1, ¥, 1, h;,
C,). The forward RNN output includes slot names and slot
values that apply to the situation (e.g., that are related to the
word sequence). Using the example a user saying “from
Seattle to Chicago” from above, the forward RNN uses
attention to determine that the word sequence received by
the bidirectional RNN includes a “From-City” slot, and that
“Seattle” is the slot value for the “From-City” slot. In the
same example, the forward RNN uses attention to determine
that the word sequence received by the bidirectional RNN is
a “To-City” slot, and that “Chicago” is the slot value for the
“To-City” slot.

[0077] Referring to FIG. 4, the word X, is processed
through first component 402 and fifth component 410, and
the output of these components, along with context vector
C,, are input into ninth component 420. S, is the output of
ninth component 420 that represents a slot name and slot
value. Using the example of a user saying, “from Seattle to
Chicago,” X, is “from” and the associated slot value is O.

[0078] The word X, is processed through second compo-
nent 404 and sixth component 412, and the output of these
components, along with context vector C,, are input into
tenth component 422. S, is the output of tenth component
422 that represents the slot name and slot value. Using the
example of a user saying, “from Seattle to Chicago,” X, is
“Seattle” and the associated slot name is “From-City” with
a slot value of “Seattle.”

[0079] The word X, is processed through third component
406 and seventh component 414, and the output of these
components, along with context vector C;, are input into
eleventh component 424. S; is the output of eleventh com-
ponent 424 that represents the slot name and slot value.
Using the example of a user saying, “from Seattle to
Chicago,” X5 is “to” and the associated slot is 0.
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[0080] The word X, is processed through fourth compo-
nent 408 and eighth component 416, and the output of these
components, along with context vector C,, are input into
twelfth component 426. S, is the output of twelfth compo-
nent 426 that represents the slot name and slot value. Using
the example of a user saying, “from Seattle to Chicago,” X,
is “Chicago” and the associated slot name is “To-City” with
a slot value of “Chicago.”

[0081] To provide more context when determining slot
names and slot values, the output from a component of the
forward RNN is provided as input to a component that
comes later in forward time order in the second set of
components of the bidirectional RNN. For example, as
shown in the embodiment of FIG. 4, output S, is fed as input
to sixth component 412, output S, is fed as input to seventh
component 414, and S; is fed as input to eighth component
416. In some embodiments, the forward RNN may comprise
an LSTM or, alternatively, a GRU that controls how infor-
mation is passed down from layer to layer of the spoken
language understanding system. For example, the LSTM or
GRU may control how much information to pass forward
and how much information to forget at each time step.
Controlling how information is passed down from layer to
layer increases the accuracy and efficiency of slot filling,
finding the user intent, and classifying the word sequence by
providing useful information during each time step while
eliminating information that is irrelevant to the respective
time step.

[0082] As previously mentioned, the spoken language
understanding system includes a first softmax classifier and
a second softmax classifier. A Softmax function is a known
machine-learning process for classifying a set of inputs into
distinct classes. Here, the Softmax function is used by the
first softmax classifier and the second softmax classifier to
determine the intent and the dialogue act category, respec-
tively, as discussed below.

[0083] The spoken language understanding method may
include outputting the forward RNN output to the first
softmax classifier and the second softmax classifier. As
previously mentioned, the spoken language understanding
method may include processing the forward RNN output
through the first softmax classifier to determine an intent
related to the word sequence. The first softmax classifier
may receive the decoded output of each component of the
forward RNN and generate the intent class label from the
decoded output. For example, as shown by arrows in the
embodiment of FIG. 4, the output from each of ninth
component 420, tenth component 422, eleventh component
424, and twelfth component 426 are input into first softmax
classifier 428. Then, first softmax classifier 428 uses this
input to generate an output, which is a hidden state repre-
sentation (or intent decoder state representation S;) of the
intent class label (represented by I in FIG. 4). In some
embodiments, the intent decoder state is scalar, and is a
function of the shared initial decoder state representation S,
which encodes information of the entire word sequence and
the context vector C, which indicates part of the source
sequence that the intent decoder pays attention to.

[0084] In embodiments with only one intent, the initial
decoder state representation S, may be the only state
included because the decoder has only a single state. In such
a case, S,=t,,.(Sy, C), in which S, is set to the last encoder
state, h,, arbitrarily. In other embodiments, multiple intents
may be generated. For example, a user may say, “I'm
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interested in flight schedules and ground transportation.” In
this example, the intents may be “flights” and “ground
transportation.” To produce multiple intents, the output may
be generated in a manner similar to the generation of the
slots during slot filling. For example, probabilities may be
used to determine whether the word sequence belongs in
each intent class.

[0085] As previously mentioned, the spoken language
understanding method may include processing the forward
RNN output through the second softmax classifier to classify
the word sequence into a dialogue act category. The second
softmax classifier may receive the decoded output of each
component of the forward RNN and classify the word
sequence into a dialogue act category. For example, as
shown by arrows in the embodiment of FIG. 4, the output
from each of ninth component 420, tenth component 422,
eleventh component 424, and twelfth component 426 are
input into second softmax classifier 430. Then, second
softmax classifier 430 uses this input to generate N, the
hidden state representation (or dialogue act classification
decoder state representation S,) of the category of the word
sequence. In other words, second softmax classifier uses this
input to classify the word sequence. In some embodiments,
the dialogue act classification decoder state is scalar, and is
a function of the shared initial decoder state representation
S, which encodes information of the entire word sequence
and the context vector C, which indicates part of the source
sequence that the dialogue act classification decoder pays
attention to. In embodiments with only one dialogue act
class, the initial dialogue act classification decoder state
representation S, may be the only state included because the
decoder has only a single state. In such a case, S,=f,, (S,
C), in which S is set to the last encoder state, h,, arbitrarily.

[0086] In some embodiments, the output from the second
softmax classifier may be used as additional input into the
first softmax classifier. In such a case, when the first softmax
classifier is an intent decoder and the second softmax
classifier is a dialogue act classification decoder, the dia-
logue act category of the word sequence determined by the
second softmax classifier may be input into the first softmax
classifier. As a result, the first softmax classifier can have
more context for determining the intent of the word
sequence. For example, if the second softmax classifier
determines that the dialogue act category of the word
sequence is a greeting, then the first softmax classifier may
determine that word sequence has no task-related intent.
Providing more context to the first softmax classifier can
improve the efficiency and accuracy of the first sofimax
classifier.

[0087] In some embodiments, the output from the second
softmax classifier may be used as additional input into the
forward RNN. In such a case, when the second softmax
classifier is a dialogue act classification decoder and the
forward RNN is a slot filler, the dialogue act category of the
word sequence determined by the second softmax classifier
may be input into the forward RNN. As a result, the forward
RNN can have more context for determining the slot values
of the word sequence. For example, if the second sofimax
classifier determines that the dialogue act category of the
word sequence is a greeting, then the forward RNN may
determine that word sequence has no task-related slot val-
ues. Providing more context to the forward RNN can
improve the efficiency and accuracy of the forward RNN.
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[0088] In some embodiments, the output from the first
softmax classifier may be used as additional input into the
forward RNN. In such a case, when the first softmax
classifier is an intent decoder and the forward RNN is a slot
filler, the dialogue act category of the word sequence deter-
mined by the first sofimax classifier may be input into the
forward RNN. As a result, the forward RNN can have more
context for determining the slot values of the word sequence.
For example, if the first softmax classifier determines that
the intent of the word sequence is to find a flight, then the
forward RNN may determine that word sequence has slot
values related to finding a flight. Providing more context to
the forward RNN can improve the efficiency and accuracy of
the forward RNN.

[0089] In some embodiments, the bidirectional RNN (en-
coder) may comprise a stack of multiple RNNs. By using a
stack of multiple RNNs, multiple sentences may be captured
and processed by the spoken language understanding system
at one time. Processing multiple sentences in one process
provides more context for the encoder and decoders to work
with. For example, if a user says, “I would like to go to
Boston from Chicago” in one sentence and then says, “I
would like to fly” in the next sentence, these two sentences
can be used together to determine that a user would like to
fly from Chicago to Boston. In some embodiments, addi-
tionally or alternatively, the RNNss on the decoder side may
also include a stack of multiple RNNs. Providing more
context to the bidirectional RNN can improve the efficiency
and accuracy of the bidirectional RNN.

[0090] In some embodiments, the spoken language under-
standing system may process individual characters, in place
of'or in addition to the words of'a word sequence. Processing
individual characters can help provide more information to
the spoken language understanding system. For example, if
the word sequence includes a word such as “Georgetown,”
the spoken language understanding system can find the
sub-word of “town” when processing characters of the word
sequence. By recognizing the word “town,” the spoken
language understanding system can determine that “George-
town” is a city. Providing more information to the spoken
language understanding system can improve the efficiency
and accuracy of the spoken language understanding system.

[0091] Training the system for spoken language under-
standing is based on the supervised learning paradigm,
which involves providing annotated training corpora to the
bidirectional RNN. The annotated corpora may be passed
along from the bidirectional RNN to the forward RNN, the
first softmax classifier, and the second softmax classifier.
The annotated training corpora may include dialog-based
data with the annotations for the dialogue act classifier,
intent classifier, and slot values. As discussed in more detail
below, the annotated training corpora are employed to train
the spoken language understanding system. The input pro-
vided for training may include a user utterance along with
the corresponding desired slot, intent, and dialog act cat-
egory labels. During training, the method 500, discussed
above, may be performed using known word sequences with
the added steps of calculating error (i.e., the difference
between the desired output and the actual output), minimiz-
ing the resultant cost (or error) function corresponding to
each of the three functions, and back-propagating the resul-
tant costs to the encoder. These added steps help optimize
the parameters of the above-discussed equations used to
perform the method for spoken language understanding.
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[0092] FIG. 6 is a schematic diagram of an embodiment of
a training process 600 for a spoken language understanding
system. The training process may include receiving data. For
example, as the embodiment of FIG. 6 shows, training
process 600 includes a step 602 of receiving data. The
training process may include creating a vocabulary. For
example, as the embodiment of FIG. 6 shows, training
process 600 includes a step 604 of creating a vocabulary.
Creating a vocabulary may involve providing a list of words
that are likely to be received by the spoken language
understanding system during use. For example, the words
may include those common to the processes an associated
virtual agent is configured to perform. The training process
may include converting data into embeddings. For example,
as the embodiment of FIG. 6 shows, training process 600
includes a step 606 of converting data into embeddings.
Converting the data into embeddings may involve creating
relationships between the words in the vocabulary by map-
ping words to a vector in a high-dimensional space. These
word embeddings can learn semantic and syntactic infor-
mation of the words i.e., similar words are close to each
other in this space and dissimilar words far apart.

[0093] The embeddings can be input into a bidirectional
RNN (encoder). For example, as the embodiment of FIG. 6
shows, the embeddings from step 606 are input into a
bidirectional RNN (encoder) 608, which passes the embed-
dings along to a group of decoders 610, including a dialogue
act classifier 628, an intent classifier 626, and a forward
RNN 618.

[0094] As part of training, method steps discussed above
with respect to FIG. 5 can be performed for a first known
word sequence from the training corpora that has been
provided to spoken language understanding system. Then,
the error can be calculated based on the difference between
the expected (or desired) output and the actual output. The
expected output may include at least one of expected slot
information, an expected intent, and an expected dialogue
act category. For example, the expected output may include
each of the expected slot information, the expected intent,
and the expected dialogue act category. The actual output
may include at least one of the intent, dialogue act category,
and slot information determined when the spoken language
understanding system processes the first known word
sequence.

[0095] The cost (or error) functions derived from the
errors corresponding to each of the three functions of: (1)
classifying a user’s speech act into a dialogue act category,
(2) identitying a speaker’s intent, and (3) slot filling may be
minimized using a Stochastic Gradient Descent (“SGD”)
algorithm, such as the AdamOptimizer method. During
training, the costs from all three of the decoders can be
back-propagated to the encoder. For example, in the embodi-
ment shown in FIG. 6, the costs from each of dialogue act
classifier 628, intent classifier 626, and forward RNN 618
are back-propagated to bidirectional RNN (encoder) 608.
Back-propagation may include using the errors to update
parameters of the spoken language understanding system.
For example, the parameters may include a value of the
context vector. In another example, the parameters may
include one or more of (a) a slot weight associated with
using the forward RNN output to generate actual slot
information, (b) an intent weight associated with processing
the forward RNN output through a first softmax classifier to
determine the actual intent related to the word sequence, and
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(c) a dialogue act category weight associated with process-
ing the forward RNN output through a second softmax
classifier to determine the actual dialogue act category
related to the word sequence. The parameters/values to be
learned and updated during the training step, include: The
a’s, the €’s, the attention C’s, the parameters corresponding
to the three s (for dialog act category, intent and slot), and
the parameters associated with the Bi-directional RNN and
the forward RNN.

[0096] After using the error to update parameters of the
spoken language understanding system, the method steps
discussed above with respect to FIG. 5 can be performed for
a second known word sequence and a new error can be
calculated and used to adjust parameters of the spoken
language understanding system. After repeating this training
process with different known word sequences, the entire
parameter set of the joint neural model of the system and
method for spoken language understanding can be opti-
mized. Training the three above-mentioned functions jointly
in this manner is at least two to three times faster than
training a system that trains the three functions separately.
[0097] The training can be terminated when a termination
criterion is met. In some embodiments, the termination
criterion may be that each of the costs (or errors) has fallen
below a preset threshold. In some embodiments, the termi-
nation criterion may be that the number of iterations has
exceeded a preset limit.

[0098] If after the termination of training, the errors for
each of the decoders remain above the respective thresholds,
then the values of some of the hyperparameters (e.g., num-
ber of hidden units, etc.) may be adjusted and the entire
training procedure can be repeated. If, on the other hand, one
or two of the errors were below the respective thresholds,
then the setup could still be deployed by limiting the use to
only the functions having errors below the thresholds. In this
manner, the decoders could be run separately or two decod-
ers could be run jointly. Alternatively, as stated above, the
hyperparameter values could be changed and the training
procedure repeated. Additionally, in some embodiments, the
setup is provided also with flags for selective training and
operation of only one or two decoders at a time.

[0099] While various embodiments of the invention have
been described, the description is intended to be exemplary,
rather than limiting, and it will be apparent to those of
ordinary skill in the art that many more embodiments and
implementations are possible that are within the scope of the
invention. Accordingly, the invention is not to be restricted
except in light of the attached claims and their equivalents.
Also, various modifications and changes may be made
within the scope of the attached claims.

We claim:
1. A method of using a spoken language understanding
system, comprising:

receiving a word sequence, including a first word and a
second word provided in a forward direction in which
the first word comes before the second word;

processing the word sequence through a bidirectional
recurrent neural network (“RNN”) to generate a bidi-
rectional RNN output, including a forward hidden state
representation and a backward hidden state represen-
tation for each word of the word sequence;

applying a context vector to the bidirectional RNN output
to generate a weighted bidirectional RNN output;
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processing the weighted bidirectional RNN output
through a forward RNN to generate forward RNN
output;

using the forward RNN output to generate actual slot

information, including slot names and slot values
related to the word sequence;

processing the forward RNN output through a first soft-

max classifier to determine an actual intent related to
the word sequence; and

processing the forward RNN output through a second

softmax classifier to determine an actual dialogue act
category related to the word sequence.

2. The method of claim 1, wherein generating the actual
slot information occurs jointly with processing the forward
RNN output through both the first softmax classifier and the
second softmax classifier.

3. The method of claim 1, wherein the forward RNN
includes a first forward RNN component output,

wherein the bidirectional RNN includes a first bidirec-

tional RNN component and a second bidirectional
RNN component, and

wherein the first forward RNN component output is input

into the second bidirectional RNN component.

4. The method of claim 3, wherein the forward RNN
includes a second forward RNN component output,

wherein the bidirectional RNN includes a third bidirec-

tional RNN component, and

wherein the second forward RNN component output is

input into the third bidirectional RNN component.

5. The method of claim 1, wherein at least one of the
forward RNN and the bidirectional RNN includes one of a
long short-term memory (“LSTM”) and a gated recurrent
unit (“GRU”) that controls how information is passed down
from layer to layer of the spoken language understanding
system.

6. The method of claim 1, further comprising:

training the spoken language understanding system by:

providing annotated training corpora to the bidirec-
tional RNN, wherein the annotated training corpora
provides an expected output including at least one of
expected slot information, an expected intent, and an
expected dialogue act category;

calculating an error based on the difference between the
expected output and an actual output, wherein the
actual output includes at least one of the actual slot
information, the actual intent, and the actual dialogue
act category; and

using the error to update a value of the context vector.

7. The method of claim 6, wherein training the spoken
language understanding system further comprises:

using the error to update at least one of (a) a slot weight

associated with using the forward RNN output to
generate actual slot information, (b) an intent weight
associated with processing the forward RNN output
through a first softmax classifier to determine the actual
intent related to the word sequence, and (c) a dialogue
act category weight associated with processing the
forward RNN output through a second softmax classi-
fier to determine the actual dialogue act category
related to the word sequence.

8. The method of claim 7, wherein calculating the error
based on the difference between the expected output and the
actual output includes calculating at least one of (a) a slot
error based on the difference between the expected slot
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information and the actual slot information, (b) an intent
error based on the difference between the expected intent
and the actual intent, and (c) an intent error based on the
difference between the expected dialogue act category and
the actual dialogue act category.

9. A non-transitory computer-readable medium storing
software comprising instructions executable by one or more
computers which, upon such execution, cause the one or
more computers to use a spoken language understanding
system to:

receive a word sequence, including a first word and a

second word provided in a forward direction in which
the first word comes before the second word;

process the word sequence through a bidirectional recur-

rent neural network (“RNN”) to generate a bidirec-
tional RNN output, including a forward hidden state
representation and a backward hidden state represen-
tation for each word of the word sequence;

apply a context vector to the bidirectional RNN output to

generate a weighted bidirectional RNN output;

process the weighted bidirectional RNN output through a

forward RNN to generate forward RNN output;

use the forward RNN output to generate actual slot

information, including slot names and slot values
related to the word sequence;

process the forward RNN output through a first softmax

classifier to determine an actual intent related to the
word sequence; and

process the forward RNN output through a second soft-

max classifier to determine an actual dialogue act
category related to the word sequence.

10. The non-transitory computer-readable medium storing
software of claim 9, wherein generating the actual slot
information occurs jointly with processing the forward RNN
output through both the first softmax classifier and the
second softmax classifier.

11. The non-transitory computer-readable medium storing
software of claim 9, wherein the forward RNN includes a
first forward RNN component output,

wherein the bidirectional RNN includes a first bidirec-

tional RNN component and a second bidirectional
RNN component, and

wherein the first forward RNN component output is input

into the second bidirectional RNN component.

12. The non-transitory computer-readable medium storing
software of claim 11, wherein the forward RNN includes a
second forward RNN component output,

wherein the bidirectional RNN includes a third bidirec-

tional RNN component, and

wherein the second forward RNN component output is

input into the third bidirectional RNN component.

13. The non-transitory computer-readable medium storing
software of claim 9, wherein at least one of the forward RNN
and the bidirectional RNN includes one of a long short-term
memory (“LSTM”) and a gated recurrent unit (“GRU”) that
controls how information is passed down from layer to layer
of the spoken language understanding system.

14. The non-transitory computer-readable medium storing
software of claim 9, wherein the instructions, upon execu-
tion, further cause the one or more computers to:

train the spoken language understanding system by:

providing annotated training corpora to the bidirec-
tional RNN, wherein the annotated training corpora
provides an expected output including at least one of
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expected slot information, an expected intent, and an
expected dialogue act category;

calculating an error based on the difference between the
expected output and an actual output, wherein the
actual output includes at least one of the actual slot
information, the actual intent, and the actual dialogue
act category; and

using the error to update a value of the context vector.

15. A spoken language understanding system, comprising:

one or more computers and one or more storage devices

storing instructions that are operable, when executed by

the one or more computers, to cause the one or more

computers to:

receive a word sequence, including a first word and a
second word provided in a forward direction in
which the first word comes before the second word;

process the word sequence through a bidirectional
recurrent neural network (“RNN”) to generate a
bidirectional RNN output, including a forward hid-
den state representation and a backward hidden state
representation for each word of the word sequence;

apply a context vector to the bidirectional RNN output
to generate a weighted bidirectional RNN output;

process the weighted bidirectional RNN output through
a forward RNN to generate forward RNN output;

use the forward RNN output to generate actual slot
information, including slot names and slot values
related to the word sequence;

process the forward RNN output through a first softmax
classifier to determine an actual intent related to the
word sequence; and

process the forward RNN output through a second
softmax classifier to determine an actual dialogue act
category related to the word sequence.

16. The spoken language understanding system of claim
15, wherein generating the actual slot information occurs
jointly with processing the forward RNN output through
both the first softmax classifier and the second softmax
classifier.
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17. The spoken language understanding system of claim
15, wherein the forward RNN includes a first forward RNN
component output,

wherein the bidirectional RNN includes a first bidirec-

tional RNN component and a second bidirectional
RNN component, and

wherein the first forward RNN component output is input

into the second bidirectional RNN component.

18. The spoken language understanding system of claim
17, wherein the forward RNN includes a second forward
RNN component output,

wherein the bidirectional RNN includes a third bidirec-

tional RNN component, and

wherein the second forward RNN component output is

input into the third bidirectional RNN component.

19. The spoken language understanding system of claim
15, wherein at least one of the forward RNN and the
bidirectional RNN includes one of a long short-term
memory (“LSTM”) and a gated recurrent unit (“GRU”) that
controls how information is passed down from layer to layer
of the spoken language understanding system.

20. The spoken language understanding system of claim
15, wherein the stored instructions are further operable,
when executed by the one or more computers, to cause the
one or more computers to:

train a model of the spoken language understanding

system by:

providing annotated training corpora to the bidirec-
tional RNN, wherein the annotated training corpora
provides an expected output including at least one of
expected slot information, an expected intent, and an
expected dialogue act category;

calculating an error based on the difference between the
expected output and an actual output, wherein the
actual output includes at least one of the actual slot
information, the actual intent, and the actual dialogue
act category; and

using the error to update a value of the context vector.
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