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Various aspects of the present disclosure generally relate to
wireless communication. In some aspects, a wireless com-
munication device may determine to block puncture or to
block shorten a set of transmitted bits of an adjusted fractally
enhanced kernel polar code for a communication of an
incremental redundancy (IR)-hybrid automatic repeat
request (HARQ) process based at least in part on a code rate
associated with the communication of the IR-HARQ pro-
cess. The wireless communication device may generate the
adjusted fractally enhanced kernel polar code for the com-
munication based at least in part on determining to block
puncture or to block shorten the set of transmitted bits. The
wireless communication device may transmit the commu-
nication using the adjusted fractally enhanced kernel polar
code. Numerous other aspects are provided.
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HYBRID POLAR CODE DESIGN FOR
ULTRA-RELIABLE LOW LATENCY
COMMUNICATIONS (URLLC)

CROSS-REFERENCE TO RELATED
APPLICATIONS UNDER 35 U.S.C. § 119

[0001] This application claims priority to U.S. Patent
Application No. 62/689,719, filed on Jun. 25, 2018, entitled
“TECHNIQUES AND APPARATUSES FOR HYBRID
POLAR CODE DESIGN FOR ULTRA-RELIABLE LOW
LATENCY COMMUNICATIONS (URLLC),” which is
hereby expressly incorporated by reference herein.

FIELD OF THE DISCLOSURE

[0002] Aspects of the present disclosure generally relate to
wireless communication and to techniques and apparatuses
for hybrid polar code design for ultra-reliable low latency
communications (URLLC).

BACKGROUND

[0003] Wireless communication systems are widely
deployed to provide various telecommunication services
such as telephony, video, data, messaging, and broadcasts.
Typical wireless communication systems may employ mul-
tiple-access technologies capable of supporting communi-
cation with multiple users by sharing available system
resources (e.g., bandwidth, transmit power, and/or the like).
Examples of such multiple-access technologies include code
division multiple access (CDMA) systems, time division
multiple access (IDMA) systems, frequency-division mul-
tiple access (FDMA) systems, orthogonal frequency-divi-
sion multiple access (OFDMA) systems, single-carrier fre-
quency-division multiple access (SC-FDMA) systems, time
division synchronous code division multiple access (TD-
SCDMA) systems, and Long Term Evolution (LTE). LTE/
LTE-Advanced is a set of enhancements to the Universal
Mobile Telecommunications System (UMTS) mobile stan-
dard promulgated by the Third Generation Partnership Proj-
ect (3GPP).

[0004] A wireless communication network may include a
number of base stations (BSs) that can support communi-
cation for a number of user equipment (UEs). A user
equipment (UE) may communicate with a base station (BS)
via the downlink and uplink. The downlink (or forward link)
refers to the communication link from the BS to the UE, and
the uplink (or reverse link) refers to the communication link
from the UE to the BS. As will be described in more detail
herein, a BS may be referred to as a Node B, a gNB, an
access point (AP), a radio head, a transmit receive point
(TRP), a New Radio (NR) BS, a 5G Node B, and/or the like.
[0005] The above multiple access technologies have been
adopted in various telecommunication standards to provide
a common protocol that enables different user equipment to
communicate on a municipal, national, regional, and even
global level. New Radio (NR), which may also be referred
to as 5G, is a set of enhancements to the LTE mobile
standard promulgated by the Third Generation Partnership
Project (3GPP). NR is designed to better support mobile
broadband Internet access by improving spectral efficiency,
lowering costs, improving services, making use of new
spectrum, and better integrating with other open standards
using orthogonal frequency division multiplexing (OFDM)
with a cyclic prefix (CP) (CP-OFDM) on the downlink (DL),
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using CP-OFDM and/or SC-FDM (e.g., also known as
discrete Fourier transform spread OFDM (DFT-s-OFDM))
on the uplink (UL), as well as supporting beamforming,
multiple-input multiple-output (MIMO) antenna technology,
and carrier aggregation. However, as the demand for mobile
broadband access continues to increase, there exists a need
for further improvements in LTE and NR technologies.
Preferably, these improvements should be applicable to
other multiple access technologies and the telecommunica-
tion standards that employ these technologies.

SUMMARY

[0006] In some aspects, a method of wireless communi-
cation, performed by a wireless communication device, may
include determining to block puncture or to block shorten a
set of transmitted bits of an adjusted fractally enhanced
kernel polar code for a communication of an incremental
redundancy (IR)-hybrid automatic repeat request (HARQ)
process based at least in part on a code rate associated with
the communication of the IR-HARQ process, wherein the
code rate is based at least in part on a quantity of information
bits associated with the communication or a quantity of
transmitted bits associated with the communication. The
method may include generating the adjusted fractally
enhanced kernel polar code for the communication based at
least in part on determining to block puncture or to block
shorten the set of transmitted bits. The method may include
transmitting the communication using the adjusted fractally
enhanced kernel polar code.

[0007] In some aspects, a wireless communication device
for wireless communication may include memory and one or
more processors operatively coupled to the memory. The
memory and the one or more processors may be configured
to determine to block puncture or to block shorten a set of
transmitted bits of an adjusted fractally enhanced kernel
polar code for a communication of an IR-HARQ process
based at least in part on a code rate associated with the
communication of the IR-HARQ process, wherein the code
rate is based at least in part on a quantity of information bits
associated with the communication or a quantity of trans-
mitted bits associated with the communication. The memory
and the one or more processors may be configured to
generate the adjusted fractally enhanced kernel polar code
for the communication based at least in part on determining
to block puncture or to block shorten the set of transmitted
bits. The memory and the one or more processors may be
configured to transmit the communication using the adjusted
fractally enhanced kernel polar code.

[0008] In some aspects, a non-transitory computer-read-
able medium may store one or more instructions for wireless
communication. The one or more instructions, when
executed by one or more processors of a wireless commu-
nication device, may cause the one or more processors to
determine to block puncture or to block shorten a set of
transmitted bits of an adjusted fractally enhanced kernel
polar code for a communication of an IR-HARQ process
based at least in part on a code rate associated with the
communication of the IR-HARQ process, wherein the code
rate is based at least in part on a quantity of information bits
associated with the communication or a quantity of trans-
mitted bits associated with the communication. The one or
more instructions, when executed by one or more processors
of the wireless communication device, may cause the one or
more processors to generate the adjusted fractally enhanced
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kernel polar code for the communication based at least in
part on determining to block puncture or to block shorten the
set of transmitted bits. The one or more instructions, when
executed by one or more processors of the wireless com-
munication device, may cause the one or more processors to
transmit the communication using the adjusted fractally
enhanced kernel polar code.

[0009] In some aspects, an apparatus for wireless commu-
nication may include means for determining to block punc-
ture or to block shorten a set of transmitted bits of an
adjusted fractally enhanced kernel polar code for a commu-
nication of an IR-HARQ process based at least in part on a
code rate associated with the communication of the IR-
HARQ process, wherein the code rate is based at least in part
on a quantity of information bits associated with the com-
munication or a quantity of transmitted bits associated with
the communication. The apparatus may include means for
generating the adjusted fractally enhanced kernel polar code
for the communication based at least in part on determining
to block puncture or to block shorten the set of transmitted
bits. The apparatus may include means for transmitting the
communication using the adjusted fractally enhanced kernel
polar code.

[0010] In some aspects, a method of wireless communi-
cation, performed by a wireless communication device, may
include receiving a communication, of an IR-HARQ pro-
cess, that is encoded using an adjusted fractally enhanced
kernel polar code; identifying a block puncturing pattern or
a block shortening pattern based at least in part on a code
rate associated with the communication, wherein the code
rate is based at least in part on a quantity of information bits
associated with the communication or a quantity of trans-
mitted bits associated with the communication; determining
a location of the information bits in the communication
based at least in part on the block puncturing pattern or the
block shortening pattern; and decoding the communication
based at least in part on determining the location of the
information bits.

[0011] In some aspects, a wireless communication device
for wireless communication may include memory and one or
more processors operatively coupled to the memory. The
memory and the one or more processors may be configured
to receive a communication, of an IR-HARQ process, that is
encoded using an adjusted fractally enhanced kernel polar
code; identify a block puncturing pattern or a block short-
ening pattern based at least in part on a code rate associated
with the communication, wherein the code rate is based at
least in part on a quantity of information bits associated with
the communication or a quantity of transmitted bits associ-
ated with the communication; determine a location of the
information bits in the communication based at least in part
on the block puncturing pattern or the block shortening
pattern; and decode the communication based at least in part
on determining the location of the information bits.

[0012] In some aspects, a non-transitory computer-read-
able medium may store one or more instructions for wireless
communication. The one or more instructions, when
executed by one or more processors of a wireless commu-
nication device, may cause the one or more processors to
receive a communication, of an IR-HARQ process, that is
encoded using an adjusted fractally enhanced kernel polar
code; identify a block puncturing pattern or a block short-
ening pattern based at least in part on a code rate associated
with the communication, wherein the code rate is based at
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least in part on a quantity of information bits associated with
the communication or a quantity of transmitted bits associ-
ated with the communication; determine a location of the
information bits in the communication based at least in part
on the block puncturing pattern or the block shortening
pattern; and decode the communication based at least in part
on determining the location of the information bits.

[0013] Insome aspects, an apparatus for wireless commu-
nication may include means for receiving a communication,
of an IR-HARQ process, that is encoded using an adjusted
fractally enhanced kernel polar code; means for identifying
a block puncturing pattern or a block shortening pattern
based at least in part on a code rate associated with the
communication, wherein the code rate is based at least in
part on a quantity of information bits associated with the
communication or a quantity of transmitted bits associated
with the communication; means for determining a location
of the information bits in the communication based at least
in part on the block puncturing pattern or the block short-
ening pattern; and means for decoding the communication
based at least in part on determining the location of the
information bits.

[0014] Aspects generally include a method, apparatus,
system, computer program product, non-transitory com-
puter-readable medium, user equipment, base station, wire-
less communication device, and/or processing system as
substantially described herein with reference to and as
illustrated by the accompanying drawings and specification.
[0015] The foregoing has outlined rather broadly the fea-
tures and technical advantages of examples according to the
disclosure in order that the detailed description that follows
may be better understood. Additional features and advan-
tages will be described hereinafter. The conception and
specific examples disclosed may be readily utilized as a
basis for modifying or designing other structures for carry-
ing out the same purposes of the present disclosure. Such
equivalent constructions do not depart from the scope of the
appended claims. Characteristics of the concepts disclosed
herein, both their organization and method of operation,
together with associated advantages will be better under-
stood from the following description when considered in
connection with the accompanying figures. Each of the
figures is provided for the purposes of illustration and
description, and not as a definition of the limits of the claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0016] So that the above-recited features of the present
disclosure can be understood in detail, a more particular
description, briefly summarized above, may be had by
reference to aspects, some of which are illustrated in the
appended drawings. It is to be noted, however, that the
appended drawings illustrate only certain typical aspects of
this disclosure and are therefore not to be considered lim-
iting of its scope, for the description may admit to other
equally effective aspects. The same reference numbers in
different drawings may identify the same or similar ele-
ments.

[0017] FIG. 1 is a block diagram conceptually illustrating
an example of a wireless communication network, in accor-
dance with various aspects of the present disclosure.
[0018] FIG. 2 is a block diagram conceptually illustrating
an example of a base station in communication with a user
equipment (UE) in a wireless communication network, in
accordance with various aspects of the present disclosure.
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[0019] FIG. 3 illustrates an example of a device that
supports adjusted fractally enhanced polar codes, in accor-
dance with aspects of the present disclosure.

[0020] FIG. 4 illustrates an example of a fractally
enhanced kernel polar code construction that supports
adjusted fractally enhanced kernel polar codes, in accor-
dance with aspects of the present disclosure.

[0021] FIG. 5 is a diagram illustrating an example of
hybrid polar code design for ultra-reliable low latency
communications (URLLC), in accordance with various
aspects of the present disclosure.

[0022] FIGS. 6A-6C are diagrams illustrating an example
of hybrid polar code design for URLLC, in accordance with
various aspects of the present disclosure.

[0023] FIGS. 7A-7C are diagrams illustrating an example
of hybrid polar code design for URLLC, in accordance with
various aspects of the present disclosure.

[0024] FIG. 8 is a diagram illustrating an example of
hybrid polar code design for URLLC, in accordance with
various aspects of the present disclosure.

[0025] FIGS. 9 and 10 are diagrams illustrating example
processes performed, for example, by a wireless communi-
cation device, in accordance with various aspects of the
present disclosure.

DETAILED DESCRIPTION

[0026] Various aspects of the disclosure are described
more fully hereinafter with reference to the accompanying
drawings. This disclosure may, however, be embodied in
many different forms and should not be construed as limited
to any specific structure or function presented throughout
this disclosure. Rather, these aspects are provided so that this
disclosure will be thorough and complete, and will fully
convey the scope of the disclosure to those skilled in the art.
Based on the teachings herein one skilled in the art should
appreciate that the scope of the disclosure is intended to
cover any aspect of the disclosure disclosed herein, whether
implemented independently of or combined with any other
aspect of the disclosure. For example, an apparatus may be
implemented or a method may be practiced using any
number of the aspects set forth herein. In addition, the scope
of the disclosure is intended to cover such an apparatus or
method which is practiced using other structure, function-
ality, or structure and functionality in addition to or other
than the various aspects of the disclosure set forth herein. It
should be understood that any aspect of the disclosure
disclosed herein may be embodied by one or more elements
of a claim.

[0027] Several aspects of telecommunication systems will
now be presented with reference to various apparatuses and
techniques. These apparatuses and techniques will be
described in the following detailed description and illus-
trated in the accompanying drawings by various blocks,
modules, components, circuits, steps, processes, algorithms,
and/or the like (collectively referred to as “clements”™).
These elements may be implemented using hardware, soft-
ware, or combinations thereof. Whether such elements are
implemented as hardware or software depends upon the
particular application and design constraints imposed on the
overall system.

[0028] It should be noted that while aspects may be
described herein using terminology commonly associated
with 3G and/or 4G wireless technologies, aspects of the
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present disclosure can be applied in other generation-based
communication systems, such as 5G and later, including NR
technologies.

[0029] FIG. 1 is a diagram illustrating a network 100 in
which aspects of the present disclosure may be practiced.
The network 100 may be an LTE network or some other
wireless network, such as a 5G or NR network. Wireless
network 100 may include a number of BSs 110 (shown as
BS 110q, BS 1105, BS 110¢, and BS 1104) and other
network entities. A BS is an entity that communicates with
user equipment (UEs) and may also be referred to as a base
station, a NR BS, a Node B, a gNB, a 5G node B (NB), an
access point, a transmit receive point (TRP), and/or the like.
Each BS may provide communication coverage for a par-
ticular geographic area. In 3GPP, the term “cell” can refer to
a coverage area of a BS and/or a BS subsystem serving this
coverage area, depending on the context in which the term
is used.

[0030] A BS may provide communication coverage for a
macro cell, a pico cell, a femto cell, and/or another type of
cell. A macro cell may cover a relatively large geographic
area (e.g., several kilometers in radius) and may allow
unrestricted access by UEs with service subscription. A pico
cell may cover a relatively small geographic area and may
allow unrestricted access by UEs with service subscription.
A femto cell may cover a relatively small geographic area
(e.g., a home) and may allow restricted access by UEs
having association with the femto cell (e.g., UEs in a closed
subscriber group (CSG)). ABS for a macro cell may be
referred to as a macro BS. ABS for a pico cell may be
referred to as a pico BS. A BS for a femto cell may be
referred to as a femto BS or a home BS. In the example
shown in FIG. 1, a BS 110a may be a macro BS for a macro
cell 1024, a BS 1105 may be a pico BS for a pico cell 1025,
and a BS 110c may be a femto BS for a femto cell 102¢. ABS
may support one or multiple (e.g., three) cells. The terms
“eNB”, “base station”, “NR BS”, “gNB”, “TRP”, “AP”,
“node B”, “5G NB”, and “cell” may be used interchangeably
herein.

[0031] In some aspects, a cell may not necessarily be
stationary, and the geographic area of the cell may move
according to the location of a mobile BS. In some aspects,
the BSs may be interconnected to one another and/or to one
or more other BSs or network nodes (not shown) in the
access network 100 through various types of backhaul
interfaces such as a direct physical connection, a virtual
network, and/or the like using any suitable transport net-
work.

[0032] Wireless network 100 may also include relay sta-
tions. A relay station is an entity that can receive a trans-
mission of data from an upstream station (e.g., a BS ora UE)
and send a transmission of the data to a downstream station
(e.g., a UE or a BS). A relay station may also be a UE that
can relay transmissions for other UEs. In the example shown
in FIG. 1, a relay station 1104 may communicate with macro
BS 1104 and a UE 1204 in order to facilitate communication
between BS 110a and UE 120d. A relay station may also be
referred to as a relay BS, a relay base station, a relay, and/or
the like.

[0033] Wireless network 100 may be a heterogeneous
network that includes BSs of different types, e.g., macro
BSs, pico BSs, femto BSs, relay BSs, and/or the like. These
different types of BSs may have different transmit power
levels, different coverage areas, and different impacts on
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interference in wireless network 100. For example, macro
BSs may have a high transmit power level (e.g., 5 to 40
Watts) whereas pico BSs, femto BSs, and relay BSs may
have lower transmit power levels (e.g., 0.1 to 2 Watts).
[0034] A network controller 130 may couple to a set of
BSs and may provide coordination and control for these
BSs. Network controller 130 may communicate with the
BSs via a backhaul. The BSs may also communicate with
one another, e.g., directly or indirectly via a wireless or
wireline backhaul.

[0035] UEs 120 (e.g., 120a, 1205, 120¢) may be dispersed
throughout wireless network 100, and each UE may be
stationary or mobile. A UE may also be referred to as an
access terminal, a terminal, a mobile station, a subscriber
unit, a station, and/or the like. A UE may be a cellular phone
(e.g., a smart phone), a personal digital assistant (PDA), a
wireless modem, a wireless communication device, a hand-
held device, a laptop computer, a cordless phone, a wireless
local loop (WLL) station, a tablet, a camera, a gaming
device, a netbook, a smartbook, an ultrabook, a medical
device or equipment, biometric sensors/devices, wearable
devices (smart watches, smart clothing, smart glasses, smart
wrist bands, smart jewelry (e.g., smart ring, smart bracelet)),
an entertainment device (e.g., a music or video device, or a
satellite radio), a vehicular component or sensor, smart
meters/sensors, industrial manufacturing equipment, a
global positioning system device, or any other suitable
device that is configured to communicate via a wireless or
wired medium.

[0036] Some UEs may be considered machine-type com-
munication (MTC) or evolved or enhanced machine-type
communication (eMTC) UEs. MTC and eMTC UEs include,
for example, robots, drones, remote devices, sensors, meters,
monitors, location tags, and/or the like, that may commu-
nicate with a base station, another device (e.g., remote
device), or some other entity. A wireless node may provide,
for example, connectivity for or to a network (e.g., a wide
area network such as Internet or a cellular network) via a
wired or wireless communication link. Some UEs may be
considered Internet-of-Things (IoT) devices, and/or may be
implemented as NB-IoT (narrowband internet of things)
devices. Some UEs may be considered a Customer Premises
Equipment (CPE). UE 120 may be included inside a housing
that houses components of UE 120, such as processor
components, memory components, and/or the like.

[0037] In general, any number of wireless networks may
be deployed in a given geographic area. Each wireless
network may support a particular RAT and may operate on
one or more frequencies. A RAT may also be referred to as
a radio technology, an air interface, and/or the like. A
frequency may also be referred to as a carrier, a frequency
channel, and/or the like. Each frequency may support a
single RAT in a given geographic area in order to avoid
interference between wireless networks of different RATs. In
some cases, NR or 5G RAT networks may be deployed.

[0038] Insome aspects, two or more UEs 120 (e.g., shown
as UE 1204 and UE 120¢) may communicate directly using
one or more sidelink channels (e.g., without using a base
station 110 as an intermediary to communicate with one
another). For example, the UEs 120 may communicate using
peer-to-peer (P2P) communications, device-to-device
(D2D) communications, a vehicle-to-everything (V2X) pro-
tocol (e.g., which may include a vehicle-to-vehicle (V2V)
protocol, a vehicle-to-infrastructure (V2I) protocol, and/or
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the like), a mesh network, and/or the like. In this case, the
UE 120 may perform scheduling operations, resource selec-
tion operations, and/or other operations described elsewhere
herein as being performed by the base station 110.

[0039] As indicated above, FIG. 1 is provided merely as
an example. Other examples may differ from what is
described with regard to FIG. 1.

[0040] FIG. 2 shows a block diagram of a design 200 of
base station 110 and UE 120, which may be one of the base
stations and one of the UEs in FIG. 1. Base station 110 may
be equipped with T antennas 234a through 234¢, and UE 120
may be equipped with R antennas 252a through 252r, where
in general T=z1 and R=1.

[0041] At base station 110, a transmit processor 220 may
receive data from a data source 212 for one or more UEs,
select one or more modulation and coding schemes (MCS)
for each UE based at least in part on channel quality
indicators (CQIls) received from the UE, process (e.g.,
encode and modulate) the data for each UE based at least in
part on the MCS(s) selected for the UE, and provide data
symbols for all UEs. Transmit processor 220 may also
process system information (e.g., for semi-static resource
partitioning information (SRPI) and/or the like) and control
information (e.g., CQI requests, grants, upper layer signal-
ing, and/or the like) and provide overhead symbols and
control symbols. Transmit processor 220 may also generate
reference symbols for reference signals (e.g., the cell-spe-
cific reference signal (CRS)) and synchronization signals
(e.g., the primary synchronization signal (PSS) and second-
ary synchronization signal (SSS)). A transmit (TX) multiple-
input multiple-output (MIMO) processor 230 may perform
spatial processing (e.g., precoding) on the data symbols, the
control symbols, the overhead symbols, and/or the reference
symbols, if applicable, and may provide T output symbol
streams to T modulators (MODs) 2324 through 232¢. Each
modulator 232 may process a respective output symbol
stream (e.g., for OFDM and/or the like) to obtain an output
sample stream. Each modulator 232 may further process
(e.g., convert to analog, amplify, filter, and upconvert) the
output sample stream to obtain a downlink signal. T down-
link signals from modulators 232a through 232¢ may be
transmitted via T antennas 234a through 234z, respectively.
According to various aspects described in more detail below,
the synchronization signals can be generated with location
encoding to convey additional information.

[0042] At UE 120, antennas 252a through 2527 may
receive the downlink signals from base station 110 and/or
other base stations and may provide received signals to
demodulators (DEMODs) 254a through 2547, respectively.
Each demodulator 254 may condition (e.g., filter, amplify,
downconvert, and digitize) a received signal to obtain input
samples. Each demodulator 254 may further process the
input samples (e.g., for OFDM and/or the like) to obtain
received symbols. A MIMO detector 256 may obtain
received symbols from all R demodulators 254a through
254y, perform MIMO detection on the received symbols if
applicable, and provide detected symbols. A receive proces-
sor 258 may process (e.g., demodulate and decode) the
detected symbols, provide decoded data for UE 120 to a data
sink 260, and provide decoded control information and
system information to a controller/processor 280. A channel
processor may determine reference signal received power
(RSRP), received signal strength indicator (RSSI), reference
signal received quality (RSRQ), channel quality indicator
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(CQI), and/or the like. In some aspects, one or more com-
ponents of UE 120 may be included in a housing.

[0043] On the uplink, at UE 120, a transmit processor 264
may receive and process data from a data source 262 and
control information (e.g., for reports comprising RSRP,
RSSI, RSRQ, CQI, and/or the like) from controller/proces-
sor 280. Transmit processor 264 may also generate reference
symbols for one or more reference signals. The symbols
from transmit processor 264 may be precoded by a TX
MIMO processor 266 if applicable, further processed by
modulators 254a through 2547 (e.g., for DFT-s-OFDM,
CP-OFDM, and/or the like), and transmitted to base station
110. At base station 110, the uplink signals from UE 120 and
other UEs may be received by antennas 234, processed by
demodulators 232, detected by a MIMO detector 236 if
applicable, and further processed by a receive processor 238
to obtain decoded data and control information sent by UE
120. Receive processor 238 may provide the decoded data to
a data sink 239 and the decoded control information to
controller/processor 240. Base station 110 may include
communication unit 244 and communicate to network con-
troller 130 via communication unit 244. Network controller
130 may include communication unit 294, controller/pro-
cessor 290, and memory 292.

[0044] Controller/processor 240 of base station 110, con-
troller/processor 280 of UE 120, and/or any other compo-
nent(s) of FIG. 2 may perform one or more techniques
associated with hybrid polar code design for ultra-reliable
low latency communications (URLLC), in accordance with
various aspects of the present disclosure as described in
more detail elsewhere herein. For example, controller/pro-
cessor 240 of base station 110, controller/processor 280 of
UE 120, and/or any other component(s) of FIG. 2 may
perform or direct operations of, for example, process 900 of
FIG. 9, process 1000 of FIG. 10, and/or other processes as
described herein. Memories 242 and 282 may store data and
program codes for base station 110 and UE 120, respec-
tively. A scheduler 246 may schedule UEs for data trans-
mission on the downlink and/or uplink.

[0045] In some aspects, UE 120 and/or base station 110
may include means for determining to block puncture or to
block shorten a set of transmitted bits of an adjusted fractally
enhanced kernel polar code for a communication of an
incremental redundancy (IR)-hybrid automatic repeat
request (HARM) process based at least in part on a code rate
associated with the communication of the IR-HARQ pro-
cess, means for generating the adjusted fractally enhanced
kernel polar code for the communication based at least in
part on determining to block puncture or to block shorten the
set of transmitted bits, means for transmitting the commu-
nication using the adjusted fractally enhanced kernel polar
code, and/or the like. In some aspects, such means may
include one or more components of UE 120 and/or base
station 110 described in connection with FIG. 2.

[0046] Additionally, or alternatively, UE 120 and/or base
station 110 may include means for receiving a communica-
tion, of an IR-HARQ process, that is encoded using an
adjusted fractally enhanced kernel polar code; means for
identifying a block puncturing pattern or a block shortening
pattern based at least in part on a code rate associated with
the communication, wherein the code rate is based at least
in part on a quantity of information bits associated with the
communication or a quantity of transmitted bits associated
with the communication; means for determining a location
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of the information bits in the communication based at least
in part on the block puncturing pattern or the block short-
ening pattern; means for decoding the communication based
at least in part on determining the location of the information
bits; and/or the like. In some aspects, such means may
include one or more components of UE 120 and/or base
station 110 described in connection with FIG. 2.

[0047] As indicated above, FIG. 2 is provided merely as
an example. Other examples may differ from what is
described with regard to FIG. 2.

[0048] FIG. 3 illustrates an example of a device 300 that
supports adjusted fractally enhanced polar codes, in accor-
dance with aspects of the present disclosure.

[0049] The device 300 may be any device within a wire-
less network 100 that performs an encoding or decoding
process (e.g., using an error-correcting code, such as a polar
code). Device 300 may be an example of a base station 110
or a UE 120 as described with reference to FIG. 1.

[0050] As shown, device 300 includes a memory 305, an
encoder/decoder 310, and a transmitter/receiver 315. First
bus 320 may connect memory 305 to encoder/decoder 310
and second bus 325 may connect encoder/decoder 310 to
transmitter/receiver 315. In some cases, device 300 may
have data stored in memory 305 to be transmitted to another
device, such as a base station 110 or a UE 120. To initiate
the transmission process, device 300 may retrieve from
memory 305 the data for transmission. The data may include
a number of payload bits, ‘A,” which may be is or Os,
provided from memory 305 to encoder/decoder 310 via first
bus 320. In some cases, these payload bits may be combined
with a number of parity bits, to form a total set of informa-
tion bits, ‘A+L.” The number of information bits may be
represented as a value ‘K,” as shown. The encoder/decoder
310 may implement a polar code with a block length, ‘M,’
for encoding the information bits, where M may be different
than or the same as K. Such a polar code may be referred to
as an (M, K) polar code. The bits that are not allocated as
information bits (i.e., M-K bits) may be assigned as frozen
bits.

[0051] Insome cases, to perform a polar coding operation,
the encoder 310 may need to generate a codeword of length,
‘N,” where N is a power of 2 (i.e., N=2"m where m is an
integer value). If M is not a power of 2, the encoder 310 may
round the value of M up to the nearest valid N value. For
example, if M=400, the encoder 310 may determine a
codeword length of N=512 (e.g., the nearest valid value for
N greater than or equal to M) in order to support polar
coding. In these cases, the encoder 310 may encode a
codeword of length N, and then may puncture a number of
bits N-M to obtain a codeword of the specified block length
M for transmission.

[0052] The encoder 310 may attempt to assign the infor-
mation bits to the K most reliable bit channels, and the
frozen bits to the remaining bit channels. In some cases (e.g.,
for large values of M or N, such as N=1024), the encoder/
decoder 310 may implement a fractally enhanced kernel
polar code for assigning the information bits K to reliable bit
channels. Fractally enhanced kernel polar coding may pro-
vide better reliability for generated codewords than some
polar coding schemes (e.g., bit reversal shorten polarization-
weight (PW)), and may be less complex than other polar
coding schemes (e.g., DE). Additionally, implementing a
fractally enhanced kernel polar code may allow the encoder
310 to flexibly adapt the coding rate when generating
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codewords for IR-HARQ communications. The encoder 310
may determine information bit channels based at least in part
on the fractally enhanced kernel polar code, and may assign
frozen bits to the remaining channels. Frozen bits may be
bits of a default value (e.g., 0, 1) known to both the encoder
and decoder (i.e., the encoder encoding information bits at
a transmitter and the decoder decoding the codeword
received at a receiver). Further, from the receiving device
perspective, device 300 may receive encoded data via
receiver 315, and may decode the encoded data using
decoder 310 to obtain the transmitted data.

[0053] In some wireless systems, decoder 310 may be an
example of a successive cancellation (SC) or a successive
cancellation list (SCL) decoder. A base station 110 or a UE
120 may receive a transmission including a codeword at
receiver 315, and may send the transmission to the SCL
decoder (e.g., decoder 310). The SCL decoder may deter-
mine input logarithmic-likelihood ratios (LLRs) for the bit
channels of the received codeword. During decoding, the
SCL decoder may determine decoded LI Rs based at least in
part on these input LLRs, where the decoded LLRs corre-
spond to each bit channel of the polar code. These decoded
LLRs may be referred to as bit metrics. In some cases, if the
LLR is zero or a positive value, the SCL. decoder may
determine the corresponding bit is a 0 bit, and a negative
LLR may correspond to a 1 bit. The SCL decoder may use
the bit metrics to determine the decoded bit values.

[0054] The SCL decoder may employ multiple concurrent
SC decoding processes. Each SC decoding process may
decode the codeword sequentially (e.g., in order of the bit
channel indices). Due to the combination of multiple SC
decoding processes, the SCL. decoder may calculate multiple
decoding path candidates. For example, an SCL decoder of
list size ‘I (i.e., the SCL decoder has L. SC decoding
processes) may calculate [ decoding path candidates, and a
corresponding reliability metric (e.g., a path metric) for each
decoding path candidate. The path metric may represent a
reliability of a decoding path candidate or a probability that
the corresponding decoding path candidate is the correct set
of'decoded bits. The path metric may be based at least in part
on the determined bit metrics and the bit values selected at
each bit channel. The SCL decoder may have a number of
levels equal to the number of bit channels in the received
codeword. At each level, each decoding path candidate may
select either a 0 bit or a 1 bit based at least in part on a path
metric of the 0 bit and the 1 bit. The SCL decoder may select
a decoding path candidate based at least in part on the path
metrics, and may output the bits corresponding to the
selected decoding path as the decoded sets of bits. For
example, the SCL decoder may select the decoding paths
with the highest path metrics.

[0055] Ifan SCL decoder determines that the first quantity
of bits are all frozen bits, the SCL. decoder may determine
that the correct decoding path for the first number of bits
must be the default frozen bit values (e.g., if the default
frozen bit value is 0, the correct decoding path for the first
number of bits must be all zeros). Once the SCL decoder
reaches the first information bit, the SCL decoder may begin
performing operations to decode the rest of the bits of the
codeword, as the SCL decoder may not be able to determine
the correct decoding path from the first information bit
onwards (e.g., because the first information bit may be a 0
or a 1). However, the SCL decoder may still determine bit
metrics for the bit channels containing frozen bits, and may
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use these bit metrics when calculating path metrics for the
decoding path candidates. For example, the SCL decoder
may update the path metric for the decoding candidates after
every bit, regardless of bit type (e.g., after each frozen bit,
payload bit, parity bit, etc.).

[0056] In some cases, an encoder 310 and decoder 310
may implement adjusted fractally enhanced kernel polar
codes. The encoder 310 may adjust the construction of the
polar code using an additional number of information bits
that may be removed from the selected information bit set of
a first half or second half block length sequence. The
adjusted fractally enhanced kernel polar coding process may
mitigate or remove spikes in the achievable signal-to-noise
ratio (SNR) for a codeword transmission by shifting infor-
mation bits from channels of lower capacity to channels of
higher capacity. The adjusted fractally enhanced kernel polar
codes may have a similar complexity and memory overhead
as fractally enhanced kernel polar codes. Additionally, the
adjusted fractally enhanced kernel polar codes may have
similar—or better, for some numbers of information bits
K—achievable SNR curves than density evolution (DE)
polar codes, with lower complexity and overhead.

[0057] As indicated above, FIG. 3 is provided merely as
an example. Other examples may differ from what is
described with regard to FIG. 3.

[0058] FIG. 4 illustrates an example of a fractally
enhanced kernel polar code construction that supports
adjusted fractally enhanced kernel polar codes, in accor-
dance with aspects of the present disclosure.

[0059] The fractally enhanced kernel polar code construc-
tion 400 may be performed by an encoder/decoder 310,
which may be a component of a base station 110 or UE 120
as described above with reference to FIG. 1. The fractally
enhanced kernel polar code construction 400 may show a
visual representation of polarization and information bit
channel assignments for a polar-encoded codeword. An
encoder may receive an un-polarized channel group 405 as
input, and may perform a series of recursive polarizations to
obtain polarized channel groups 410-c.

[0060] To determine the distribution of information bits
between bit channels or channel groups, an encoder may
utilize mutual information. According to mutual information
evolution, the rate distributions R may be mapped for
un-polarized channels 415 W to rate distributions R1 and R2
for polarized channels 415 W+ and W-, respectively. In
some cases, an encoder may utilize mutual information (e.g.,
as opposed to reliability metrics) to assign bit channels
based at least in part on coding rate, R and puncturing or
shortening pattern. To construct a capacity achieving polar
code with SC decoding for a channel 415 W with a coding
rate R=K/N, the encoder may distribute the information bits
K such that polarized channels 415 W- and W+ also achieve
capacity. To achieve capacity on channels 415 W- and W+,
the encoder may distribute information bits according to:

K_upper=R0*(N/2),K_lower=R1*(N/2), and
K_upper=R0/(RO+R1)*K,

where K_upper is the number of information bits to include
in the first half of sub-blocks, K_lower is the number of
information bits to include in the second half of sub-blocks,
RO is the capacity of channel W—, and R1 is the capacity of
channel W+. In some cases, K_upper may be referred to as
K- and K_lower may be referred to as K+.

[0061] For the fractally enhanced kernel polar code con-
struction 400 with greater than two channels, the encoder
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may recursively perform these polarizations and information
bit assignment procedures. For example, as illustrated, the
encoder may polarize un-polarized channels 415-¢ and
415-b, resulting in polarized channels 415-c¢ and 415-d. In
this case, based at least in part on the channel polarization,
channel 415-d may have a greater channel capacity than
channel 415-c. Accordingly, channel 415-d may be referred
to as channel W+ (e.g., greater channel capacity than an
un-polarized channel 415 W), and channel 415-c may be
referred to as W- (e.g., lesser channel capacity than the
un-polarized channel 415 W). Similarly, the encoder may
polarize the other un-polarized channels 415 in the un-
polarized channel group 405, resulting in polarized channel
group 410-a. As each polarization process receives two
channels 415 (e.g., with equal channel capacity) as input,
and outputs two polarized channels (e.g., one channel with
higher channel capacity than the inputs, and one channel
with lower channel capacity), each stage of the recursive
process may turn a group of channels into two equally sized
sub-blocks 420 of polarized channels.

[0062] As illustrated, an encoder may polarize a set of
eight input channels 415. These eight input channels 415
may correspond to the codeword size N for encoding. The
encoder may encode a number of information bits K (e.g.,
four information bits) within this codeword. Accordingly,
before the first recursive step, the encoder may include one
block 420-a corresponding to N total bits and K information
bits. Upon performing the first recursive step, the encoder
may generate polarized channel group 410-a, where a first
half of the channels 415 have a lower capacity and a second
half of the channels 415 have a higher capacity. The first half
of the channels 415 may correspond to a first sub-block
420-b, and the second half may correspond to sub-block
420-c. In the case describe above where N=8, each of these
sub-blocks 420 may include four total bits.

[0063] The encoder may use the mutual information met-
rics to determine how many information bits to include in
each sub-block 420. For example, the encoder may include
a channel polarization mutual information transfer chart—or
a table with functions or values representing the channel
polarization mutual information transfer chart—in memory.
The encoder may determine target mutual information for
the input channel 415 W based at least in part on the target
coding rate R. For example, as described above, a codeword
of length N=8 containing a number of information bits K=4
may result in a target code rate of R=K/N=1/2. Based at least
in part on the target mutual information for the input channel
415 W and the channel polarization mutual information
transfer chart, the encoder may determine the target mutual
information for the output channels 415 W- and W+, where
the target mutual information values may be referred to as
Cap(W-) and Cap(W+), respectively. The encoder may then
determine the information bits K0 to include in the first
sub-block 420-b and the information bits K1 to include in
the second sub-block 420-¢ according to the equations:

K0+K1=K and KO/K1=Cap(W=)/Cap(W+),

such that the encoder allocates a number of information bits
K0 to channels W- and a number of information bits K1 to
channels W+ proportional to the capacity or mutual infor-
mation of the channels W- and W+. For example, in the case
described above, the encoder may allocate one information
bit (i.e., K0=1) to the first sub-block 420-5 and three
information bits (i.e., K1=3) to the second sub-block 420-c.

Dec. 26, 2019

In some cases, the encoder may perform rounding to assign
an integer number of information bits to each sub-block 420.

[0064] In anextstep, the encoder may recursively perform
the polarization process on each sub-block 420. For
example, the encoder may polarize the channels 415 in
sub-block 420-5 to generate sub-blocks 420-d and 420-¢. In
this case, the input channels 415-c and 415-¢ may have
channel capacities of W- (e.g., based at least in part on the
polarization in the first step of the recursive process), and the
corresponding output channels 415-f and 415-g may have
resulting channel capacities of W—- (e.g., a lower channel
capacity than W-) and W-+(e.g., a greater channel capacity
than W-). In this way, polarized channel group 410-b may
include channels 415 with greater polarization diversity than
polarized channel group 410-a. Similar to the process
described above, the encoder may implement the channel
polarization mutual information transfer chart to determine
the information bits to assign to sub-blocks 420-d and 420-e.
For example, following this next step in the recursive
polarization process, sub-block 420-d may have size N=2
and information bits K00=0, and sub-block 320 ¢ may have
size N=2 and information bits K01=1.

[0065] The encoder may continue this recursive process of
polarization and information bit allocation until the sub-
blocks 420 for a polarized channel group 410 are less than
or equal to a pre-determined threshold sub-block size (e.g.,
64, 128, 1024, and/or the like) with a pre-calculated bit
channel reliability sequence. For example, the encoder may
store a known bit sequence in memory (e.g., based at least
in part on or derived by a PW, Gaussian approximation (GA)
DE, mutual information DE, nested DE, or some similar
technique) for one or more codeword sizes. In some cases,
the encoder may store a bit sequence for a codeword of
length 64 bits. In such cases, the encoder may terminate the
recursive fractally enhanced kernel polar code construction
400 when the sub-blocks 420 for a polarized channel group
410 have a codeword length of 64 bits, and may allocate
information bits within these 64 bit sub-blocks 420 based at
least in part on the bit sequence stored in memory. In some
cases, the encoder may store additional bit sequences for
code blocks of sizes less than the threshold size (e.g., in case
the input codeword contains fewer total bits than the thresh-
old sub-block size, the encoder may allocate information
bits without performing any recursive steps).

[0066] The above process may result in reliable polar-
encoded codewords for input channels 415 with even chan-
nel capacities (e.g., all of the input channels start with
capacities W). However, in some cases, an encoder may
perform bit puncturing. For example, the encoder may
receive a polar code with block length M for encoding.
However, for the polar coding procedure, the encoder may
need a number of channels N, where N=2"m for integer
values of m. In such cases, the encoder may puncture a
number of bits N-M in order to use the specified block length
for polar coding. For example, the encoder may receive a
block length M=7 for polar encoding. To perform the polar
encoding procedure, the encoder may round the block length
up to the nearest power of 2 (e.g., to satisfy the criteria for
polar encoding where N=2"m for integer values of m). In
this case, the encoder may determine N=8 for M=7, with one
bit to block puncture. The encoder may perform unknown-
bit puncturing (e.g., block puncturing) or known-bit punc-
turing (e.g., shortening). In the case of unknown-bit punc-
turing, the encoder may puncture the first bit of the
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codeword, corresponding to channel 415-a. In this case, the
encoder may process the channel 415-a (e.g., and any other
channels 415 corresponding to block punctured bits) as if the
channel has a capacity and mutual information of 0. Addi-
tionally, in some cases, the encoder may determine capaci-
ties for the un-block punctured channels 415 based at least
in part on the number of information bits, the total number
of bits, and the number of block punctured bits. The encoder
may use these uneven channel capacities, along with the
channel polarization mutual information transfer chart in
memory, to determine the information bit allocations for
each sub-block 420.

[0067] In some cases (e.g., when implementing block
puncturing), the uneven input channel capacities may result
in generating inefficient or unreliable codewords. For
example, in block puncturing, the bit puncturing is front-
loaded within a codeword. As block punctured bits corre-
spond to channel capacities of zero during the fractally
enhanced kernel polar code construction 400, block punc-
turing may result in non-uniform polarization speeds for
different sub-blocks 420 or bit channels 415. These channel
capacities of zero may result in less polarization, and accord-
ingly smaller values of K-/K+. The fractally enhanced
kernel polar code construction 400, according to the prop-
erties of the channel polarization mutual information trans-
fer chart, may allocate more information bits K- in the first
half sub-block 420 than other polar coding schemes (e.g.,
DE schemes) when the value of K-/K+ is relatively small.
As the bit channels 415 available in the first half of the
codeword may have lower channel capacities than the bit
channels in the second half of the codeword, this allocation
of information bits may result in less reliable codewords
(e.g., a number of the information bit channels 415 allocated
in the first half of the codeword may have lower channel
capacities than a number of frozen bit channels 415 in the
second half of the codeword). To better allocate information
bits to more reliable bit channels 415, the encoder may
implement an adjusted information bit assignment process.
[0068] As indicated above, FIG. 4 is provided merely as
an example. Other examples may differ from what is
described with regard to FIG. 4.

[0069] For ultra-reliable low latency communications
(URLLC), an incremental redundancy (IR)-hybrid auto-
matic repeat request (HARQ) may need to be supported in
order to meet high reliability needs. Low-density parity-
check (LDPC) codes provide a natural and efficient way to
implement IR-HARQ with degree-one extension structure.
Currently, NR polar code defined for enhanced mobile
broadband (eMBB) control channels does not support IR-
HARQ for URLLC. In addition, NR polar code has limits on
a maximum block length and/or a fixed rate matching
scheme that can be implemented, thereby further limiting
use of NR polar code for URLLC in NR. Using an adjusted
fractally enhanced kernel polar code provides some advan-
tages over using NR polar codes, such as no code length
restrictions, improved performance, flexibility in extending
to IR-HARQ, and/or the like. However, in some contexts,
adjusted fractally enhanced polar codes may experience
spikes in achievable signal-to-noise ratios (SNRs), thereby
negatively impacting use of the adjusted fractally enhanced
polar codes.

[0070] Some techniques and apparatuses described herein
provide a wireless communication device that is capable of
using a hybrid polar code design for URLLC. For example,
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some techniques and apparatuses may dynamically use
puncturing and shortening for an adjusted fractally enhanced
polar code based at least in part on a code rate of the adjusted
fractally enhanced kernel polar code. Thus, some techniques
and apparatuses described herein provide a wireless com-
munication device that is capable of using puncturing and
shortening in different situations. This reduces or eliminates
spikes in achievable SNRs, thereby improving use of
adjusted fractally enhanced kernel polar codes. In addition,
this provides a way for the wireless communication device
to maintain optimality of a configuration of blocks associ-
ated with an adjusted fractally enhanced kernel polar code.
Further, this provides a way for the wireless communication
device to generate adjusted fractally enhanced kernel polar
codes without code rate restrictions and/or block length
restrictions.

[0071] FIG. 5 is a diagram illustrating an example 500 of
hybrid polar code design for ultra-reliable low latency
communications (URLLC), in accordance with various
aspects of the present disclosure. As shown in FIG. 5,
example 500 includes a UE (e.g., UE 120) and a BS (e.g., BS
110).

[0072] As shown by reference number 510, the UE may
determine to block puncture or to block shorten a set of
transmitted bits (e.g., a codeword) of an adjusted fractally
enhanced kernel polar code for a communication associated
with an IR-HARQ process based at least in part on a code
rate associated with the communication. For example, the
UE may determine to block puncture or to block shorten the
set of transmitted bits based at least in part on whether the
code rate satisfies a threshold.

[0073] In some aspects, and as a specific example, the UE
may determine to block puncture the set of transmitted bits
based at least in part on the code rate failing to satisfy a
threshold (e.g., being less than the threshold). In some
aspects, and as another specific example, the UE may
determine to block shorten the set of transmitted bits based
at least in part on the code rate satisfying the threshold (e.g.,
being greater than or equal to the threshold). In some
aspects, the threshold may be configured from an upper
layer. For example, the threshold may be configured in
association with a radio resource control (RRC) configura-
tion.

[0074] In some aspects, the UE may separately determine
whether to block puncture or to block shorten the set of
transmitted bits for a set of sequential communications of an
IR-HARQ process. For example, the UE may determine
whether to block puncture or to block shorten for a first
communication of the IR-HARQ process, may perform the
same determination for a second communication of the
IR-HARQ process independently from the determination
made for the first communication, and so forth. This facili-
tates optimization of use of block puncturing and block
shortening for a set of communications, and thereby
improves network operations. In some aspects, the UE may
determine to block puncture or to block shorten different
communications associated with the same IR-HARQ pro-
cess in different manners. For example, the UE may deter-
mine to block shorten the set of transmitted blocks for a first
communication of an IR-HARQ process, may determine to
block puncture the set of transmitted blocks for a second
communication of the same IR-HARQ process, and/or the
like. Additionally, or alternatively, and as another example,
the UE may determine to block shorten or to block puncture
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different quantities of transmitted bits for different commu-
nications associated with the same IR-HARQ process.
[0075] In some aspects, the UE may automatically deter-
mine whether to block puncture or to block shorten the
adjusted fractally enhanced kernel polar code for a first
communication of an IR-HARQ process. In some aspects,
the UE may determine whether to block puncture or to block
shorten the adjusted fractally enhanced kernel polar code for
a subsequent communication based at least in part on
receiving a negative acknowledgment (NACK), or another
indication that a previous communication of the IR-HARQ
process has failed, such as expiration of a timer without
receiving an acknowledgment (ACK), reception of another
type of message from a device to which the previous
communication was destined, and/or the like. In other
words, the UE may not generate an adjusted fractally
enhanced kernel polar code for a subsequent communication
if the previous communication is successful, if the previous
communication results in an ACK from a destination device,
and/or the like.

[0076] In some aspects, a code rate may be based at least
in part on a quantity of information bits associated with the
communication and/or a quantity of transmitted bits asso-
ciated with the communication (e.g., a quantity of transmit-
ted bits that is actually transmitted in association with a
communication). For example, a code rate may be a ratio of
information bits (K) to transmitted bits (M), and may be
represented by the quantity K/M. In some aspects, the code
rate may change between communications associated with
the same IR-HARQ process. For example, a first commu-
nication may have a first code rate of 4/6, a second com-
munication may have a second code rate of 4/10, a third
communication may have a third code rate of 6/14, and/or
the like.

[0077] As shown by reference number 520, the UE may
generate the adjusted fractally enhanced kernel polar code
for the communication based at least in part on determining
to block puncture or to block shorten the set of transmitted
bits. For example, the UE may generate the adjusted frac-
tally enhanced kernel polar code after determining to block
puncture or to block shorten the set of transmitted bits.
[0078] In some aspects, the UE may generate an adjusted
fractally enhanced kernel polar code with a particular block
length. For example, the UE may generate an adjusted
fractally enhanced kernel polar code with a block length
equal to a closest integer power of two greater than or equal
to the quantity of transmitted bits that is actually to be
transmitted. Continuing with the previous example, the UE
may generate the block length of the adjusted fractally
enhanced kernel polar code according to an equation such
as:

N=peeilllog 200)

where N is the block length, ceil () is a ceiling function, and
M is the quantity of transmitted bits included in the set of
transmitted bits associated with the communication (e.g., a
block length of a communication, a quantity of transmitted
bits that is actually to be transmitted). As specific examples,
if M equals 6, then the UE would generate a block length of
8; if M equals 14, then the UE would generate a block length
of'16, and so forth, since 8 is the closest integer power of two
greater than or equal to 6, 16 is the closest integer power of
two greater than or equal to 14, and so forth. In some
aspects, and for a subsequent communication, the adjusted
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fractally enhanced kernel polar code may be generated with
a block length equal to a closest integer power of two greater
than or equal to a total quantity of transmitted bits for
communications associated with the IR-HARQ process. For
example, for a second transmission, the block length for an
adjusted fractally enhanced kernel polar code may be based
at least in part on the total quantity of transmitted bits for the
first communication and the second communication. Con-
tinuing with the previous example, if a first communication
has a code rate of 4/6 and a second communication has a
code rate of 4/10, the block length of the adjusted fractally
enhanced kernel polar code for the second communication
would be based at least in part on 10, rather than 6, even
though 6 is the difference between the quantity of transmit-
ted bits that are actually to be transmitted for the first
communication and the second communication.

[0079] In some aspects, the UE may puncture or shorten a
set of transmitted bits equal to a difference between the
block length of the adjusted fractally enhanced kernel polar
code and the quantity of transmitted bits actually transmitted
in association with a communication. For example, if the
block length equals 10, but the quantity of transmitted bits
actually transmitted equals 6, then the UE would shorten or
puncture the set of transmitted bits by 4 bits. In some
aspects, if the UE is puncturing the set of transmitted bits,
the UE may puncture the front-most bits of the set of
transmitted bits to form a set of block punctured bits.
Additionally, or alternatively, if the UE is shortening the set
of transmitted bits, the UE may shorten the end-most bits of
the set of transmitted bits to form a set of block shortened
bits.

[0080] In some aspects, and for a subsequent communi-
cation, the UE may puncture or shorten by a quantity equal
to a difference between an integer power of two used for the
block length of the adjusted fractally enhanced kernel polar
code for the subsequent communication and a total quantity
of transmitted bits actually transmitted for communications
associated with the IR-HARQ process. For example, if the
adjusted fractally enhanced kernel polar code for the sub-
sequent communication has a block length of 10 and there
are 6 transmitted bits associated with communications of the
IR-HARQ process that are actually transmitted, then the UE
would puncture or shorten 4 transmitted bits.

[0081] In some aspects, the UE may puncture the set of
transmitted bits from a first end of the set of transmitted bits.
For example, the UE may puncture consecutive bits of the
set of transmitted bits from the first end of the set of
transmitted bits. In some aspects, the UE may shorten the set
of transmitted bits from another end of the set of transmitted
bits. For example, the UE may shorten consecutive bits of
the set of transmitted bits from a second end of the set of
transmitted bits.

[0082] In some aspects, the UE may determine a configu-
ration of the set of information bits based at least in part on
the block length. For example, the UE may determine which
bits of the block length are to be the set of information bits
and which bits of the block length are to be a set of frozen
bits (e.g., that have a default value). In some aspects, the UE
may determine the configuration of the set of information
bits by dividing the block length into two half block lengths.
For example, the UE may divide a 16 bit block length into
two 8 bit half block lengths (e.g., may divide N by 2). In
some aspects, the UE may determine a configuration of the
set of information bits for the half block lengths. For
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example, the UE may determine to allocate some bits of the
set of information bits to a first half block length and may
determine to allocate the remaining bits of the set of infor-
mation bits to the second half block length.

[0083] In some aspects, the UE may determine to allocate
the set of information bits among a first half block length and
a second half block length based at least in part on a mutual
information allocation formula. For example, the UE may
determine to allocate the set of information bits among the
first half block length and the second half block length such
that a quantity of information bits allocated to a half block
length is proportional to a capacity or mutual information of
the first half block length and the second half block length
(e.g., a proportion of target information values of the first
half block length and the second half block length), as
described elsewhere herein. Additionally, or alternatively,
the UE may determine to allocate the set of information bits
among the first half block length and the second half block
length based at least in part on an adjusted quantity of
information bits (e.g., excluding information bits associated
with punctured or shortened bits). In some aspects, infor-
mation bits included in the adjusted quantity of information
bits with a lowest reliability may be removed from a selected
information bit set.

[0084] In some aspects, a first subset of information bits
for a first half block length and a second subset of informa-
tion bits for a second half block length may be associated
with a pre-generated sequence. For example, the pre-gener-
ated sequence may have a fixed reliability order that iden-
tifies a relative reliability of different information bits of the
first subset of information bits and the second subset of
information bits. As specific examples, the pre-generated
sequence may be a partial weight (PW) order, a sequence
from a numerical search, and/or the like. This reduces a
complexity of selecting a set of most reliable bits (described
below), thereby conserving processing resources of the UE
relative to not using a pre-generated sequence.

[0085] In some aspects, the UE may select a set of most
reliable bits from the first subset of information bits and the
second subset of information bits. In some aspects, the UE
may select the set of most reliable bits based at least in part
on excluding information bits that correspond to a set of
block punctured bits and/or to a set of block shortened bits.
In some aspects, the UE may select a set of most reliable bits
based at least in part on the pre-generated sequence associ-
ated with the set of information bits. In some aspects, the UE
may select a set of most reliable bits for a subsequent
communication from the whole set of bits but excluding a set
of frozen bits associated with the previous communication.
[0086] In some aspects, for a subsequent communication,
the UE may identify a set of common information bits
between a set of most reliable information bits for the
subsequent communication and another set of most reliable
bits for a most recent communication prior to the subsequent
communication. For example, the UE may identify infor-
mation bits that are common to both the set of most reliable
bits and the other set of most reliable bits. In some aspects,
the UE may copy a subset of information bits that is included
in the set of common information bits to the set of most
reliable bits associated with the subsequent communication.
In this way, the UE optimizes reliability of information bits
associated with subsequent communications.

[0087] As shown by reference number 530, the UE may
transmit the communication of the IR-HARQ process using
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the adjusted fractally enhanced kernel polar code. For
example, the UE may transmit the communication after
generating the adjusted fractally enhanced kernel polar code.
[0088] In some aspects, the UE may monitor for an ACK
or a NACK associated with the communication from a
destination device (e.g., a BS in this case). In some aspects,
if the UE receives an ACK, then the UE may terminate the
IR-HARQ process. Conversely, if the UE receives a NACK,
then the UE may repeat the IR-HARQ process. For example,
if the UE receives a NACK for a first communication of an
IR-HARQ process, then the UE may determine to transmit
a second communication, may determine whether to block
puncture or to block shorten an adjusted fractally enhanced
kernel polar code for the second communication, may gen-
erate the adjusted fractally enhanced kernel polar code for
the second communication, may transmit the second com-
munication, and/or the like in a manner similar to that
described elsewhere herein. In some aspects, the UE may
terminate the IR-HARQ process after determining that a
threshold quantity of communications associated with the
IR-HARQ process have been transmitted (e.g., a maximum
quantity of communications). This conserves processing
resources of the UE by reducing or eliminating unneeded
communications.

[0089] As indicated above, FIG. 5 is provided as an
example. Other examples differ from what is described with
respect to FIG. 5. Although FIG. 5 is described in the context
of a UE performing various operations, the aspects apply
equally to a BS performing one or more or all of these
operations.

[0090] FIGS. 6A-6C are diagrams illustrating an example
600 of hybrid polar code design for URLLC, in accordance
with various aspects of the present disclosure. Assume for
example 600 that the UE is to block puncture bits for three
different communications of an IR-HARQ process.

[0091] FIG. 6A shows a configuration of an adjusted
fractally enhanced kernel polar code for a first communica-
tion of the IR-HARQ process. As shown, the adjusted
fractally enhanced kernel polar code may have a block
length 605. For example, the block length 605 may be 8 bits.
As further shown, the adjusted fractally enhanced kernel
polar code may include information bits 610 (black boxes),
frozen bits 615 (white boxes), transmitted bits 620 for the
first communication (diagonal stripped boxes) (e.g., trans-
mitted bits that are actually transmitted), and block punc-
tured bits 625 (gray boxes) (e.g., transmitted bits that are
scheduled but not transmitted). As further shown, the
adjusted fractally enhanced kernel polar code may have two
half block lengths 630 (e.g., 630-1 and 630-2).

[0092] As shown by reference number 635, the UE may
have block punctured the two front-most bits of the block
length based at least in part on a difference between a set of
transmitted bits associated with the first communication and
a block length of the adjusted fractally enhanced kernel
polar code, in a manner similar to that described elsewhere
herein. In some aspects, the UE may determine a configu-
ration of information bits 610 in a manner similar to that
described elsewhere herein. For example, the UE may select
a set of most reliable bits from the half block length 630-1
and the half block length 630-2 based at least in part on a
pre-generated sequence and based at least in part on deter-
mining a quantity of bits included in half block lengths
630-1 and 630-2. In some aspects, the UE may transmit the
first communication after generating the adjusted fractally
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enhanced kernel polar code. In some aspects, the UE may
monitor for an ACK or a NACK after transmitting the first
communication.

[0093] Turning to FIG. 6B, the UE may generate the
fractally enhanced kernel polar code for a second commu-
nication (e.g., based at least in part on receiving a NACK in
association with the first communication). As further shown
in FIG. 6B, the adjusted fractally enhanced kernel polar code
for the second communication may have a different block
length than the adjusted fractally enhanced kernel polar code
for the first communication (e.g., based at least in part on
having a different code rate than the first communication).
As further shown, the adjusted fractally enhanced kernel
polar code may include a set of transmitted bits 640 (hashed
boxes) associated with the second communication (e.g.,
transmitted bits that are actually transmitted). In some
aspects, the UE may determine the quantity of transmitted
bits 640 based at least in part on a difference between a
quantity of transmitted bits associated with the second
communication and a quantity of transmitted bits 620 asso-
ciated with the first communication (based at least in part on
code rates of the first communication and the second com-
munication). As shown by reference number 645, the
adjusted fractally enhanced kernel polar code may include a
set of block punctured bits 625 based at least in part on a
block length of the adjusted fractally enhanced kernel polar
code and a block length of the second communication, in a
manner similar to that described elsewhere herein.

[0094] As shown by reference number 650, the UE may
copy some of the information bits 610 from the first com-
munication to the second communication. For example, the
UE may determine a set of most reliable bits for the second
communication from the first half block length 655-1 and
the second half block length 655-2 associated with the first
communication and the second communication, but may
exclude frozen bits 615 associated with the first communi-
cation and information bits associated with the set of block
punctured bits associated with the second communication.
Continuing with the previous example, the UE may identify
a set of common bits among a set of most reliable bits
associated with the first communication and another set of
most reliable bits associated with the second communica-
tion, and may copy information bits 610 from the set of
common bits to the set of most reliable bits for the second
communication. In some aspects, the set of information bits
610 that is copied may be copied from a first half block
length 655-1 of the adjusted fractally enhanced kernel polar
code to a second half block length 655-2 of the adjusted
fractally enhanced kernel polar code.

[0095] Turning to FIG. 6C, the UE may generate the
adjusted fractally enhanced kernel polar code for a third
communication in a manner similar to that described else-
where herein. For example, the adjusted fractally enhanced
kernel polar code may include a set of communication bits
660 associated with the third communication. As shown by
reference numbers 670-1 and 670-2, the UE may copy
information bits from a first half block length of the adjusted
fractally enhanced kernel polar code to a second half block
length of the adjusted fractally enhanced kernel polar code
in a manner similar to that described elsewhere herein.

[0096] As indicated above, FIGS. 6A-6C are provided as
an example. Other examples may differ from what is
described with respect to FIG. 6A-6C.
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[0097] FIGS. 7A-7C are diagrams illustrating an example
700 of hybrid polar code design for URLLC, in accordance
with various aspects of the present disclosure. In example
700, the UE may block shorten communication bits for a
first communication of an IR-HARQ process and puncture
bits for two subsequent communications of the IR-HARQ
process.

[0098] In some aspects, the adjusted fractally enhanced
kernel polar code may include information bits, transmitted
bits, frozen bits, and/or the like, similar to that described
elsewhere herein. As shown in FIG. 7A, and by reference
number 710, the UE may shorten transmitted bits in a
manner similar to that described elsewhere herein. For
example, the UE may shorten the end-most transmitted bits
of the adjusted fractally enhanced kernel polar code. As
further shown in FIG. 7A, the information bits associated
with the adjusted fractally enhanced kernel polar code may
be configured in a different manner than that described with
regard to FIG. 6A, based at least in part on the UE using
shortening rather than puncturing for the first communica-
tion.

[0099] As shown in FIG. 7B, and by reference number
720, the UE may puncture a set of transmitted bits of the
adjusted fractally enhanced kernel polar code, in a manner
similar to that described elsewhere herein. In some aspects,
and as further shown in FIG. 7B, the UE may maintain a set
of block shortened bits described with regard to FIG. 7A
when puncturing the set of transmitted bits for the second
communication. As shown by reference number 730, the UE
may copy information bits from the first communication to
the second communication. For example, the UE may select
a set of most reliable bits from a set of information associ-
ated with the second communication and the first commu-
nication, excluding a set of frozen bits associated with the
first communication, and a set of information bits associated
with a set of punctured bits associated with the second
communication. In some aspects, and continuing with the
previous example, the UE may identify a set of common bits
among a set of most reliable bits for the first communication
and another set of most reliable bits for the second commu-
nication, and may copy information bits included in the set
of common bits to the other set of most reliable bits
associated with the second communication.

[0100] Turning to FIG. 7C, and as shown by reference
number 740, the set of block punctured bits described with
regard to FIG. 7B may be used for transmitted bits associ-
ated with a third communication when the block length of
the adjusted fractally enhanced kernel polar code does not
change between the second communication and the third
communication. As shown by reference numbers 750 and
760, the UE may copy information bits in a manner similar
to that described elsewhere herein.

[0101] As indicated above, FIGS. 7A-7C are provided as
an example. Other examples may differ from what is
described with respect to FIG. 7A-7C.

[0102] FIG. 8 is a diagram illustrating an example 800 of
hybrid polar code design for URLLC, in accordance with
various aspects of the present disclosure. FIG. 8 shows
example results of determining the threshold rate of utilizing
shortening or puncturing in the manner described herein in
different contexts. For example, at a rate greater than 0.5, a
polar code utilizing shortening in general may have better
performance than a polar code with puncturing. At a rate less
than or equal to 0.5, a polar code utilizing puncturing may
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have better performance than a polar code with shortening.
Thus, the threshold code rate may be determined as 0.5.
[0103] As indicated above, FIG. 8 is provided as an
example. Other examples may differ from what is described
with respect to FIG. 8.

[0104] FIG. 9 is a diagram illustrating an example process
900 performed, for example, by a wireless communication
device, in accordance with various aspects of the present
disclosure. Example process 900 is an example where a
wireless communication device (e.g., BS 110, UE 120,
and/or the like) performs hybrid polar code operations for
URLLC.

[0105] As shown in FIG. 9, in some aspects, process 900
may include determining to block puncture or to block
shorten a set of transmitted bits of an adjusted fractally
enhanced kernel polar code for a communication of an
incremental redundancy (IR)-hybrid automatic repeat
request (HARQ) process based at least in part on a code rate
associated with the communication of the IR-HARQ pro-
cess, wherein the code rate is based at least in part on a
quantity of information bits associated with the communi-
cation or a quantity of transmitted bits associated with the
communication (block 910). For example, the wireless com-
munication device (e.g., BS 110 using controller/processor
240; UE 120 using controller/processor 280; and/or the like)
may determine to block puncture or to block shorten a set of
transmitted bits of an adjusted fractally enhanced kernel
polar code for a communication of an IR-HARQ process
based at least in part on a code rate associated with the
communication of the IR-HARQ process, as described
above. In some aspects, the code rate is based at least in part
on a quantity of information bits associated with the com-
munication or a quantity of transmitted bits associated with
the communication.

[0106] As further shown in FIG. 9, in some aspects,
process 900 may include generating the adjusted fractally
enhanced kernel polar code for the communication based at
least in part on determining to block puncture or to block
shorten the set of transmitted bits (block 920). For example,
the wireless communication device (e.g., BS 110 using
controller/processor 240; UE 120 using controller/processor
280; and/or the like) may generate the adjusted fractally
enhanced kernel polar code for the communication based at
least in part on determining to block puncture or to block
shorten the set of transmitted bits, as described above.
[0107] As further shown in FIG. 9, in some aspects,
process 900 may include transmitting the communication
using the adjusted fractally enhanced kernel polar code
(block 930). For example, the wireless communication
device (e.g., BS 110 using controller/processor 240, transmit
processor 220, TX MIMO processor 230, MOD 232,
antenna 234; UE 120 using antenna 252, MOD 254, transmit
processor 264, TX MIMO processor 266, controller/proces-
sor 280; and/or the like) may transmit the communication
using the adjusted fractally enhanced kernel polar code, as
described above.

[0108] Process 900 may include additional aspects, such
as any single aspect or any combination of aspects described
below and/or in connection with one or more other processes
described elsewhere herein.

[0109] Inafirst aspect, the wireless communication device
may determine to block shorten the set of transmitted bits
based at least in part on the code rate satistying a threshold,
wherein the block shortening is performed on consecutive
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bits at a first end of the set of transmitted bits, or may
determine to block puncture the set of transmitted bits based
at least in part on the code rate not satisfying the threshold,
wherein the threshold is configured from an upper level, and
wherein the block puncturing is performed on other con-
secutive bits at a second end of the set of transmitted bits.
[0110] Inasecond aspect, alone or in combination with the
first aspect, the wireless communication device may gener-
ate the adjusted fractally enhanced kernel polar code with a
block length equal to a closest integer power of two greater
than or equal to the quantity of transmitted bits associated
with the communication based at least in part on determin-
ing to block puncture the set of transmitted bits, and may
puncture, to form a set of block punctured bits, a quantity of
the set of transmitted bits for the communication equal to a
difference between the block length of the adjusted fractally
enhanced kernel polar code and the quantity of transmitted
bits for the communication.

[0111] In a third aspect, alone or in combination with one
or more of the first and second aspects, the wireless com-
munication device may determine a quantity of a first subset
of information bits for a first half block length of the block
length and a quantity of a second subset of information bits
for a second half block length of the block length based at
least in part on a mutual information allocation formula.
[0112] In a fourth aspect, alone or in combination with one
or more of the first through third aspects, the wireless
communication device may generate the first subset of
information bits for the first half block length and the second
subset of information bits for the second half block length
based at least in part on a pre-generated sequence, and may
select a set of most reliable bits from the first subset of
information bits and the second subset of information bits
based at least in part on the pre-generated sequence.
[0113] In a fifth aspect, alone or in combination with one
or more of the first through fourth aspects, the wireless
communication device may receive a negative acknowl-
edgement (NACK) for the communication after transmitting
the communication, wherein the communication included a
set of block punctured bits; may generate the fractally
enhanced kernel polar code for a subsequent communication
with a block length equal to a closest integer power of two
greater than or equal to a total quantity of transmitted bits for
communications associated with the IR-HARQ process
based at least in part on receiving the NACK, and may
puncture, to form another set of block punctured bits, a
quantity of the set of transmitted bits, for the subsequent
communication, equal to a difference between the closest
integer power of two for the subsequent communication and
the total quantity of transmitted bits for the communications
associated with the IR-HARQ process.

[0114] In a sixth aspect, alone or in combination with one
or more of the first through fifth aspects, the wireless
communication device may select a set of most reliable bits
from a set of information bits for the subsequent commu-
nication by excluding a set of frozen bits associated with the
previous communication after puncturing the quantity of the
set of transmitted bits, for the subsequent communication, to
form another set of block punctured bits.

[0115] In a seventh aspect, alone or in combination with
one or more of the first through sixth aspects, the wireless
communication device may identify a set of common infor-
mation bits between the set of most reliable bits and another
set of most reliable bits associated with the previous com-
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munication after selecting the set of most reliable bits, and
may copy a subset of information bits that is included in the
set of common information bits to the set of most reliable
bits after identifying the set of common information bits.

[0116] In an eighth aspect, alone or in combination with
one or more of the first through seventh aspects, the wireless
communication device may generate the adjusted fractally
enhanced kernel polar code with a block length equal to a
closest integer power of two greater than or equal to the
quantity of transmitted bits associated with the communi-
cation based at least in part on determining to block shorten
the set of transmitted bits, and may shorten, to form a set of
block shortened bits, a quantity of the set of transmitted bits
for the communication equal to a difference between the
block length of the adjusted fractally enhanced kernel polar
code and the quantity of transmitted bits for the communi-
cation.

[0117] In a ninth aspect, alone or in combination with one
or more of the first through eighth aspects, the wireless
communication device may determine a first subset of
information bits for a first half block length of the block
length and a second subset of information bits for a second
half block length of the block length based at least in part on
a mutual information allocation formula, and an adjusted
quantity of information bits, wherein information bits of the
adjusted quantity of information bits with a lowest reliability
are removed from a selected information bit set.

[0118] In a tenth aspect, alone or in combination with one
or more of the first through ninth aspects, the wireless
communication device may generate the first subset of
information bits for the first half block length and the second
subset of information bits for the second half block length
based at least in part on a pre-generated sequence, and may
select a set of most reliable bits from the first subset of
information bits and the second subset of information bits
excluding the set of block shortened bits based at least in
part on the pre-generated sequence.

[0119] In an eleventh aspect, alone or in combination with
one or more of the first through tenth aspects, the wireless
communication device may receive a negative acknowl-
edgement (NACK) for the communication after transmitting
the communication, wherein the communication included a
set of block shortened bits, may generate the fractally
enhanced kernel polar code for a subsequent communication
with a block length equal to a closest integer power of two
greater than or equal to a quantity of transmitted bits for the
subsequent communication based at least in part on receiv-
ing the NACK, and may puncture, to form a set of block
punctured bits, a quantity of the set of transmitted bits, for
the subsequent communication, equal to a difference
between the block length of the adjusted fractally enhanced
kernel polar code and the quantity of transmitted bits for the
subsequent communication.

[0120] In a twelfth aspect, alone or in combination with
one or more of the first through eleventh aspects, the
wireless communication device may select a set of most
reliable bits from a set of information bits for the subsequent
communication and another set of information bits for a
previous communication excluding a set of frozen bits
associated with the previous communication based at least in
part on puncturing the quantity of the set of transmitted bits,
for the subsequent communication, to form the set of block
punctured bits.
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[0121] In a thirteenth aspect, alone or in combination with
one or more of the first through twelfth aspects, the wireless
communication device may identify a set of common infor-
mation bits between the set of most reliable bits and another
set of most reliable bits associated with the previous com-
munication after selecting the set of most reliable bits, and
may copy a subset set of information bits that is included in
the set of common information bits to the set of most reliable
bits after identifying the set of common information bits.

[0122] In afourteenth aspect, alone or in combination with
one or more of the first through thirteenth aspects, the
wireless communication device may determine that a thresh-
old quantity of communications associated with the IR-
HARQ process have been transmitted based at least in part
on transmitting the communication, or may receive an
acknowledgement (ACK) for the communication based at
least in part on transmitting the communication, and may
terminate the IR-HARQ process based at least in part on
determining that the threshold quantity of communications
have been transmitted or based at least in part on receiving
the ACK.

[0123] Although FIG. 9 shows example blocks of process
900, in some aspects, process 900 may include additional
blocks, fewer blocks, different blocks, or differently
arranged blocks than those depicted in FIG. 9. Additionally,
or alternatively, two or more of the blocks of process 900
may be performed in parallel.

[0124] FIG. 10 is a diagram illustrating an example pro-
cess 1000 performed, for example, by a wireless communi-
cation device, in accordance with various aspects of the
present disclosure. Example process 1000 is an example
where a wireless communication device (e.g., BS 110, UE
120, and/or the like) performs operations associated with
hybrid polar code operations for URLLC.

[0125] As shown in FIG. 10, in some aspects, process
1000 may include receiving a communication, of an incre-
mental redundancy (IR)-hybrid automatic repeat request
(HARQ) process, that is encoded using an adjusted fractally
enhanced kernel polar code (block 1010). For example, the
wireless communication device (e.g., BS 110 using control-
ler/processor 240, receive processor 238, MIMO detector
236, DEMOD 232, antenna 234; UE 120 using antenna 252,
DEMOD 254, MIMO detector 256, receive processor 258,
controller/processor 280; and/or the like) may receive a
communication, of an IR-HARQ process, that is encoded
using an adjusted fractally enhanced kernel polar code, as
described above.

[0126] As further shown in FIG. 10, in some aspects,
process 1000 may include identifying a block puncturing
pattern or a block shortening pattern based at least in part on
a code rate associated with the communication, wherein the
code rate is based at least in part on a quantity of information
bits associated with the communication or a quantity of
transmitted bits associated with the communication (block
1020). For example, the wireless communication device
(e.g., BS 110 using controller/processor 240; UE 120 using
controller/processor 280; and/or the like) may identify a
block puncturing pattern or a block shortening pattern based
at least in part on a code rate associated with the commu-
nication, as described above. In some aspects, the code rate
is based at least in part on a quantity of information bits
associated with the communication or a quantity of trans-
mitted bits associated with the communication.
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[0127] As further shown in FIG. 10, in some aspects,
process 1000 may include determining a location of the
information bits in the communication based at least in part
on the block puncturing pattern or the block shortening
pattern (block 1030). For example, the wireless communi-
cation device (e.g., BS 110 using controller/processor 240;
UE 120 using controller/processor 280; and/or the like) may
determine a location of the information bits in the commu-
nication based at least in part on the block puncturing pattern
or the block shortening pattern, as described above.

[0128] As further shown in FIG. 10, in some aspects,
process 1000 may include decoding the communication
based at least in part on determining the location of the
information bits (block 1040). For example, the wireless
communication device (e.g., BS 110 using controller/pro-
cessor 240, receive processor 238, MIMO detector 236,
DEMOD 232, antenna 234; UE 120 using antenna 252,
DEMOD 254, MIMO detector 256, receive processor 258,
controller/processor 280; and/or the like) may decode the
communication based at least in part on determining the
location of the information bits, as described above.

[0129] Process 1000 may include additional aspects, such
as any single aspect or any combination of aspects described
below and/or in connection with one or more other processes
described elsewhere herein.

[0130] In a first aspect, identifying the block puncturing
pattern or the block shortening pattern comprises: identify-
ing the block shortening pattern based at least in part on the
code rate satisfying a threshold, or identifying the block
puncturing pattern based at least in part on the code rate not
satisfying the threshold.

[0131] Although FIG. 10 shows example blocks of pro-
cess 1000, in some aspects, process 1000 may include
additional blocks, fewer blocks, different blocks, or differ-
ently arranged blocks than those depicted in FIG. 10.
Additionally, or alternatively, two or more of the blocks of
process 1000 may be performed in parallel.

[0132] The foregoing disclosure provides illustration and
description, but is not intended to be exhaustive or to limit
the aspects to the precise form disclosed. Modifications and
variations may be made in light of the above disclosure or
may be acquired from practice of the aspects.

[0133] As used herein, the term component is intended to
be broadly construed as hardware, firmware, or a combina-
tion of hardware and software. As used herein, a processor
is implemented in hardware, firmware, or a combination of
hardware and software.

[0134] As used herein, satisfying a threshold may, depend-
ing on the context, refer to a value being greater than the
threshold, greater than or equal to the threshold, less than the
threshold, less than or equal to the threshold, equal to the
threshold, not equal to the threshold, and/or the like.

[0135] It will be apparent that systems and/or methods
described herein may be implemented in different forms of
hardware, firmware, or a combination of hardware and
software. The actual specialized control hardware or soft-
ware code used to implement these systems and/or methods
is not limiting of the aspects. Thus, the operation and
behavior of the systems and/or methods were described
herein without reference to specific software code—it being
understood that software and hardware can be designed to
implement the systems and/or methods based, at least in
part, on the description herein.
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[0136] Even though particular combinations of features
are recited in the claims and/or disclosed in the specification,
these combinations are not intended to limit the disclosure of
various aspects. In fact, many of these features may be
combined in ways not specifically recited in the claims
and/or disclosed in the specification. Although each depen-
dent claim listed below may directly depend on only one
claim, the disclosure of various aspects includes each depen-
dent claim in combination with every other claim in the
claim set. A phrase referring to “at least one of” a list of
items refers to any combination of those items, including
single members. As an example, “at least one of: a, b, or ¢”
is intended to cover a, b, ¢, a-b, a-c, b-c, and a-b-c, as well
as any combination with multiples of the same element (e.g.,
a-a, a-a-a, a-a-b, a-a-c, a-b-b, a-c-c, b-b, b-b-b, b-b-c, c-c,
and c-c-c or any other ordering of a, b, and c).

[0137] No element, act, or instruction used herein should
be construed as critical or essential unless explicitly
described as such. Also, as used herein, the articles “a” and
“an” are intended to include one or more items, and may be
used interchangeably with “one or more.” Furthermore, as
used herein, the terms “set” and “group” are intended to
include one or more items (e.g., related items, unrelated
items, a combination of related and unrelated items, and/or
the like), and may be used interchangeably with “one or
more.” Where only one item is intended, the term “only one”
or similar language is used. Also, as used herein, the terms
“has,” “have,” “having,” and/or the like are intended to be
open-ended terms. Further, the phrase “based on” is intended
to mean “based, at least in part, on” unless explicitly stated
otherwise.

What is claimed is:

1. A method of wireless communication performed by a
wireless communication device, comprising:

determining to block puncture or to block shorten a set of

transmitted bits of an adjusted fractally enhanced ker-
nel polar code for a communication of an incremental
redundancy (IR)-hybrid automatic repeat request
(HARD) process based at least in part on a code rate
associated with the communication of the IR-HARQ
process,
wherein the code rate is based at least in part on a
quantity of information bits associated with the com-
munication or a quantity of transmitted bits associ-
ated with the communication;
generating the adjusted fractally enhanced kernel polar
code for the communication based at least in part on
determining to block puncture or to block shorten the
set of transmitted bits; and

transmitting the communication using the adjusted frac-

tally enhanced kernel polar code.

2. The method of claim 1, wherein determining to block
puncture or to block shorten the set of transmitted bits
comprises:

determining to block shorten the set of transmitted bits

based at least in part on the code rate satisfying a
threshold,
wherein the block shortening is performed on consecu-
tive bits at a first end of the set of transmitted bits, or
determining to block puncture the set of transmitted bits
based at least in part on the code rate not satisfying the
threshold,
wherein the threshold is configured from an upper
layer,
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wherein the puncturing is performed on other consecu-
tive bits at a second end of the set of transmitted bits.

3. The method of claim 1, wherein generating the adjusted

fractally enhanced kernel polar code comprises:

generating the adjusted fractally enhanced kernel polar
code with a block length equal to a closest integer
power of two greater than the quantity of transmitted
bits associated with the communication based at least in
part on determining to block puncture the set of trans-
mitted bits; and

puncturing, to form a set of block punctured bits, a
quantity of the set of transmitted bits for the commu-
nication equal to a difference between the block length
of'the adjusted fractally enhanced kernel polar code and
the quantity of transmitted bits for the communication.

4. The method of claim 3, further comprising:

determining a first quantity of a first subset of information
bits for a first half block length of the block length and
a second quantity of a second subset of information bits
for a second half block length of the block length based
at least in part on a mutual information allocation
formula.

5. The method of claim 4, further comprising:

generating the first subset of information bits for the first
half block length and the second subset of information
bits for the second half block length based at least in
part on a pre-generated sequence; and

selecting a set of most reliable bits from the first subset of
information bits and the second subset of information
bits based at least in part on the pre-generated
sequence.

6. The method of claim 1, further comprising:

receiving a negative acknowledgement (NACK) for the
communication after transmitting the communication,

wherein the communication included a set of block
punctured bits;

generating the fractally enhanced kernel polar code for a
subsequent communication with a block length equal to
a closest integer power of two greater than or equal to
a total quantity of transmitted bits for communications
associated with the IR-HARQ process based at least in
part on receiving the NACK; and

puncturing, to form another set of block punctured bits, a
quantity of the set of transmitted bits, for the subse-
quent communication, equal to a difference between
the closest integer power of two for the subsequent
communication and the total quantity of transmitted
bits for the communications associated with the IR-
HARQ process.

7. The method of claim 6, further comprising:

selecting a set of most reliable bits from a set of infor-
mation bits for the subsequent communication by
excluding a set of frozen bits associated with a previous
communication, after puncturing the quantity of the set
of transmitted bits, for the subsequent communication,
to form the other set of block punctured bits.

8. The method of claim 7, further comprising:

identifying a set of common information bits between the
set of most reliable bits and another set of most reliable
bits associated with the previous communication after
selecting the set of most reliable bits; and
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copying a subset of information bits that is included in the
set of common information bits to the set of most
reliable bits after identifying the set of common infor-
mation bits.

9. The method of claim 1, wherein generating the adjusted

fractally enhanced kernel polar code comprises:

generating the adjusted fractally enhanced kernel polar
code with a block length equal to a closest integer
power of two greater than or equal to the quantity of
transmitted bits associated with the communication
based at least in part on determining to block shorten
the set of transmitted bits; and
shortening, to form a set of block shortened bits, a
quantity of the set of transmitted bits for the commu-
nication equal to a difference between the block length
of the adjusted fractally enhanced kernel polar code and
the quantity of transmitted bits for the communication.
10. The method of claim 9, further comprising:
determining a first subset of information bits for a first
half block length of the block length and a second
subset of information bits for a second half block length
of the block length based at least in part on a mutual
information allocation formula, and an adjusted quan-
tity of information bits,
wherein information bits of the adjusted quantity of
information bits with a lowest reliability are removed
from a selected information bit set.
11. The method of claim 10, further comprising:
generating the first subset of information bits for the first
half block length and the second subset of information
bits for the second half block length based at least in
part on a pre-generated sequence; and
selecting a set of most reliable bits from the first subset of
information bits and the second subset of information
bits excluding the set of block shortened bits based at
least in part on the pre-generated sequence.
12. The method of claim 1, further comprising:
receiving a negative acknowledgement (NACK) for the
communication after transmitting the communication,
wherein the communication included a set of block
shortened bits;
generating the fractally enhanced kernel polar code for a
subsequent communication with a block length equal to
a closest integer power of two greater than or equal to
a quantity of transmitted bits for the subsequent com-
munication based at least in part on receiving the
NACK; and
puncturing, to form a set of block punctured bits, a
quantity of the set of transmitted bits, for the subse-
quent communication, equal to a difference between
the block length of the adjusted fractally enhanced
kernel polar code and the quantity of transmitted bits
for the subsequent communication.
13. The method of claim 12, further comprising:
selecting a set of most reliable bits from a set of infor-
mation bits for the subsequent communication and
another set of information bits for a previous commu-
nication excluding a set of frozen bits associated with
the previous communication based at least in part on
puncturing the quantity of the set of transmitted bits, for
the subsequent communication, to form the set of block
punctured bits.



US 2019/0393986 Al

14. The method of claim 13, further comprising:

identifying a set of common information bits between the

set of most reliable bits and another set of most reliable
bits associated with the previous communication after
selecting the set of most reliable bits; and

copying a subset set of information bits that is included in

the set of common information bits to the set of most
reliable bits after identifying the set of common infor-
mation bits.

15. The method of claim 1, further comprising:

determining that a threshold quantity of communications

associated with the IR-HARQ process have been trans-
mitted based at least in part on transmitting the com-
munication, or

receiving an acknowledgement (ACK) for the communi-

cation based at least in part on transmitting the com-
munication; and

terminating the IR-HARQ process based at least in part on

determining that the threshold quantity of communica-
tions have been transmitted or based at least in part on
receiving the ACK.

16. A method of wireless communication performed by a
wireless communication device, comprising:

receiving a communication, of an incremental redundancy

(IR)-hybrid automatic repeat request (HARQ) process,
that is encoded using an adjusted fractally enhanced
kernel polar code;

identifying a block puncturing pattern or a block short-

ening pattern based at least in part on a code rate
associated with the communication, wherein the code
rate is based at least in part on a quantity of information
bits associated with the communication or a quantity of
transmitted bits associated with the communication;
determining a location of the information bits in the
communication based at least in part on the block
puncturing pattern or the block shortening pattern; and
decoding the communication based at least in part on
determining the location of the information bits.

17. The method of claim 16, wherein identifying the block
puncturing pattern or the block shortening pattern com-
prises:

identifying the block shortening pattern based at least in

part on the code rate satisfying a threshold, or
identifying the block puncturing pattern based at least in
part on the code rate not satisfying the threshold.

18. A wireless communication device, comprising:

a memory; and

one or more processors operatively coupled to the

memory, the memory and the one or more processors
configured to:
determine to block puncture or to block shorten a set of
transmitted bits of an adjusted fractally enhanced
kernel polar code for a communication of an incre-
mental redundancy (IR)-hybrid automatic repeat
request (HARQ) process based at least in part on a
code rate associated with the communication of the
IR-HARQ process,
wherein the code rate is based at least in part on a
quantity of information bits associated with the
communication or a quantity of transmitted bits
associated with the communication;
generate the adjusted fractally enhanced kernel polar
code for the communication based at least in part on
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determining to block puncture or to block shorten the
set of transmitted bits; and

transmit the communication using the adjusted fractally
enhanced kernel polar code.

19. The wireless communication device of claim 18,
wherein determining to block puncture or to block shorten
the set of transmitted bits comprises:

determine to block shorten the set of transmitted bits

based at least in part on the code rate satisfying a
threshold,
wherein the block shortening is performed on consecu-
tive bits at a first end of the set of transmitted bits, or
determine to block puncture the set of transmitted bits
based at least in part on the code rate not satisfying the
threshold,
wherein the threshold is configured from an upper
layer,
wherein the puncturing is performed on other consecu-
tive bits at a second end of the set of transmitted bits.

20. The wireless communication device of claim 18,
wherein generating the adjusted fractally enhanced kernel
polar code comprises:

generate the adjusted fractally enhanced kernel polar code

with a block length equal to a closest integer power of
two greater than the quantity of transmitted bits asso-
ciated with the communication based at least in part on
determining to block puncture the set of transmitted
bits; and

puncture, to form a set of block punctured bits, a quantity

of the set of transmitted bits for the communication
equal to a difference between the block length of the
adjusted fractally enhanced kernel polar code and the
quantity of transmitted bits for the communication.

21. The wireless communication device of claim 20,
wherein the one or more processors are further configured
to:

determine a first quantity of a first subset of information

bits for a first half block length of the block length and
a second quantity of a second subset of information bits
for a second half block length of the block length based
at least in part on a mutual information allocation
formula.

22. The wireless communication device of claim 21,
wherein the one or more processors are further configured
to:

generate the first subset of information bits for the first

half block length and the second subset of information
bits for the second half block length based at least in
part on a pre-generated sequence; and

select a set of most reliable bits from the first subset of

information bits and the second subset of information
bits based at least in part on the pre-generated
sequence.

23. The wireless communication device of claim 18,
wherein the one or more processors are further configured
to:

receive a negative acknowledgement (NACK) for the

communication after transmitting the communication,
wherein the communication included a set of block
punctured bits;

generate the fractally enhanced kernel polar code for a

subsequent communication with a block length equal to
a closest integer power of two greater than or equal to
a total quantity of transmitted bits for communications
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associated with the IR-HARQ process based at least in
part on receiving the NACK; and

puncture, to form another set of block punctured bits, a

quantity of the set of transmitted bits, for the subse-
quent communication, equal to a difference between
the closest integer power of two for the subsequent
communication and the total quantity of transmitted
bits for the communications associated with the IR-
HARQ process.

24. The wireless communication device of claim 23,
wherein the one or more processors are further configured
to:

select a set of most reliable bits from a set of information

bits for the subsequent communication by excluding a
set of frozen bits associated with a previous commu-
nication, after puncturing the quantity of the set of
transmitted bits, for the subsequent communication, to
form the other set of block punctured bits.

25. The wireless communication device of claim 18,
wherein generating the adjusted fractally enhanced kernel
polar code comprises:

generate the adjusted fractally enhanced kernel polar code

with a block length equal to a closest integer power of
two greater than or equal to the quantity of transmitted
bits associated with the communication based at least in
part on determining to block shorten the set of trans-
mitted bits; and

shorten, to form a set of block shortened bits, a quantity

of the set of transmitted bits for the communication
equal to a difference between the block length of the
adjusted fractally enhanced kernel polar code and the
quantity of transmitted bits for the communication.

26. The wireless communication device of claim 25,
wherein the one or more processors are further configured
to:

determine a first subset of information bits for a first half

block length of the block length and a second subset of

information bits for a second half block length of the

block length based at least in part on a mutual infor-

mation allocation formula, and an adjusted quantity of

information bits,

wherein information bits of the adjusted quantity of
information bits with a lowest reliability are removed
from a selected information bit set.

27. The wireless communication device of claim 18,
wherein the one or more processors are further configured
to:

receive a negative acknowledgement (NACK) for the

communication after transmitting the communication,
wherein the communication included a set of block
shortened bits;

generate the fractally enhanced kernel polar code for a

subsequent communication with a block length equal to
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a closest integer power of two greater than or equal to
a quantity of transmitted bits for the subsequent com-
munication based at least in part on receiving the
NACK; and

puncture, to form a set of block punctured bits, a quantity
of the set of transmitted bits, for the subsequent com-
munication, equal to a difference between the block
length of the adjusted fractally enhanced kernel polar
code and the quantity of transmitted bits for the sub-
sequent communication.

28. The wireless communication device of claim 27,
wherein the one or more processors are further configured
to:

select a set of most reliable bits from a set of information

bits for the subsequent communication and another set
of information bits for a previous communication
excluding a set of frozen bits associated with the
previous communication based at least in part on
puncturing the quantity of the set of transmitted bits, for
the subsequent communication, to form the set of block
punctured bits.

29. A wireless communication device, comprising:

a memory; and

one or more processors operatively coupled to the

memory, the memory and the one or more processors

configured to:

receive a communication, of an incremental redun-
dancy (IR)-hybrid automatic repeat request (HARQ)
process, that is encoded using an adjusted fractally
enhanced kernel polar code;

identify a block puncturing pattern or a block shorten-
ing pattern based at least in part on a code rate
associated with the communication, wherein the
code rate is based at least in part on a quantity of
information bits associated with the communication
or a quantity of transmitted bits associated with the
communication;

determine a location of the information bits in the
communication based at least in part on the block
puncturing pattern or the block shortening pattern;
and

decode the communication based at least in part on
determining the location of the information bits.

30. The wireless communication device of claim 29,
wherein identifying the block puncturing pattern or the
block shortening pattern comprises:

identify the block shortening pattern based at least in part

on the code rate satisfying a threshold, or

identify the block puncturing pattern based at least in part

on the code rate not satisfying the threshold.
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