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(57) ABSTRACT

Systems and methods for improving the performance and
stability of bonding radios are provided. One method
includes receiving a packet from a client device. Next, the
method includes determining whether the received packet is
an expected next packet and transmitting the received packet
to a next destination if the received packet is the expected
next packet. In an event the received packet is not the
expected next packet, transmitting the received packet to a
queue, setting a timer to wait for the expected next packet,
and transmitting a message to the sender of the received
packet requesting that the expected next packet be sent.

),

)

Mesh Portal

Mesh Point

Mesh Point

.1 Mesh Access Point

101




US 2020/0403732 Al

Dec. 24,2020 Sheet 1 of 8

Patent Application Publication

FOL -

WiOd Ysoi

()

jUiod Ussi

!




US 2020/0403732 Al

Dec. 24,2020 Sheet 2 of 8

Patent Application Publication

m:.\\

Wwas aq 1evoed
paoadxs ey 1senbal
0} LY U} ebesssw pusg

shenb peyses e}
wioy 1esord su; eAsLIl
pue abessoul au) saR0al

!

o eoed syl pusg

&
o:.\\

evord peloadxe
U} 10} HBM 0O} JBU
B uBes pue snanb syl Ui
woed paaesal syl Ind

TN

™. Jovoed ey 8|,

S0l

e Tievoed ™
" pepedxe
Maeu syl

//.mg

Sl B4}
o} Jevoed euj pueg

1 8Uoes 01 enanb sy

1eyord Adoo & aveI
£0 T\\

cd¥

bdV

o

upyevord au) ind pue "1, ,, | 1avoed sneney

/i% 3

Q/.mow



A

=

gz1 IZT et Get (748 21
pEOjAB joociold-yig aouanbeg 1000j04d-L3s-21B Al d B B0IN0G JB UL UOHRUISa(Q

US 2020/0403732 Al

ﬁfmmw

S| Sl = S|

oid ond

/@i //JH:\ //:mi
ﬂ/ ¥

Ly AL oxid v (Y it Mid

@S\\\ \,:L\\ w:\\\ < <
0zl 611

Dec. 24,2020 Sheet 3 of 8

SWy SWe SuiL SU

Zoiid ey

//:@: /f\,: //,w:
ﬁ/mﬁ

pd Zid ond e Zdv idy & 1d

@:\\\ N.S..\\ m:\
/QNT /rm:

Patent Application Publication



duwels sl sy} pue auli

d 1USS @ABS DU 1IN0 §I pUss |

US 2020/0403732 Al
o]
©

w
A .

w LE) S m
o 7 (dues ™ ) s :
= 7 sunyise] ~ duiels Kmm Ezogw m
¥ BWh BL)== (Ul B = am e0ed m
g ~, PUesisei—sul . S84 ou1 §f j
= o JUBUNT) Bl S| . S ool .
m Gel - :
(=]
2 .
< i
(o] .
< » SNEND B Ul exoRd pESY BU) !
= 104 MoBUD paesdsl eyl UBIg m
- NQ\\ |
2 .
i
= ! dweis swin
u ananb ey} uievoed sul ind 4 - :
- |
- vl || umepede ppy AN
3 !
= f
p v
<« od¥ | Ld¥
= : Af
> i
z 621



Patent Application Publication Dec. 24, 2020 Sheet 5 of 8 US 2020/0403732 A1

138\
139
//

Frocessor

MACHINE-READABLE STORAGE MEDIUM

: , : . 141
Receive a packet from a client device, wherein a /,»
sender of the received packet is an access point

Determine whether the received packet is an 142
expected next packet which may include checking P
a packet number assigned to the received packet

140
. Y, e

4 ™

Transmit the received packet to a next destination | | ~143
in response to the received packet being the P
expected next packet

. S

4 N
Transmit the received packet {0 a queue, sel a

timer to wait for the expected next packet, and 144

transmit & message 1o the sender of the received |

packet requesting that the expectad next packet be
sent in an event the received packet is not the

expeacted next packst
‘e vy




Patent Application Publication Dec. 24, 2020 Sheet 6 of 8 US 2020/0403732 A1

145
\

f’ié’iﬁ

Processor /

MACHINE-READABLE STORAGE MEDIUM

h 148

Receive a plurality of packets, each of /
the plurality of packets are sent ai

different time intervais

:

Cache the received plurality of packels

1149

{o a queue
/ 147
. A
Transmit each of the plurality of packets

from the queue to a next destination e 150
sequentially at a same time interval, and /
transmit the queued packets o the next

destination is carried out in the order
that the received packets were queued

. v




Patent Application Publication  Dec. 24, 2020 Sheet

15’%\&

7 of 8 US 2020/0403732 Al

Radio bonding Re-order
Process

/‘352

Wireless driver Re-order
Process

Ve Vet

.y

Packet

/154

Radio bonding Re-order
Process

/157

Wireless driver Re-order
Frocess

Ve

&

Packst

/159




Patent Application Publication Dec. 24, 2020 Sheet 8 of 8 US 2020/0403732 A1

161
\

162
Processor f

MACHINE-READABLE STORAGE MEDIUM

4 A

Inspect a packet received at a network device on a
wireless transmission link, the inspection includes | | ~164
determining whether the received packet nesds to I
be transmitied or received in a particular order
depending upon an order classification

163
/

in the event that the received packet is not 165

classified as a packet which needs to be /x/

transmitted or received in a particular order,
skip a re-order process




US 2020/0403732 Al

SYSTEM TO IMPROVE THE
PERFORMANCE AND STABILITY OF
BONDING RADIOS

BACKGROUND

[0001] In the context of a mesh network composed of
nodes having multiple radios, each radio may be assigned to
one of a plurality of channels, and the links between a pair
of' nodes may function as one logical link (e.g., bonded link).
This logical grouping of wireless links is referred to as radio
bonding. Advantageously, radio bonding can increase per-
formance.

BRIEF DESCRIPTION OF THE DRAWINGS

[0002] The present disclosure is best understood from the
following detailed description when read with the accom-
panying Figures. It is emphasized that, in accordance with
the standard practice in the industry, various features are not
drawn to scale. In fact, the dimensions of the various
features may be arbitrarily increased or reduced for clarity of
discussion.

[0003] FIG. 1 is an illustration of a topology of a system
which can be employed according to one or more imple-
mentations of the present disclosure.

[0004] FIG. 2 is an illustration of one manner of imple-
menting fast re-transmission of a lost packet, according to
one or more examples of the present disclosure.

[0005] FIG. 3A is an illustration of jitter within a trans-
mission link, according to one or more examples of the
present disclosure.

[0006] FIG. 3B is an illustration of one manner of decreas-
ing jitter within a transmission link, according to one or
more examples of the present disclosure.

[0007] FIG. 4 is a packet protocol format, according to one
or more examples of the present disclosure.

[0008] FIG. 5 is a method for timestamping packets within
a transmission link, according to one or more implementa-
tions of the present disclosure.

[0009] FIG. 6 is an illustration of a computing system,
according to one or more examples of the present disclosure.
[0010] FIG. 7 is an illustration of yet another computing
system, according to one or more examples of the present
disclosure.

[0011] FIG. 8 is a flowchart for implementing a bypass
re-order sequence according to one or more examples of the
present disclosure.

[0012] FIG. 9 is a flowchart for implementing yet another
bypass re-order sequence according to one or more
examples of the present disclosure.

[0013] FIG. 10 is an illustration of a computing system,
according to one or more examples of the present disclosure.

DETAILED DESCRIPTION

[0014] Illustrative examples of the subject matter claimed
below may now be disclosed. In the interest of clarity, not all
features of an actual implementation are described in this
specification. It may be appreciated that in the development
of any such actual implementation, numerous implementa-
tion-specific decisions may be made to achieve the devel-
opers’ specific goals, such as compliance with system-
related and business-related constraints, which may vary
from one implementation to another. Moreover, it may be
appreciated that such a development effort, even if complex
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and time-consuming, would be a routine undertaking for
those of ordinary skill in the art having the benefit of this
disclosure.

[0015] Where a range of values is provided, it is under-
stood that each intervening value, to the tenth of the unit of
the lower limit unless the context clearly dictates otherwise,
between the upper and lower limit of that range, and any
other stated or intervening value in that stated range, is
encompassed within the disclosure. The upper and lower
limits of these smaller ranges may independently be
included in the smaller ranges, and are also encompassed
within the disclosure, subject to any specifically excluded
limit in the stated range. Where the stated range includes one
or both of the limits, ranges excluding either or both of those
included limits are also included in the disclosure.

[0016] The present disclosure provides a fast packet re-
transmission system for radio bonding systems that reduces
the waiting time for lost packets thereby improving through-
put. In addition, systems and methods of the present disclo-
sure significantly reduce jitter attributed to video and voice
transmissions. Furthermore, the present disclosure provides
a new ethernet packet format and protocol. A packet may be
defined herein as a chunk of data enclosed in one or more
wrappers that help to identify the chunk of data and route it
to the correct destination. The exact form of these wrappers
or headers tends to be unique, not only among functions
within a given protocol, but also across protocols,

[0017] Herein, the packets transmitted within a transmis-
sion link as discussed within the present disclosure may be
voice packets, Alternatively, the packets transmitted within
transmission links may be video packets. The plurality of
packets includes link aggregation packets.

[0018] Ethernet is a local area network (LAN) set of
protocols which serves the physical and data link layers. In
some implementations, Ethernet utilizes a linear bus or star
topology. It should be understood by those having ordinary
skill in the art that Ethernet served as the basis for the IEEE
802.3 standard. Generally, Ethernet deals with the low level
physical and data link layers. The transmission speed of
Ethernet is measured in millions of bits per second, or Mbps.
Ethernet typically comes in three different speed versions:
10 Mbps, known as Standard Ethernet; 100 Mbps, known as
Fast Ethernet; and 1,000 Mbps, known as Gigabit Ethernet.
Network transmission speed refers to the maximum speed
that can be achieved over the network under ideal condi-
tions.

[0019] Previous methods which have attempted to
improve the performance of bonding radios include creating
Layer 3 tunnel link aggregation between an access point
(AP) and a controller. However, this method typically
involves a Generic Routing Encapsulation tunnel and an
ethernet port. Alternatively, the present disclosure is imple-
mented on a radio by creating a Layer 2 link aggregation
which can work for various forwarding modes and in other
methods such as, but not limited to, Long-Term Evolution
(LTE). Advantageously, the systems and methods disclosed
herein are adaptive to asymmetric physical layer (PHY), in
some implementations.

[0020] Turning now to the drawings, FIG. 1 is an illus-
tration of a topology 100 of a system which can be employed
according to one or more implementations of the present
disclosure. In a mesh network, an may AP use its own radio
to provide a wireless backhaul to other APs on the network,
eventually reaching an AP with a wired Ethernet connection
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to the wired backhaul infrastructure and the network. In this
sense, a mesh network is a network of repeaters, though a
mesh may be designed to operate automatically and more
intelligently on a large scale. A mesh network can create a
set of “dynamic WDS Bridge” links using routing algo-
rithms to automatically calculate the most optimal wireless
path through the network back to a wired root node. This
makes mesh networks relatively robust to the failure of an
individual AP; in a process referred to as “self-healing”, the
routing algorithms may automatically calculate the “next
best” path through the network if an AP in the path goes
offline. Since the routing functions are done automatically
within the mesh software, mesh networks are actually fairly
straightforward to set up and are thus scalable to cover large
geographic areas. All wired Layer 2 information (i.e., client
MAC addresses, VLANs, etc.) are preserved across the
mesh link. The mesh network control architecture can either
be centralized or distributed. With a centralized control
architecture, an AP controller is employed to calculate and
coordinate mesh parameters for each AP.

[0021] Topology 100 may represent a wireless mesh
which includes a first client device 101, a first AP 102, a
second client device 103, and a second AP 104. As shown,
the first client device 101 is communicatively coupled (e.g.,
directly) to the first AP 102 and the second client device 103
is communicatively coupled (e.g., directly) to the second AP
104.

[0022] Notably, the first AP 102 includes a transmitter (not
shown) and the second AP 104 includes a receiver (not
shown). The first AP 102 can transmit packets (e.g., video
packets) to the second AP 104. The first AP 102 may be
IEEE 802.11ac compliant whereas the second AP 104 may
be IEEE 802.11ad compliant. Packets may be first sent by
the first client device 101 and received by the first AP 102.
In one implementation, packets are transmitted via a IEEE
802.11ac or 802.11ad protocol according to a load balance
algorithm to balance the load on both the first AP 102 and
the second AP 104. In some implementations, load balancing
is employed by a load-balancing server.

[0023] FIG. 2 is an illustration of one manner of imple-
menting fast re-transmission of a lost packet in a transmis-
sion link, according to one or more examples of the present
disclosure. In one or more implementations, one pair of
bonding radios are on different ends of a transmission link.
Notably, the present disclosure may be employed to improve
the performance, reliability, and stability on the backhaul of
bonding radios.

[0024] Herein, backhaul may be defined as transporting
traffic between distributed sites (e.g., APs) and more cen-
tralized points of presence. In a hierarchical telecommuni-
cations network, for example, the backhaul portion of a
network comprises the intermediate links between the core
network, or backbone network, and the small subnetworks at
the edge of the network. In another implementation, cell
phones communicating with a single cell tower constitute a
local subnetwork; the connection between the cell tower and
the rest of the world begins with a backhaul link to the core
of the Internet service provider’s network (via a point of
presence). As such, the term backhaul may be used to
describe the entire wired part of a network, although some
networks have wireless instead of wired backhaul, in whole
or in part, for example using microwave bands and mesh
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network and edge network topologies that may employ a
high-capacity wireless channel to get packets to the micro-
wave or fiber links.

[0025] In a wireless mesh L AN, information can be
returned to a wired AP to reach the wider Internet. Small
wireless mesh networks handle backhaul without special
configurations. In larger mesh networks, nodes can be dedi-
cated as backhaul nodes. The other nodes send all outgoing
information directly to one of the backhaul nodes, which
will send it to the wired AP without unnecessary hops.
[0026] In a wireless network, each AP requires a wired
Ethernet connection to provide backhaul to the wired net-
work infrastructure and ultimately the Internet. In some
environments, however, it is difficult or prohibitively expen-
sive to run an Ethernet cable to each AP. In such cases, Wi-Fi
itself can be used to provide wireless backhaul from the AP
(or other network appliance, such as a remote IP camera) to
the wired network. Each Wi-Fi backhaul link is referred to
as a hop, and it is possible to have a chain of multiple hops
between the remote wireless AP to the root wireless AP that
has a wired connection to the network.

[0027] For each pair of bonded radios, one of the radios
may be IEEE 802.11ac compliant whereas the other bonded
radio may be IEEE 802.11ad compliant. As will be appre-
ciated by those having ordinary skill in the art, IEEE 802.11
is a set of media access control (MAC) and physical layer
(PHY) specifications for implementing wireless local area
network (WLAN) computer communication in the 2.4, 3.6,
5, and 60 GHz frequency bands

[0028] Notably, the WiFi standard is 802.11 ac has over 1
Gb/s transfer speeds and can be operated in 5 GHz frequency
band only and may have a range of approximately 35 m (115
ft). However, it is common to find dual-band 802.11 ac
routers which operate in the 2.4 and 5 GHz frequency
ranges. The IEEE 802.11 ac specification is divided into two
certification phases; Wave 1 and Wave 2. WiFi 802.11 ac
Wave 2 which was published by the WiFi alliance in 2015
supports an optional 160 MHz channel and MU-MIMO
antenna formation which causes a speed boost of 2.34 Gbps
(up from 1.3 Gbps) in the 5 GHz band may be achieved.
WiFi standard 802.11 ac may be referred to herein as Gigabit
WiFi.

[0029] WiFi 802.11 ad which may also be referred to
herein as WiGig was developed by the Wireless Gigabit
Alliance provides multi-gigabit per second speeds over
unlicensed 60 GHz frequency band unlike 802.11 ac which
works on 5 Ghz band. WiGig may operate in a range of
approximately 3.3 m (11 ft).

[0030] Accordingly, IEEE 802.11ac and IEEE 802.11ad
improves upon the wireless capabilities introduced in IEEE
802.11n, IEEE 802.11ad using spectrum in the unlicensed 60
GHz band, where far more overall bandwidth is available in
either the 2.4 or 5 GHz bands currently utilized in IEEE
802.11. The Wireless Gigabit Alliance (WiGig) initiated the
specification development to take advantage of this spec-
trum, but their work has been rolled into the IEEE 802.11ad
draft specification.

[0031] In some implementations of the present disclosure,
IEEE 802.11ad is used for in-room wireless connections
whereas IEEE 802.11ac follows the evolution of 802.11b to
802,11g to 802.11n. Furthermore, IEEE 802.11ad stands
alone as a potential HDMI cable replacement or for other
short-range, low-user density applications. Advantageously,
IEEE 802.11ac is effectively “faster WiFi”, whereas IEEE
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802.11ad is effectively “wireless HDMI”. Notably, IEEE
802.11ac can deliver greater capacity to a large coverage cell
while 802.11ad will provide dramatic throughput to a few
users in a small area. IJEEE 802.11 ac is a wireless LAN
while IEEE 802.11ad is a wireless personal area network.
The present disclosure is not limited to employing pairs of
IEEE 802.11ac and IEEE 802.11ad radios. In some imple-
mentations, the pair of client devices includes two IEEE
802.11ac radios.

[0032] In particular, FIG. 2 provides a flowchart 105 for
implementing fast re-transmission of a lost packet. Flow-
chart 105 begins with block 106—receive a packet from a
client. Once the packet is received, a copy of the packet is
cached (block 107). The flowchart 105 proceeds with send-
ing the packet from a first AP to a second AP (block 108).
[0033] Once the packet is received at the second AP, the
packet is inspected to determine whether the packet is a next
expected packet (block 109). If the packet received is the
next expected packet, the packet is sent out (block 110).
Alternatively, if the packet received is not the next expected
packet, the received packet may be placed in a queue and a
timer is started for a pre-determined time (e.g., <1 s) to wait
for the expected packet (block 111).

[0034] A timer herein may be defined as a specialized type
of clock used for measuring specific time intervals. Timers
can be categorized into two main types. A timer which
counts upwards from zero for measuring elapsed time is
often referred to a stopwatch, while a device which counts
down from a specified time interval is more usually called a
timer. In one implementation, a decrementing timer is
implored such that the received packet(s) may be queued for
a pre-determined time frame.

[0035] In some implementations, a message is sent (ac-
cording to path 114) to the first AP to request that the
expected packet be sent to the second AP (block 108). The
message may be received and retrieved from the cached
queue (block 113).

[0036] FIG. 3A is an illustration of jitter within a trans-
mission link, according to one or more examples of the
present disclosure. As shown, FIG. 3A illustrates a trans-
mission link 115 for packets being transmitted to and from
a first and second AP 119, 120. As shown, a series of packets
116-118 may be sent to a first AP 119 at a same time interval
(e.g., 1 ms). However, due to jitter or other deleterious
effects, the packets 116-118 may not be received or sent
from the second AP 120 at the same time interval but at
different time intervals (e.g., 2 ms and 3 ms), Jitter and other
deleterious effects may create bottlenecks and performance
constraints. It should be understood that the time intervals
used herein are examples and the time intervals may be
greater than or less than a few milliseconds.

[0037] FIG. 3B is an illustration of one manner of decreas-
ing jitter within a transmission link, according to one or
more examples of the present disclosure. In particular, FIG.
3B illustrates a transmission link 121. Notably, the packets
116-118 are transmitted to and from a first AP 119 at a same
time interval (e.g., 1 ms) and may be sent from the second
AP 120 at another time interval (e.g., 2 ms). In one imple-
mentation, the packets 116-118 are cached and then trans-
mitted once they are received at a same time interval to
avoid jitter.

[0038] FIG. 4 is a packet protocol format 122, according
to one or more examples of the present disclosure. Packet
protocol format 122 includes a destination media access
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control address (MAC) 123, source media access control
address (MAC) 124, private ethernet protocol 125, a
sequence number 126, an ethernet protocol 127, and a
payload 128. A client device (e.g., AP) may receive a packet
and reconfigure the packet according to the packet protocol
format 122 shown in FIG. 4. In one implementation, the
client device reconfigures the packet by adding a private
ethernet protocol 125 and sequence number 126. In some
implementations, a receiver of the reconfigured packet may
be reconfigured by removing the private ethernet protocol
125 and sequence number 126. In a preferred implementa-
tion embodying the present disclosure that will be discussed
in detail, both the host and target computer systems com-
municate messages using an Ethernet network connection
and a private Ethernet protocol.

[0039] FIG. 5 is a method for timestamping packets within
a transmission link, according to one or more implementa-
tions of the present disclosure. In particular, the method is
implemented in flowchart 129. Flowchart 129 begins with
adding a timestamp to a packet (block 130).

[0040] Herein, a timestamp is defined as a sequence of
characters or encoded information identifying when a cer-
tain event occurred, usually giving date and time of day,
sometimes accurate to a small fraction of a second. A
timestamp may be used as a mechanism for a wide variety
of synchronization purposes, such as assigning a sequence
order for a multi-event transaction so that if a failure occurs
the transaction can be voided.

[0041] The flowchart 129 includes putting the packet
which the timestamp was added into a queue (block 131).
Next, the flowchart 129 also includes starting a repeated
check for the head packet in the queue (block 132). The
flowchart 129 further includes determining whether the first
packet should be sent out (block 133). If not (branch 134),
the flowchart 129 includes determining whether the current
time less than the last send time is equal to the last timestamp
less the last timestamp (block 135). If block 135 is true, the
flowchart 129 includes sending out the packet and saving the
sent time and the timestamp (block 137) via path 136.
Alternatively, if according to block 133, the first packet to be
sent out, the flowchart 129 includes sending the packet out
and saving the send time and the timestamp (block 137).
[0042] FIG. 6 is an illustration of a computing system 138,
according to one or more examples of the present disclosure.
The computing system 138 may include a non-transitory
computer readable medium 140 that includes computer
executable instructions 141-144 stored thereon that, when
executed by one or more processing units 139 (one proces-
sor shown), causes the one or more processing units 139 to
effect fast re-transmission of packets along a transmission
link between bonded radios.

[0043] Computer executable instructions 141 include
receiving a packet from a client device (e.g., bonded radio).
Computer executable instructions 142 include determining
whether the received packet is an expected next packet. In
addition, computer executable instructions 143 include
transmitting the received packet to a next destination (e.g.,
bonded radio) if the received packet is the expected next
packet. Further, if the received packet is not the expected
next packet, transmitting the received packet to a queue,
starting a timer to wait for the expected next packet, and
transmitting a message to the sender of the received packet
requesting that the expected next packet to be sent according
to the computer executable instructions 144.
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[0044] FIG. 7 is an illustration of yet another computing
system 145, according to one or more examples of the
present disclosure. The computing system 145 may include
a non-transitory computer readable medium 147 that
includes computer executable instructions 148-150 stored
thereon that, when executed by one or more processing units
146 (one shown), causes the one or more processing units
146 to effect fast re-transmission of packets along a trans-
mission link between bonded radios.

[0045] Computer executable instructions 148 include
receiving a plurality of packets, each of the plurality of
packets are sent at different time intervals. Next, the com-
puting system 145 includes computer executable instruc-
tions 149 that include caching the received plurality of
packets to a queue. Further, the computing system 145
includes computer executable instructions 150 include trans-
mitting each of the plurality of packets from the queue to a
next destination sequentially at a same time interval. The
queued packets were transmitted to the next destination in
the order that the received packets were queued.

[0046] FIG. 8 is a flowchart 151 for implementing a
bypass re-order sequence according to one or more
examples of the present disclosure. As described herein, a
radio bonding process consistent with the present disclosure
provides a re-order sequence of received packets as the
packets are transmitted through a wireless link. In one
implementation, the radio bonding process includes a re-
order sequence, and thus, a network device (e.g., an access
point) which seeks to institute a re-order sequence may be
omitted (e.g., skipped) to prevent the execution of consecu-
tive re-order sequencing.

[0047] In the example shown, packet 154 may reach a
network device (e.g., access point), which is not shown,
where a re-order sequence is to be implemented. In the
example, the network device may be configured to institute
a wireless driver re-order sequence 153. In the embodiment
shown, the wireless driver re-order sequence 153 may be
skipped (e.g., via path 155) and then a radio-bonding re-
order sequence 152 may be instituted. Accordingly, the
process illustrated in FIG. 8 promotes the efficient transmis-
sion of packets along a wireless link.

[0048] FIG. 9 is a flowchart 156 for implementing yet
another bypass re-order sequence according to one or more
examples of the present disclosure. It should be understood
by those having ordinary skill in the art that not every packet
transmitted within a wireless link needs to be received (e.g.,
at a receiver device) in the order of transmission. For
example, an ACK packet (e.g., TCP ACK), which commu-
nicates the acknowledgement of received packets may not
need to be received in any particular order. Accordingly, for
some packets, there is no need for a re-order and therefore
each re-order sequence can be skipped.

[0049] As shown, the example packet 159 skips the wire-
less driver re-order sequence 158 and the radio bonding
re-order sequence 157 as shown by path 160.

[0050] FIG. 10 is an illustration of a computing system,
according to one or more examples of the present disclosure.
The computing system 161 may include a non-transitory
computer readable medium 163 that includes computer
executable instructions 164-165 stored thereon that, when
executed by one or more processing units (one processor
162 shown), causes the one or more processing units to
effect a fast transmission of packets by omitting one or more
re-order sequences.
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[0051] Computer executable instructions 164 include
inspecting a packet received at a network device on a
wireless transmission link. In one implementation, the
inspection includes determining whether the received packet
needs to be transmitted or received in a particular order
depending upon an order classification. In addition, the
computing system 161 includes computer executable
instructions 165 which include that in the event that the
received packet is not classified as a packet which needs to
be received or transmitted in a particular order, skipping a
re-order sequence.

[0052] One having ordinary skill in the art may appreciate
that a re-order sequence may be instituted by a network
device (e.g., access point). For example, an access point
which receives a packet may seek to institute a wireless
driver re-order sequence. In addition, a re-order sequence
may be instituted by a fast packet re-transmission system for
radio bonding systems that reduces the waiting time for lost
packets thereby improving throughput.

[0053] The foregoing description, for purposes of expla-
nation, used specific nomenclature to provide a thorough
understanding of the disclosure. However, it may be appar-
ent to one skilled in the art that the specific details are not
required in order to practice the systems and methods
described herein. The foregoing descriptions of specific
examples are presented for purposes of illustration and
description. They are not intended to be exhaustive of or to
limit this disclosure to the precise forms described. Obvi-
ously, many modifications and variations are possible in
view of the above teachings. The examples are shown and
described in order to best explain the principles of this
disclosure and practical applications, to thereby enable oth-
ers skilled in the art to best utilize this disclosure and various
examples with various modifications as are suited to the
particular use contemplated. It is intended that the scope of
this disclosure be defined by the claims and their equivalents
below.

What is claimed is:

1. A method, comprising:

receiving a packet from a client device;

determining whether the received packet is an expected

next packet;

in response to the received packet being the expected next

packet, transmitting the received packet to a next
destination; and

in an event the received packet is not the expected next

packet, transmitting the received packet to a queue,
setting a timer to wait for the expected next packet, and
transmitting a message to the sender of the received
packet requesting that the expected next packet be sent.

2. The method of claim 1, further comprising adding a
timestamp on each received packet.

3. The method of claim 1, wherein the client device is a
first AP.

4. The method of claim 1, wherein a sender of the received
packet is a second AP.

5. The method of claim 1, wherein upon an expiration of
the timer, the received packets are transmitted to the next
destination.

6. The method of claim 1, wherein determining whether
the received packet is the expected next packet includes
checking a packet number assigned to the received packet.
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7. The method of claim 1, wherein the client device that
sends the packet is a IEEE 802.11ac compliant device and
the next destination is an IEEE 802.11ad compliant device.

8. A non-transitory computer readable medium compris-
ing computer executable instructions stored thereon that,
when executed by one or more processing units, cause the
one or more processing units to:

receive a plurality of packets, each of the plurality of

packets being sent at different time intervals;

cache the received plurality of packets to a queue;

add a sequence number to each cached packet;

add a private ethernet protocol to each cached packet; and

transmit each of the plurality of packets from the queue to

a next destination sequentially at a same time interval.

9. The non-transitory computer readable medium of claim
8, wherein the computer executable instructions further
cause the one or more processing units to:

remove the sequence number and the private ethernet

protocol at the next destination.

10. The non-transitory computer readable medium of
claim 8, wherein the computer executable instructions fur-
ther cause the one or more processing units to:

copy each of the cached received packets.

11. The non-transitory computer readable medium of
claim 8, wherein transmitting the queued packets to the next
destination is carried out in the order that the received
packets were queued.

12. The non-transitory computer readable medium of
claim 8, wherein the plurality of packets include at least one
of a plurality of video packets and a plurality of voice
packets.

13. The non-transitory computer readable medium of
claim 8, wherein the plurality of packets includes link
aggregation packets.

14. The non-transitory computer readable medium of
claim 8, wherein each packet is formatted to include a
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destination media access control address, a source media
access control address, an ethernet protocol, and a payload
at the next destination.

15. The non-transitory computer readable medium of
claim 8, wherein the computer executable instructions fur-
ther cause the one or more processing units to:

remove the sequence number and the private ethernet

protocol of each transmitted packet at the next desti-
nation.

16. The non-transitory computer readable medium of
claim 8, wherein the computer executable instructions fur-
ther cause the one or more processing units to:

process the transmitted packet at the next destination

according to the sequence number.

17. A system, comprising:

a first access point having a transmitter;

a first client device communicatively coupled to the first

access point;

a second access point having a receiver,

wherein the first access point and the second access point

are radio bonded; and

a second client device communicatively coupled to the

second access point.

18. The system of claim 17, wherein the first AP is IEEE
802.11ac compliant and the second AP is IEEE 802.11ad
compliant.

19. The system of claim 17, wherein the transmitter of the
first access point is to add a sequence number and private
ethernet protocol information into a packet and to send the
packet within a transmission link.

20. The system of claim 19, wherein the receiver is to
remove the sequence number and private ethernet protocol
information from the received packet.

#* #* #* #* #*



