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Machine learning is performed to generate a depth
map. A control unit 134b performs focus control by using
a depth map generated by a depth calculation unit 134,
and switches to different control between a tracking mode
for tracking a predetermined subject a non-tracking mode
for not tracking the predetermined subject. For example,
in a case of the tracking mode, focus control to focus on
the predetermined subject searched for on the basis of
subject distance information generated by using the
depth map is performed. In a case of the non-tracking
mode, focus control to focus on the subject at the nearest
position indicated by the subject distance information
generated by using the depth map is performed. Even if
a ranging sensor is not provided, the focus control ac-
cording to the tracking mode or the non-tracking mode
can be performed by using the depth map generated on
the basis of the captured image.
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Description

TECHNICAL FIELD

[0001] The present technology relates to a focus con-
trol device, a focus control method, and an imaging de-
vice, and enables focus control at low cost.

BACKGROUND ART

[0002] Conventionally, various focus control technolo-
gies for automatically focusing on a subject have been
proposed. For example, Patent Document 1 discloses a
technology of performing focus control by using both a
distance measurement result of a ranging sensor and an
evaluation value calculated at a predetermined cycle by
using a high-frequency component of a specific region
of an image signal.

CITATION LIST

PATENT DOCUMENT

[0003] Patent Document 1: Japanese Patent Applica-
tion Laid-Open No. 2008-009341

SUMMARY OF THE INVENTION

PROBLEMS TO BE SOLVED BY THE INVENTION

[0004] Incidentally, if a ranging sensor is used, the cost
increases and the power consumption also increases.
Furthermore, a space for installing the ranging sensor is
required, and downsizing becomes difficult.
[0005] Therefore, an object of the present technology
is to provide a focus control device, a focus control meth-
od, a program, and an imaging device capable of reduc-
ing cost and power consumption and downsizing.

SOLUTIONS TO PROBLEMS

[0006] A first aspect of the present technology is a fo-
cus control device including:
a control unit configured to perform focus control by using
a depth map generated from a captured image including
a predetermined subject, and switch the focus control to
different control between a tracking mode for tracking the
predetermined subject and a non-tracking mode for not
tracking the predetermined subject.
[0007] In the present technology, the control unit per-
forms focus control by using a depth map generated by
performing machine learning using a captured image in-
cluding a predetermined subject. In a case of the tracking
mode for tracking a subject, the control unit performs
focus control to focus on the predetermined subject
searched for on the basis of subject distance information
generated by using the depth map. The subject distance
information is generated by using a depth value indicated

by the depth map and a depth value of the predetermined
subject. Furthermore, the control unit may generate the
subject distance information by using an adjustment co-
efficient for adjusting a distance relationship between the
depth value indicated by the depth map and the depth
value of the predetermined subject, specifically, an ad-
justment coefficient for adjusting a distance difference
corresponding to a depth difference between the depth
value indicated by the depth map and the depth value of
the subject. The adjustment coefficient is set according
to a composition of the captured image, for example.
Moreover, the control unit may perform filtering process-
ing in the time direction to generate the subject distance
information. In the filtering processing in the time direc-
tion, for example, the filtering processing is performed
on the depth map.
[0008] Furthermore, in a case of the non-tracking mode
for not tracking the predetermined subject, the control
unit performs focus control to focus on a subject at a
nearest position indicated by the subject distance infor-
mation generated by using the depth map, for example,
a subject at the nearest position within a search range
provided in the captured image.
[0009] A second aspect of the present technology is a
focus control method including:
by a control unit, performing focus control by using a
depth map generated from a captured image including a
predetermined subject, and switching the focus control
to different control between a tracking mode for tracking
the predetermined subject and a non-tracking mode for
not tracking the predetermined subject.
[0010] A third aspect of the present technology is a
program for causing a computer to execute focus control
of an imaging device, the program causing the computer
to execute:

a procedure of performing focus control by using a
depth map generated from a captured image includ-
ing a predetermined subject; and
a procedure of switching the focus control to different
control between a tracking mode for tracking the pre-
determined subject and a non-tracking mode for not
tracking the predetermined subject.

[0011] Note that, the program of the present technol-
ogy is the program which may be provided by a storage
medium and a communication medium provided in a
computer-readable form, for example, a storage medium
such as an optical disk, a magnetic disk, and a semicon-
ductor memory, or a communication medium such as a
network to a general-purpose computer capable of exe-
cuting various program codes, for example. By providing
such a program in the computer-readable form, process-
ing according to the program is implemented on the com-
puter.
[0012] A fourth aspect of the present technology is an
imaging device including:
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an imaging unit configured to generate a captured
image; and
a control unit configured to generate a depth map
from a captured image generated by the imaging unit
and including a predetermined subject, perform fo-
cus control by using the depth map, and switch the
focus control to different control between a tracking
mode for tracking the predetermined subject and a
non-tracking mode for not tracking the predeter-
mined subject.

BRIEF DESCRIPTION OF DRAWINGS

[0013]

Fig. 1 is a diagram illustrating a configuration of an
imaging device.
Fig. 2 is a diagram illustrating a configuration of an
image processing unit.
Fig. 3 is a flowchart illustrating a flowchart of focus
control operation in the imaging device.
Fig. 4 is a view illustrating captured images acquired
by the imaging device.
Fig. 5 is a view illustrating depth maps.
Fig. 6 is a view illustrating focus operation.
Fig. 7 is a view illustrating subject distance informa-
tion in a case where an adjustment coefficient c is
set to "1".
Fig. 8 is a view illustrating subject distance informa-
tion in a case where the adjustment coefficient c is
set to "2".
Fig. 9 is a view illustrating subject distance informa-
tion in a case where the adjustment coefficient c is
set to "0.5".
Fig. 10 is a view illustrating subject distance infor-
mation in a case where IIR filtering processing is
performed.

MODE FOR CARRYING OUT THE INVENTION

[0014] Hereinafter, a mode for carrying out the present
technology is described.
[0015] Note that, the description will be given in the
following order.

1. Regarding Configuration of Imaging Device
2. Regarding Operation of Imaging Device
2-1. Operation of Imaging device
2-2. Operation Example
2-3. Other Operations
3. Application Example

<1. Regarding Configuration of Imaging Device>

[0016] Fig. 1 illustrates a configuration of an imaging
device using a focus control device of the present tech-
nology. An imaging device 10 includes an imaging optical
system 11, an imaging unit 12, an image processing unit

13, a display unit 14, a recording unit 15, an operation
unit 16, a system control unit 17, and a bus 18.
[0017] The imaging optical system 11 is configured
with use of a focus lens, a zoom lens, and the like. The
imaging optical system 11 drives the focus lens, the zoom
lens, and the like on the basis of control signals from the
image processing unit 13 and the system control unit 17
to form a subject optical image on an imaging surface of
the imaging unit 12. Furthermore, the imaging optical sys-
tem 11 may be provided with an iris (diaphragm) mech-
anism, a shutter mechanism, and the like.
[0018] The imaging unit 12 is configured with use of
an imaging element such as a complementary metal ox-
ide semiconductor (CMOS) or a charge coupled device
(CCD). The imaging unit 12 performs photoelectric con-
version, and generates an analog imaging signal corre-
sponding to the subject optical image. Furthermore, the
imaging unit 12 performs correlated double sampling
(CDS) processing, auto gain control (AGC) processing,
analog/digital (A/D) conversion processing, and the like
on the analog imaging signal to output the obtained digital
image signal to the image processing unit 13.
[0019] Fig. 2 illustrates a configuration of the image
processing unit. The image processing unit 13 includes
a development processing unit 131, a post processing
unit 132, a demodulation processing unit 133, and a focus
control unit 134.
[0020] The development processing unit 131 performs
clamping processing, defect correction processing, dem-
osaic processing, and the like on the digital image signal
supplied from the imaging unit 12. The development
processing unit 131 performs clamping processing, and
sets a signal level of a pixel in a black state without light
to a predetermined level in the image signal generated
by the imaging unit 12. Furthermore, the development
processing unit 131 performs defect correction, and cor-
rects a pixel signal of a defective pixel by using, for ex-
ample, pixel signals of surrounding pixels. Moreover, the
development processing unit 131 performs demosaic
processing, and generates an image signal in which one
pixel indicates respective color components (for exam-
ple, a red component, a green component, and a blue
component) from the image signal which is generated by
the imaging unit 12 and in which one pixel indicates one
color component. The development processing unit 131
outputs the image signal subjected to development
processing to the post processing unit 132, the demod-
ulation processing unit 133, and the focus control unit
134.
[0021] The post processing unit 132 performs noise
removal, white balance adjustment, gamma adjustment,
distortion correction, camera shake correction, image
quality improvement processing, image enlargement/re-
duction processing, encoding processing, and the like,
according to user settings and as necessary, and gen-
erates an image signal suitable for image display, record-
ing, and the like. Note that the white balance adjustment
is performed by using, for example, a white balance co-
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efficient calculated by the demodulation processing unit
133. Furthermore, the post processing unit 132 outputs
an image signal used to display an image to the display
unit 14, and outputs an image signal used to record an
image to the recording unit 15.
[0022] The demodulation processing unit 133 calcu-
lates a white balance coefficient on the basis of a lumi-
nance value, an integral value, or the like of each color
component by using an image signal of a demodulation
region set automatically or by a user, and outputs the
white balance coefficient to the post processing unit 132.
Furthermore, the demodulation processing unit 133 may
drive the diaphragm or the like so that a subject in the
demodulation region has appropriate brightness by dis-
criminating the exposure state on the basis of the image
signal of the demodulation region, generating an expo-
sure control signal on the basis of the discrimination re-
sult, and outputting the exposure control signal to the
imaging optical system 11.
[0023] The focus control unit 134 generates a control
signal so as to focus on a predetermined subject on the
basis of the image signal supplied from the development
processing unit 131, and outputs the control signal to the
imaging optical system 11. The focus control unit 134
includes a depth calculation unit 134a that calculates
depth by using the image signal, and a control unit 134b
that performs focus control by using the depth value cal-
culated by the depth calculation unit 134a.
[0024] The depth calculation unit 134a generates a
depth map of an imaging region by machine learning us-
ing the image signal supplied from the development
processing unit 131, for example, deep learning such as
deep neural network (DNN). Furthermore, the depth cal-
culation unit 134a calculates the depth value of a prede-
termined subject by machine learning using the image
signal. The predetermined subject may be set on the ba-
sis of the depth map, or may be set on the basis of a
subject recognition result or a user instruction.
[0025] The control unit 134b performs focus control by
using a depth map generated from a captured image in-
cluding the predetermined subject, and switches the fo-
cus control to different control between a tracking mode
for tracking and keeping focusing on the predetermined
subject and a non-tracking mode for not tracking the pre-
determined subject. For example, in a case of the tracking
mode, the control unit 134b performs focus control on
the basis of subject distance information generated by
using the depth value indicated by the depth map and
the depth value of the predetermined subject. Further-
more, in a case of the non-tracking mode, the control unit
134b performs the focus control by using the depth map
as the subject distance information. The control unit 134b
generates a control signal for focusing on the predeter-
mined subject on the basis of the subject distance infor-
mation, and outputs the control signal to the imaging op-
tical system 11.
[0026] The display unit 14 is a display device including,
for example, a liquid crystal display (LCD), a plasma dis-

play panel (PDP), an organic electro luminescence (EL)
panel, or the like. The display unit 14 displays a user
interface and a menu screen of the imaging device 10,
a through image being captured, a still image or a video
recorded in the recording unit 15, and the like.
[0027] The recording unit 15 is configured by using, for
example, a recording medium such as a hard disk or a
memory card. The recording medium may be fixed to the
imaging device 10 or may be detachably provided. The
recording unit 15 records the image generated by the
post processing unit 132 of the image processing unit 13
on a recording medium. For example, the recording unit
15 records an image signal of a still image in a com-
pressed state on the basis of a predetermined standard
(for example, joint photographic experts group (JPEG)
or the like). Furthermore, information regarding the re-
corded image (for example, exchangeable image file for-
mat (EXIF) data including additional information such as
imaging date and time, or the like) is also recorded in
association with the image. Furthermore, the recording
unit 15 records the image signal of a video in a com-
pressed state on the basis of a predetermined standard
(for example, moving picture experts group 2 (MPEG2),
MPEG4, or the like). Note that compression and expan-
sion of the image signal may be performed by the record-
ing unit 15 or may be performed by the post processing
unit 132 of the image processing unit 13.
[0028] The operation unit 16 includes, for example, a
power button for switching power on/off, a release button
for instructing start of recording of a captured image, an
operator for zoom adjustment, a touch screen integrally
configured with the display unit 14, and the like. The op-
eration unit 16 generates an operation signal according
to a user operation and outputs the signal to the system
control unit 17.
[0029] The system control unit 17 includes a central
processing unit (CPU), a random access memory (RAM),
a read only memory (ROM), and the like. The ROM stores
programs that are read and operated by the CPU, and
the like. The RAM is used as a work memory of the CPU.
The CPU executes various processes according to pro-
grams stored in the ROM and issues commands, thereby
controlling operation of each unit so that the imaging de-
vice 10 performs operation according to user operation.
Note that the program of the system control unit 17 is not
limited to being installed in advance, and may be updated
by downloading or using a distributed recording medium.
Furthermore, the system control unit 17 may be provided
with some or all of the functions of the focus control unit
134.
[0030] The bus 18 electrically connects the above-de-
scribed units so that an image signal, a control signal,
and the like can be transmitted and received. Note that
the bus 18 may include a plurality of types of buses.
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<2. Regarding Operation of Imaging Device>

<2-1. Operation of Imaging device>

[0031] Fig. 3 is a flowchart illustrating a flowchart of a
focus control operation in the imaging device. In step
ST1, the image processing unit 13 generates a depth
map. The focus control unit 134 of the image processing
unit 13 calculates the depth value by machine learning
using the image signal generated by development
processing, generates the depth map of the imaging re-
gion, and proceeds to step ST2.
[0032] In step ST2, the image processing unit 13 de-
termines whether or not it is the tracking mode. The focus
control unit 134 of the image processing unit 13 proceeds
to step ST4 in a case where the tracking mode for tracking
and keeping focusing on a predetermined subject is set,
and proceeds to step ST3 in a case where the non-track-
ing mode for, unlike the tracking mode, not tracking the
predetermined subject is set.
[0033] In step ST3, the image processing unit 13 per-
forms focus control at a fixed position. The focus control
unit 134 of the image processing unit 13 performs focus
control while fixing the position of the subject to be fo-
cused on. For example, the focus control unit 134 uses
the depth map as subject distance information to perform
focus control so as to focus on the closest subject indi-
cated by the subject distance information. Note that, in
a case where focus control is performed to focus on the
closest subject, if the detection range of the closest sub-
ject is set in a captured image, focus control to focus on
the subject located in front of the subject of interest can
be prevented. Furthermore, the focus control unit 134
may perform focus control so as to focus on a subject
specified by the user on the captured image or a subject
at a position indicated by subject distance information by
using information indicating the image position of the sub-
ject set on the basis of a recognition result of subject
recognition or the like for the captured image as the sub-
ject distance information. The focus control unit 134 per-
forms focus control at the fixed position and proceeds to
step ST7.
[0034] In step ST4, the image processing unit 13 per-
forms subject distance information generation process-
ing. The focus control unit 134 of the image processing
unit 13 uses the depth map as subject distance informa-
tion. Furthermore, the depth value of the predetermined
subject and a depth value indicated by the depth map
are information indicating perspective and do not indicate
a distance. Therefore, the focus control unit 134 may
calculate the estimated distance to another subject on
the basis of the depth difference between the depth value
indicated by the depth map and the depth value of the
predetermined subject with the distance to the predeter-
mined subject as a reference, and generate subject dis-
tance information indicating the distance to the predeter-
mined subject and the estimated distance to the other
subject.

[0035] In a case where subject distance information
indicating distance information to the predetermined sub-
ject and estimated distance information to the other sub-
ject is generated, the focus control unit 134 calculates
the depth value of the predetermined subject by machine
learning using the captured image. Furthermore, the fo-
cus control unit 134 calculates the estimated distance by
using a difference between the depth value of the pre-
determined subject and the depth value of the depth map
generated in step ST1. Formula (1) exemplifies a calcu-
lation formula of the estimated distance DP. 

[0036] In Formula (1), a variable "a" indicates the depth
value (for example, a value within a range of 0 (far) to 1
(near)) of the predetermined subject, and a variable "x"
indicates the depth value (for example, a value within a
range of 0 (far) to 1 (near)) indicated by the two-dimen-
sional depth map based on the captured image. The var-
iable "d" indicates an absolute distance obtained from
the focus lens position when the predetermined subject
is focused on, and the absolute distance is, for example,
a distance to the subject that can be calculated by using
the focal length of the imaging optical system 11 and the
distance from the lens position to the focal position in a
state of being in focus, or the distance from the lens po-
sition to the focal position in a state of being in focus. The
coefficient "c" is an adjustment coefficient for adjusting
a distance relationship between the depth value indicated
by the depth map and the depth value of the predeter-
mined subject, and in the case of Formula (1), adjusts a
distance difference corresponding to a depth difference
between the depth value indicated by the depth map and
the depth value of the subject. In Formula (1), if the value
of the adjustment coefficient "c" increases, the distance
difference between the calculated estimated distance
and the predetermined subject increases. Therefore, the
focus control unit 134 can calculate the estimated dis-
tance with emphasis on discriminability between the pre-
determined subject and the other subject having a differ-
ent depth value. Furthermore, if the value of the adjust-
ment coefficient "c" decreases, the distance difference
between the calculated estimated distance and the pre-
determined subject decreases. Therefore, the focus con-
trol unit 134 can calculate a stable estimated distance
with less variation even if the depth value varies. The
focus control unit 134 generates the subject distance in-
formation and proceeds to step ST5.
[0037] In step ST5, the image processing unit 13
searches for a tracking target. The focus control unit 134
of the image processing unit 13 searches for a predeter-
mined subject to be tracked on the basis of the subject
distance information generated in step ST4, and pro-
ceeds to step ST6.
[0038] In step ST6, the image processing unit 13 per-
forms focus control on the basis of the search result. The
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focus control unit 134 of the image processing unit 13
performs focus control so as to focus on the tracking tar-
get searched for in step ST5, and proceeds to step ST7.
[0039] In step ST7, the image processing unit 13 de-
termines whether the operation has ended. The focus
control unit 134 of the image processing unit 13 returns
to step ST1 in a case where the focus operation is in an
autofocus mode, and terminates the operation in a case
where the focus operation is switched to a manual focus
mode or in a case where operation for terminating the
imaging operation is performed.

<2-2. Operation Example>

[0040] Next, an operation example of the tracking
mode will be described with reference to Figs. 4 to 9. Fig.
4 illustrates captured images acquired by the imaging
device, and illustrates a case where, for example, a per-
son OB holding a dog, who is a desired subject, moves
away and then returns. Note that (a) of Fig. 4 illustrates
the captured image at time point t1, (b) of Fig. 4 illustrates
the captured image at time point t2, (c) of Fig. 4 illustrates
the captured image at time point t3, (d) of Fig. 4 illustrates
the captured image at time point t4, (e) of Fig. 4 illustrates
the captured image at time point t5, and (f) of Fig. 4 illus-
trates the captured image at time point t6.
[0041] Fig. 5 illustrates depth maps obtained by per-
forming machine learning using the captured images ac-
quired by the imaging device. (a) of Fig. 5 illustrates the
depth map at time point t1, (b) of Fig. 5 illustrates the
depth map at time point t2, (c) of Fig. 5 illustrates the
depth map at time point t3, (d) of Fig. 5 illustrates the
depth map at time point t4, (e) of Fig. 5 illustrates the
depth map at time point t5, and (f) of Fig. 5 illustrates the
depth map at time point t6. Note that, in the depth maps
illustrated in Fig. 5, the luminance is high at a close po-
sition, and the luminance is low at a far position. The
focus control unit 134 can perform autofocus operation
without using a ranging sensor by using a depth map
obtained by performing machine learning using a cap-
tured image.
[0042] Fig. 6 illustrates focus operation. Note that (a)
to (f) of Fig. 6 illustrate conventional operation, and (g)
to (1) of Fig. 6 illustrate operation using subject distance
information (depth map). Furthermore, Fig. 6 illustrates
a rectangular tracking frame MA and a focus point MP in
the tracking frame. In the case of using the conventional
method of performing tracking on the basis of the pattern
and color information, if the pattern and the color of the
subject to be tracked are similar to those of the back-
ground, the focus point MP moves from the subject to
the background at time point t4 as illustrated in (d) of Fig.
6. Therefore, at time point t5 and time point t6, focus
control to focus on the focus point positioned in the back-
ground is performed, and it is not possible to keep track-
ing and focusing on the predetermined subject OB. How-
ever, if a depth map obtained by performing machine
learning using a captured image as in the present tech-

nology is used, since the depth values of the background
and the subject OB are different, the subject OB can be
searched for by using the depth value. Therefore, as il-
lustrated in (g) to (1) of Fig. 6, the subject OB can be
tracked and kept focused on during the period from time
point t1 to time point t6.
[0043] Incidentally, there is a possibility that the depth
value indicated by a depth map fluctuates in the time
direction. For example, the position of the subject OB at
time point t3 is farther than the position at time point t2,
but the depth value of the subject OB in (c) of Fig. 5
indicates a distance closer than the depth value of the
subject OB in (b) of Fig. 5, and fluctuation occurs in the
time direction. Therefore, if the fluctuation increases,
there is a possibility that the focus point (tracking frame)
moves from the subject OB to another subject.
[0044] Therefore, the focus control unit 134 may gen-
erate subject distance information indicating distance in-
formation to a predetermined subject and estimated dis-
tance information to another subject, and search for the
predetermined subject on the basis of the generated sub-
ject distance information. In this case, in the generation
of the subject distance information, as described above,
an adjustment coefficient for adjusting the distance dif-
ference corresponding to the depth difference between
the depth value indicated by the depth map and the depth
value of the predetermined subject may be used.
[0045] Fig. 7 illustrates subject distance information in
a case where the adjustment coefficient c is set to "1".
Note that (a) of Fig. 7 illustrates the subject distance in-
formation at time point t1, (b) of Fig. 7 illustrates the sub-
ject distance information at time point t2, (c) of Fig. 7
illustrates the subject distance information at time point
t3, (d) of Fig. 7 illustrates the subject distance information
at time point t4, (e) of Fig. 7 illustrates the subject distance
information at time point t5, and (f) of Fig. 7 illustrates
the subject distance information at time point t6.
[0046] Fig. 8 illustrates subject distance information in
a case where the adjustment coefficient c is set to "2".
Note that (a) of Fig. 8 illustrates the subject distance in-
formation at time point t1, (b) of Fig. 8 illustrates the sub-
ject distance information at time point t2, (c) of Fig. 8
illustrates the subject distance information at time point
t3, (d) of Fig. 8 illustrates the subject distance information
at time point t4, (e) of Fig. 8 illustrates the subject distance
information at time point t5, and (f) of Fig. 8 illustrates
the subject distance information at time point t6. The sub-
ject distance information in a case where the adjustment
coefficient c is set to "2" has a larger distance difference
between the subject OB and the background than that in
a case where the adjustment coefficient c is set to "1".
Therefore, focus control that emphasizes discriminability
can be performed.
[0047] Fig. 9 illustrates subject distance information in
a case where the adjustment coefficient c is set to "0.5".
Note that (a) of Fig. 9 illustrates the subject distance in-
formation at time point t1, (b) of Fig. 9 illustrates the sub-
ject distance information at time point t2, (c) of Fig. 9
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illustrates the subject distance information at time point
t3, (d) of Fig. 9 illustrates the subject distance information
at time point t4, (e) of Fig. 9 illustrates the subject distance
information at time point t5, and (f) of Fig. 9 illustrates
the subject distance information at time point t6. The sub-
ject distance information in a case where the adjustment
coefficient c is set to "0.5" has a smaller distance differ-
ence between the subject OB and the background than
that in a case where the adjustment coefficient c is set
to "1". Therefore, focus control can be performed with
emphasis on stability.
[0048] The adjustment coefficient may be set in ad-
vance or may be settable by the user. Furthermore, the
adjustment coefficient may be set according to the com-
position of a captured image. For example, in a case
where a predetermined person is imaged as a main sub-
ject in the composition of a captured image such as a
portrait, it is easy to track the main subject. Therefore,
the value of the adjustment coefficient c is set to be larger
than usual to emphasize discriminability so that the focus
point does not move to the foreground or the background.
Furthermore, in a scene where multiple persons are sub-
jects, it is difficult to track a predetermined subject, and
thus, the value of the adjustment coefficient c is made
smaller than usual to emphasize stability.
[0049] Furthermore, in a case of the non-tracking
mode, the focus control unit 134 performs focus control
to focus on the subject at the nearest position indicated
by subject distance information generated by using a
depth map. For example, in a case where the subject OB
illustrated in Fig. 4 does not move from the position at
the time point t1 that is the nearest position, the subject
OB who is at the nearest position and has not moved can
be focused on by performing focus control to focus on
the nearest position in the depth map generated from the
captured image including the subject OB. Furthermore,
in a case where the subject OB is, for example, at the
position at time point t5 illustrated in (5) of Fig. 4, if focus
control to focus on the nearest position in the depth map
generated from the captured image including the subject
OB is performed, there is a possibility that the foreground
is focused on. However, if the search range is set in the
central portion of the captured image and focus control
to focus on the subject at the nearest position in the
search range is performed, the subject OB can be fo-
cused on.

<2-3. Other Operations>

[0050] Incidentally, in the above-described operation,
a case where focus control is performed by changing the
adjustment coefficient has been described as an exam-
ple, but the focus control unit 134 may perform filtering
processing in the time direction on a depth map to reduce
fluctuation in the depth value in the time direction. The
focus control unit 134 performs infinite impulse response
(IIR) filtering processing as filtering processing in the time
direction. Furthermore, the focus control unit 134 may

perform finite impulse response (FIR) filtering processing
or the like as filtering processing in the time direction.
Note that the filtering processing in the time direction is
not limited to the depth map, and filtering processing of
the estimated distance may be performed.
[0051] Fig. 10 illustrates subject distance information
in a case where IIR filtering processing is performed. Note
that Fig. 10 illustrates a case where the adjustment co-
efficient is "c = 1" and the IIR feedback coefficient is "0.5".
Note that (a) of Fig. 10 illustrates the subject distance
information at time point t1, (b) of Fig. 10 illustrates the
subject distance information at time point t2, (c) of Fig.
10 illustrates the subject distance information at time
point t3, (d) of Fig. 10 illustrates the subject distance in-
formation at time point t4, (e) of Fig. 10 illustrates the
subject distance information at time point t5, and (f) of
Fig. 10 illustrates the subject distance information at time
point t6. In this case, as illustrated in Fig. 5, even in a
case where the depth map fluctuates to indicate that the
depth value of the subject OB at time point t3 is closer
than the depth value of the subject OB at time point t2,
fluctuation is reduced by the filtering processing in the
time direction. Therefore, as illustrated in (c) of Fig. 10,
the positional difference between the position of the sub-
ject OB indicated by the subject distance information at
time point t2 and the position of the subject OB indicated
by the subject distance information at time point t3 can
be made smaller than that before the filtering processing.
[0052] In this manner, the focus control unit 134 can
perform the filtering processing in the time direction, re-
duce the influence of fluctuations in the depth value in
the time direction, and perform focus control so as to
keep tracking and focusing on a predetermined subject.
[0053] Furthermore, the adjustment coefficient for ad-
justing the distance relationship between the depth value
indicated by the depth map and the depth value of a pre-
determined subject is not limited to the coefficient as de-
scribed above. For example, a coefficient that linearly or
non-linearly changes according to a depth difference be-
tween the depth value indicated by a depth map and the
depth value of a predetermined subject may be used.

<3. Application Example>

[0054] The technology according to the present disclo-
sure can be applied to various fields. For example, the
technology of the present disclosure may be implement-
ed as a device mounted on any type of mobile body such
as an automobile, an electric vehicle, a hybrid electric
vehicle, a motorcycle, a bicycle, a personal mobility, an
airplane, a drone, a ship, a robot, and the like. Further-
more, the technology may be implemented as a device
mounted on an apparatus used in a production process
in a factory, or an apparatus used in a construction field.
[0055] If the technology is applied to such a field, an
image focused on a desired subject can be acquired at
low cost and in a small space, and the fatigue of the driver
and the worker can be reduced. Furthermore, automated
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driving and the like can be performed more safely.
[0056] The technology according to the present disclo-
sure can be applied to the medical field. For example, if
the technology is applied to a case where a captured
image of a surgical site is used in performing surgery, an
image focused on the surgical site can be easily obtained,
and it is possible to reduce fatigue of the operator and
perform surgery safely and more reliably.
[0057] Furthermore, the technology according to the
present disclosure can also be applied to the monitoring
field. For example, if the present technology is applied
to a monitoring camera, an image focused on a monitor-
ing target can be easily obtained.
[0058] A series of processing described herein may be
executed by hardware, software, or a composite config-
uration of both. In a case of executing the processing by
the software, a program recorded with a processing se-
quence is installed and executed in a memory incorpo-
rated in dedicated hardware in a computer. Alternatively,
the program can be installed and executed on a general-
purpose computer capable of executing various process-
ing.
[0059] For example, the program can be recorded in
advance in a hard disk, a solid state drive (SSD), or a
read only memory (ROM) as a recording medium. Alter-
natively, the program may be temporarily or permanently
stored (recorded) in a removable recording medium such
as a flexible disk, a compact disc read only memory (CD-
ROM), a magneto optical (MO) disk, a digital versatile
disc (DVD), a Blu-ray Disc (BD) (registered trademark),
a magnetic disk, a semiconductor memory, and the like.
Such a removable recording medium can be provided as
what is called package software.
[0060] Furthermore, in addition to being installed on
the computer from the removable recording medium, the
program may be transferred to the computer in a wired
or wireless manner from a download site via a network
such as a wide area network (WAN) represented by cel-
lular, a local area network (LAN), the Internet, and the
like. In the computer, it is possible to receive the program
transferred in this manner and to install the same on a
recording medium such as a built-in hard disk and the like.
[0061] Note that the effects described herein are mere-
ly examples and are not limited, and additional effects
that are not described may be present. Furthermore, the
present technology should not be construed as being lim-
ited to the above-described embodiments of the technol-
ogy. The embodiments of this technology disclose the
present technology in the form of illustration, and it is
obvious that those skilled in the art may modify or replace
the embodiments without departing from the gist of the
present technology. That is, in order to determine the gist
of the present technology, claims should be taken into
consideration.
[0062] Furthermore, the focus control device of the
present technology can also have the following configu-
ration.

(1) A focus control device including:
a control unit configured to perform focus control by
using a depth map generated from a captured image
including a predetermined subject, and switch the
focus control to different control between a tracking
mode for tracking the predetermined subject and a
non-tracking mode for not tracking the predeter-
mined subject.
(2) The focus control device according to (1), in which
in a case of the tracking mode, the control unit per-
forms focus control to focus on the predetermined
subject searched for on the basis of subject distance
information generated by using the depth map.
(3) The focus control device according to (2), in which
the control unit generates the subject distance infor-
mation by using a depth value indicated by the depth
map and a depth value of the predetermined subject.
(4) The focus control device according to (3), in which
the control unit generates the subject distance infor-
mation by using an adjustment coefficient for adjust-
ing a distance relationship between the depth value
indicated by the depth map and the depth value of
the predetermined subject.
(5) The focus control device according to (4), in which
the adjustment coefficient adjusts a distance differ-
ence corresponding to a depth difference between
the depth value indicated by the depth map and the
depth value of the predetermined subject.
(6) The focus control device according to (4) or (5),
in which the control unit sets the adjustment coeffi-
cient according to a composition of the captured im-
age.
(7) The focus control device according to any one of
(2) to (6), in which the control unit performs filtering
processing in the time direction and generates the
subject distance information.
(8) The focus control device according to (7), in which
the control unit performs the filtering processing on
the depth map.
(9) The focus control device according to any one of
(1) to (8), in which in a case of the non-tracking mode,
the control unit performs focus control to focus on a
subject at a nearest position indicated by subject dis-
tance information generated by using the depth map.
(10) The focus control device according to (9), in
which the control unit performs focus control to focus
on a subject at a nearest position within a search
range provided in the captured image.
(11) The focus control device according to any one
of (1) to (10), in which the control unit performs ma-
chine learning by using the captured image to gen-
erate the depth map.

REFERENCE SIGNS LIST

[0063]

10 Imaging device
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11 Imaging optical system
12 Imaging unit
13 Image processing unit
14 Display unit
15 Recording unit
16 Operation unit
17 System control unit
18 Bus
131 Development processing unit
132 Post processing unit
133 Demodulation processing unit
134 Focus control unit
134a Depth calculation unit
134b Control unit

Claims

1. A focus control device comprising:
a control unit configured to perform focus control by
using a depth map generated from a captured image
including a predetermined subject, and switch the
focus control to different control between a tracking
mode for tracking the predetermined subject and a
non-tracking mode for not tracking the predeter-
mined subject.

2. The focus control device according to claim 1, where-
in
in a case of the tracking mode, the control unit per-
forms focus control to focus on the predetermined
subject searched for on a basis of subject distance
information generated by using the depth map.

3. The focus control device according to claim 2, where-
in
the control unit generates the subject distance infor-
mation by using a depth value indicated by the depth
map and a depth value of the predetermined subject.

4. The focus control device according to claim 3, where-
in
the control unit generates the subject distance infor-
mation by using an adjustment coefficient for adjust-
ing a distance relationship between the depth value
indicated by the depth map and the depth value of
the predetermined subject.

5. The focus control device according to claim 4, where-
in
the adjustment coefficient adjusts a distance differ-
ence corresponding to a depth difference between
the depth value indicated by the depth map and the
depth value of the predetermined subject.

6. The focus control device according to claim 4, where-
in
the control unit sets the adjustment coefficient ac-

cording to a composition of the captured image.

7. The focus control device according to claim 2, where-
in
the control unit performs filtering processing in a time
direction and generates the subject distance infor-
mation.

8. The focus control device according to claim 7, where-
in
the control unit performs the filtering processing on
the depth map.

9. The focus control device according to claim 1, where-
in
in a case of the non-tracking mode, the control unit
performs focus control to focus on a subject at a near-
est position indicated by subject distance information
generated by using the depth map.

10. The focus control device according to claim 9, where-
in
the control unit performs focus control to focus on a
subject at a nearest position within a search range
provided in the captured image.

11. The focus control device according to claim 1, where-
in
the control unit performs machine learning by using
the captured image to generate the depth map.

12. A focus control method comprising:
by a control unit, performing focus control by using
a depth map generated from a captured image in-
cluding a predetermined subject, and switching the
focus control to different control between a tracking
mode for tracking the predetermined subject and a
non-tracking mode for not tracking the predeter-
mined subject.

13. A program for causing a computer to execute focus
control of an imaging device, the program causing
the computer to execute:

a procedure of performing focus control by using
a depth map generated from a captured image
including a predetermined subject; and
a procedure of switching the focus control to dif-
ferent control between a tracking mode for track-
ing the predetermined subject and a non-track-
ing mode for not tracking the predetermined sub-
ject.

14. An imaging device comprising:

an imaging unit configured to generate a cap-
tured image; and
a control unit configured to generate a depth
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map from a captured image generated by the
imaging unit and including a predetermined sub-
ject, perform focus control by using the depth
map, and switch the focus control to different
control between a tracking mode for tracking the
predetermined subject and a non-tracking mode
for not tracking the predetermined subject.
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