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(54) DEVICE, SYSTEM AND METHOD FOR ASSIGNING PORTIONS OF A GLOBAL RESOURCE 
LIMIT TO APPLICATION ENGINES BASED ON RELATIVE LOAD

(57) A device, system and method for assigning por-
tions of a global resource limit to application engines
based on relative load is provided. A system comprises
a plurality of application engines that share a global re-
source limit; and a plurality of operator engines. The plu-
rality of operator engines are each configured to: monitor
a respective metric representative of respective load at
a respective application engine; share the respective
metric with others of the plurality of operator engines;
determine a relative load at the respective application
engine based on the respective metric and respective
metrics received from the others of the plurality of oper-
ator engines; and assign a portion of the global resource
limit to the respective application engine based on the
relative load.
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Description

BACKGROUND

[0001] In container-orchestrated environments (CO-
Es), and the like, associated applications may all be at-
tempting to use a same hardware resource, such as the
associated applications requesting database connec-
tions with a database. As such, a resource pooling ap-
plication may be used with associated applications to
manage requests to the database. However, as the as-
sociated applications, along with an associated pooling
application are scaled, for example by adding instances
thereof in a container-orchestrated environment, the plu-
rality of instances of the associated applications, and/or
the associated pooling application, may result in many
requests, and the like, to use the same hardware re-
source, which may cause operation of the hardware re-
source to decline and/or slowdown, and the like, which
may result in an overall drop in efficiency in processing
the attempts to use the hardware resource.

SUMMARY

[0002] An aspect of the present specification provides
a system comprising: a plurality of application engines
that share a global resource limit; a plurality of operator
engines each configured to: monitor a respective metric
representative of respective load at a respective appli-
cation engine; share the respective metric with others of
the plurality of operator engines; determine a relative load
at the respective application engine based on the respec-
tive metric and respective metrics received from the oth-
ers of the plurality of operator engines; and assign a por-
tion of the global resource limit to the respective applica-
tion engine based on the relative load.
[0003] At the system of the first aspect, the global re-
source limit may comprise one or more of a given number
of database connections and a hardware-based limit.
[0004] At the system of the first aspect, the plurality of
operator engines may each be configured to assign the
portion of the global resource limit to the respective ap-
plication engine based on the relative load by providing
a value representative of the portion of the global re-
source limit to the respective application engine.
[0005] At the system of the first aspect, at least the
plurality of application engines may be provided in a con-
tainer orchestrated environment, such that a number of
the plurality of application engines increase and de-
crease according to demand.
[0006] At the system of the first aspect, the plurality of
operator engines may share the respective metric with
the others of the plurality of operator engines as a number
of the plurality of application engines or the plurality of
operator engines increase and decrease.
[0007] At the system of the first aspect, the plurality of
operator engines may share the respective metric with
the others of the plurality of operator engines as the re-

spective load at the respective application engine chang-
es.
[0008] At the system of the first aspect, the plurality of
operator engines may periodically share the respective
metric with the others of the plurality of operator engines.
[0009] At the system of the first aspect, the respective
metric may comprise transactions per second at the re-
spective application engine.
[0010] At the system of the first aspect, the relative
load may be determined by dividing the respective metric
by a total of respective metrics of the plurality of operator
engines.
[0011] At the system of the first aspect, the global re-
source limit may comprise a maximum number of data-
base connections to a database, and each of the plurality
of application engines may comprise a respective remote
database connection pooling engine configured to con-
solidate database connection requests for respective as-
sociated database lookup engines.
[0012] At the system of the first aspect, the system
comprises at least two instances of associated applica-
tion engines and operator engines, wherein one operator
engine and at least one application engine with its re-
spective remote database connection pooling engine are
associated in one instance, and wherein the instances
are implemented at different cloud computing devices.
[0013] Accordingly, the operator can share respective
metric across different cloud computing devices. For ex-
ample, it is thus possible to benefit from the advantage
of having a plurality of different cloud computing devices
while keeping a balanced metric, e.g. number of connec-
tions, across the different cloud computing devices.
[0014] A second aspect of the specification provides a
method comprising: monitoring, at an operator engine, a
respective metric representative of respective load at a
respective application engine, the respective application
engine being one of a plurality of application engines that
share a global resource limit, the operator engine being
one of a plurality of operator engines; sharing, at the op-
erator engine, the respective metric with others of the
plurality of operator engines; determining, at the operator
engine, a relative load at the respective application en-
gine based on the respective metric and respective met-
rics received from the others of the plurality of operator
engines; and assigning, at the operator engine, a portion
of the global resource limit to the respective application
engine based on the relative load.
[0015] In some embodiments, the method of the sec-
ond aspect comprises method steps corresponding to
any one of the system of the first aspect functions set out
above.
[0016] Notably, at the method of the second aspect,
the global resource limit may comprise one or more of a
given number of database connections and a hardware-
based limit.
[0017] For example, at the method of the second as-
pect, assigning, at the operator engine, the portion of the
global resource limit to the respective application engine
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based on the relative load may occur by providing a value
representative of the portion of the global resource limit
to the respective application engine.
[0018] At the method of the second aspect, at least the
plurality of application engines may be provided in a con-
tainer orchestrated environment, such that a number of
the plurality of application engines increase and de-
crease according to demand.
[0019] At the method of the second aspect, sharing the
respective metric with others of the plurality of operator
engines may occur as a number of the plurality of appli-
cation engines or the plurality of operator engines in-
crease and decrease.
[0020] At the method of the second aspect, sharing the
respective metric with others of the plurality of operator
engines may occur as the respective load at the respec-
tive application engine changes.
[0021] At the method of the second aspect, sharing the
respective metric with others of the plurality of operator
engines may occur periodically.
[0022] At the method of the second aspect, the respec-
tive metric may comprise transactions per second at the
respective application engine.
[0023] At the method of the second aspect, the relative
load may be determined by dividing the respective metric
by a total of respective metrics of the plurality of operator
engines.
[0024] At the method of the second aspect, the global
resource limit may comprise a maximum number of da-
tabase connections to a database, and each of the plu-
rality of application engines may comprise a respective
remote database connection pooling engine configured
to consolidate requested database connection requests
for respective associated database lookup engines.
[0025] Notably, at the method of the second aspect,
one operator engine and at least one application engine
with its respective remote database connection pooling
engine are associated in one instance and wherein the
instances are implemented at different cloud computing
devices.

BRIEF DESCRIPTIONS OF THE DRAWINGS

[0026] For a better understanding of the various exam-
ples described herein and to show more clearly how they
may be carried into effect, reference will now be made,
by way of example only, to the accompanying drawings
in which:

FIG. 1 depicts a system for assigning portions of a
global resource limit to application engines based on
relative load, according to non-limiting examples.
FIG. 2 depicts a device for assigning portions of a
global resource limit to application engines based on
relative load, according to non-limiting examples.
FIG. 3 depicts a method for assigning portions of a
global resource limit to application engines based on
relative load, according to non-limiting examples.

FIG. 4 depicts operator engines of the system of FIG.
1 exchanging respective metrics representative of
respective load at respective application engines,
according to non-limiting examples.
FIG. 5 depicts application engines of the system of
FIG. 1 throttling usage of a hardware resource ac-
cording to portions of a global resource limit assigned
thereto by the operator engines, the portions based
on the relative load, according to non-limiting exam-
ples.

DETAILED DESCRIPTION

[0027] Attention is directed to FIG. 1 which depicts a
system 100 for assigning portions of a global resource
limit to application engines based on relative load.
[0028] The components of the system 100 are gener-
ally in communication via communication links which are
depicted in FIG. 1, and throughout the present specifica-
tion, as double-ended arrows between respective com-
ponents. The communication links includes any suitable
combination of wireless and/or wired communication net-
works and, similarly, the communication links may in-
clude any suitable combination of wireless and/or wired
links.
[0029] The system 100 will furthermore be described
with respect to engines. As used herein, the term "engine"
refers to hardware (e.g., a processor, such as a central
processing unit (CPU) an integrated circuit or other cir-
cuitry) or a combination of hardware and software (e.g.,
programming such as machine- or processor-executable
instructions, commands, or code such as firmware, a de-
vice driver, programming, object code, etc. as stored on
hardware). Hardware includes a hardware element with
no software elements such as an application specific in-
tegrated circuit (ASIC), a Field Programmable Gate Array
(FPGA), etc. A combination of hardware and software
includes software hosted at hardware (e.g., a software
module that is stored at a processor-readable memory
such as random access memory (RAM), a hard-disk or
solid-state drive, resistive memory, or optical media such
as a digital versatile disc (DVD), and/or implemented or
interpreted by a processor), or hardware and software
hosted at hardware.
[0030] A system 100 comprises a plurality of applica-
tion engines 102-1, 102-2 that share a global resource
limit, described in more detail below. The plurality of ap-
plication engines 102-1, 102-2 are interchangeably re-
ferred to herein, collectively, as the application engines
102 and, generically, as an application engine 102. This
convention will be used elsewhere in the specification.
Furthermore, while the system 100 is described with re-
spect to two application engines 102, the system 100
may comprise any suitable number of application en-
gines 102 that may be larger than "2".
[0031] The system 100 further comprises a plurality of
operator engines 104-1, 104-2 (e.g. operator engines
104 and/or an operator engine 104) which, as depicted,
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may be in a one-to-one relationship with the plurality of
application engines 102; alternatively, one operator en-
gine 104 may be associated with more than one appli-
cation engine 102. Hence, the system 100 may include
a same number of operator engines 104 as application
engines 102 (e.g. which may be greater than "2" operator
engines 104 and/or application engines 1002), or the sys-
tem 100 may include a smaller number of operator en-
gines 104 as application engines 102. In general, how-
ever, the system 100 includes any suitable number of
operator engines 104 and/or application engines 102.
Operation of the operator engines 104 are described be-
low.
[0032] As depicted, the system 100 further comprises,
for each application engine 102, a plurality of resource
usage application engines 106-1 (e.g. associated with
the application engine 102-1) or resource usage appli-
cation engines 106-2 (e.g. associated with the application
engine 102-2). The resource usage application engines
106-1, 106-2 are interchangeably referred to herein, col-
lectively, as the resource usage application engines 106
and, generically, as a resource usage application en-
gines 106.
[0033] In particular, the resource usage applications
engines 106 may be used to access a hardware resource
108, for example, as depicted, a database.
[0034] As depicted, the application engines 102 may
comprise resource pooling engines (e.g. "Pooling" appli-
cations in FIG. 1) which, for example, receive respective
requests 110 from respective resource usage applica-
tions engines 106, and pool the requests 110, to submit
to the hardware resource 108 as respective pooled re-
quests 112-1, 112-2 (e.g. pooled requests 112 and/or a
pooled request 112) using, for example, connections
114-1, 114-2 (e.g. connections 114 and/or a connection
114) to the hardware resource 108. It is understood that
a pooled request 112 generally comprises one or more
a request 110 such that a pooled request 112 may com-
prise combined and/or bundled requests 110 with an ap-
plication engine 102 configured accordingly. A pooled
request 112 may hence be of a format compatible with
combining and/or bundling requests 110 (though the re-
quests 110, 112 may be of a same format). Furthermore,
a pooled request 112 may comprise combined and/or
bundled requests from different resource usage applica-
tion engines 106.
[0035] In a particular example, components of the sys-
tem 100 may generally be associated with, and/or oper-
ated by an entity, such as a company, and the like, that
may provide computer-based services, and in particular
computer-based services for the travel industry, via the
system 100. For example, terminals (not depicted) at
travel agencies, airports, airline offices, and the like,
and/or computing devices of consumers, may access the
resource usage applications engines 106 via a network,
and the like, such as the Internet, for example via a brows-
er, and the like, and/or a special purpose application, and
the resource usage applications engines 106 may com-

prise instances of websites, and the like, for providing
search fields, and the like, for performing searches for
travel information (e.g. plane schedules, availability on
particular routes, and the like, though such travel infor-
mation may include any suitable travel information asso-
ciated with hotels, trains, buses, car rentals, and the like).
A request 110 may hence comprise a request for travel
information, and the like, which may be used to search
the database of the hardware resource 108, which may
comprise a database of travel information and the like.
As many instances of the resource usage applications
engines 106 may be active at any given time, the requests
110 may be pooled by the application engines 102 as
the pooled requests 112, and a number of the requests
110 may be in the millions or higher, though the number
of the requests 110 may be any suitable number.
[0036] While not depicted, the database of the hard-
ware resource 108 is understood to comprise one or more
servers and/or computing devices, and the like, which
store information of the database, as well as process and
return, to the application engines 102 responses to the
pooled requests 112; the application engines 102 may
then return a response from the hardware resource to a
respective resource usage application engines 106
which originated a request 110 that resulted in the re-
sponse. For example, such response may include travel
information requested via a request 110.
[0037] However, the hardware resource 108 may have
an associated global resource limit 116 which may in-
clude, but is not limited to, a maximum number of the
connections 114.
[0038] Hence, in examples where the hardware re-
source 108 comprises a database, and the global re-
source limit 116 comprises a maximum number of data-
base connections 114 to the database, requests 110 may
comprise database lookup requests, and the resource
usage applications engines 106 may comprise database
lookup engines, each of the plurality of application en-
gines 102 may comprises a respective remote database
connection pooling engine which pools database lookup
requests from the database lookup engines.
[0039] For example, a database (e.g. hardware of a
computing device implementing the database) may be
able to process (and/or handle, and the like), only a given
number of connections 114 at any given time. As such,
when more connections 114 are needed to process the
pooled requests 112 than are available, and/or the ap-
plication engines 102 may attempt to open more connec-
tions 114 than are available, the database of the hard-
ware resource 108 may operate inefficiently which may
slow processing of received pooled requests 112, which
may lead to an overall slowdown of the system 100.
[0040] However, while present examples are de-
scribed with respect to a database and/or connections
114 thereto, in other examples, the global resource limit
116 may comprise any suitable hardware-based limit.
For example, the application engines 102 may attempt
to access hardware based ports at a computing device

5 6 



EP 4 047 478 A1

5

5

10

15

20

25

30

35

40

45

50

55

(e.g. of the hardware resource 108) and the global re-
source limit 116 may comprise a number of such ports.
Indeed, a maximum number of connections 114 may also
be understood to be hardware based, as many database
systems are limited to a given number of connections per
processor core being used to implement a database. As
such, the global resource limit 116 may comprises one
or more of a given number of database connections
and/or any other suitable hardware-based limit.
[0041] As such, the operator engines 104 are precon-
figured with the global resource limit 116 (e.g. stored at
respective memories thereof) and the operator engines
104 may be configured to: monitor a respective metric
representative of respective load at a respective appli-
cation engine 102; share the respective metric with oth-
ers of the plurality of operator engines 104; determine a
relative load at the respective application engine 102
based on the respective metric and respective metrics
received from the others of the plurality of operator en-
gines 104; and assign a portion of the global resource
limit 116 to the respective application engine 102 based
on the relative load. Such assignment will be described
in further detail below, however, in general, an operator
engine may provide an indication of a determined portion
of the global resource limit 116 to a respective application
engine 102 (e.g. via a communication link therebetween,
and the like) such that the respective application engine
102 limits itself to using the determined portion of the
global resource limit 116.
[0042] Hence, as depicted, the operator engines 104
are in communication with a respective application en-
gine 102, and also in communication with other operator
engines.
[0043] Prior to further discussing operation of the op-
erator engines 104, further aspects of the system 100
are next described.
[0044] In particular, the application engines 102, the
resource usage engines 106 (and optionally the operator
engines 104) may be implemented in a container-orches-
trated environment (COE) in which different instances
118-1, 118-2 (e.g. instances 118 and/or an instance 118,
and which may be larger than two instances 118) of as-
sociated application engines 106, operator engines 104,
and resource usage engines 106 may increase or de-
crease based on demand. Put another way, the plurality
of application engines 102 (and optionally the plurality of
operator engines 104) (e.g., and similarly the associated
application engines 106) may be provided in a container-
orchestrated environment, such that a number of the plu-
rality of application engines 102 (and optionally the plu-
rality of operator engines 104) (e.g., and similarly the
associated application engines 106) may increase and
decrease according to demand. However, while the op-
erator engines 104 are depicted as being a component
of a respective instance 118, and hence may scale up or
down with the instances, in other examples the operator
engines 104 may not scale up or down and/or may scale
up or down independent of the instances 118 such that

one operator engine 104 may: monitor a respective met-
ric representative of respective load at a plurality of re-
spective application engines 102; share the respective
metric of the respective load of the plurality of respective
application engines 102 with others of the plurality of op-
erator engines 104; determine respective relative loads
of the plurality of respective application engines 102
based on the respective metrics, and other respective
metrics received from the others of the plurality of oper-
ator engines 104; and assign respective portions of the
global resource limit 116 to the plurality of respective ap-
plication engines 102 based on the respective relative
loads.
[0045] Hence, while not depicted, the system 100 may
include a container-orchestrated environment (COE) en-
gine, and the like, to manage a number of the instances
118 as demand for the application engines 102 and/or
the resource usage engines 106 changes. Such a COE
engine may generally execute a plurality of instances of
an application, which may change (e.g. increase or de-
crease) as demand changes, which may be referred to
as auto-scaling of an application.
[0046] Hence, while in the depicted example there are
at least two instances 118 of associated application en-
gines 102, operator engines 104, and resource usage
engines 106 are depicted, a number of the instances 118
may increase (e.g. to greater than two) or decrease (e.g.
to at least two).
[0047] Alternatively, and/or in addition, the application
engines 102 and the resource usage engines 106 may
be implemented in a Platform-as-a-service (PaaS) envi-
ronment, which may be implemented via a COE environ-
ment. The operator engines 104 may be also be imple-
mented in a PaaS environment which may be a same,
or different, PaaS environment as the application engines
102 and the resource usage engines 106.
[0048] In some examples, while the two resource us-
age engines 106 are depicted for each instance 118, in
a COE, number of the resource usage engines 106 for
a particular instance may also increase or decrease as
demand changes.
[0049] Hence, as depicted, while two resource usage
application engines 106 are depicted as being in com-
munication with each application engine 102, as few as
one resource usage application engine 106 may be in
communication with a respective application engine 102,
or more than two resource usage application engines
106 may be in communication with a respective applica-
tion engine 102.
[0050] In yet further examples, functionality of the ap-
plication engine 102 and respective resource usage ap-
plication engines 106 may be combined.
[0051] Regardless, of the number of instances 118,
etc., and the number of operator engines 104, it is un-
derstood that the operator engines 104 are all in com-
munication with each other such that the operator en-
gines 104 may share, with each other, metrics of respec-
tive application engines 102 which represent respective
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load on respective application engines 102, such as a
number of requests 110 per unit time that is being re-
ceived at a respective application engine 102, among
other possibilities, including, but not limited to, a number
of transactions per second at a respective application
engine 102. However, it is understood that the operator
engines 104 may communicate with each other in any
suitable manner which may include transmission of met-
rics of respective application engines 102 to other oper-
ator engines 104 via suitable communication links, stor-
age of such metrics at one or more databases accessible
by the operator engines 104 and/or any other suitable
process for communicating. ,
[0052] For example, a transaction may comprise a re-
quest 110 and/or, more generically, a transaction may
comprise any suitable demand (including, but not limited
to, a demand and/or request for usage of hardware re-
sources) placed on a respective application engine 102,
for example by the resource usage application engines
106.
[0053] However, other metrics of respective applica-
tion engines 102 which represent respective load on re-
spective application engines 102 are within the scope of
the present specification including, but not limited to, a
number of pooled requests 112, and the like, in a queue,
an average wait time of a request 112, and the like, in a
queue (e.g. before being transmitted to the hardware re-
source 108), and the like. For example, as a number of
transactions per second increase, a number of number
of pooled requests 112, and the like, increases, and/or
as an average wait time of a request 112, and the like,
in a queue increases, a load at a respective application
engines 102 is understood to increase.
[0054] Hence, in general, a respective metric of a first
application engine 102 may be compared to a same type
of respective metric of a second application engine 102
to determine relative load therebetween, and/or a respec-
tive metric of a first application engine 102 may be com-
pared to a total of the respective metrics of all the appli-
cation engine 102 to determine relative load therebe-
tween.
[0055] In yet further examples, a combination of re-
spective metrics may be used, and/or such respective
metrics may be combined in weighted manner to deter-
mine relative load between the application engines 102.
[0056] Regardless of a type of a respective metric rep-
resentative of respective load at a respective application
engine 102, the operator engines 104 may share such
respective metrics (i.e. the operator engines 104 are un-
derstood to share a same type of respective metric). A
given operator engine 104 may determine relative load
of a respective application engine 102, relative to other
respective application engine 102, and assign a portion
of the global resource limit 116 to the respective appli-
cation engine 102 based on the relative load.
[0057] In a particular example, global resource limit
116 may comprise 1000 connections 114 to the database
of the hardware resource 108. As depicted in FIG. 1, such

connections 114 are equally distributed between the ap-
plication engines 102 (e.g. each of the application en-
gines 102 may use 50% of the connections 114). How-
ever, the operator engine 104-1 may determine that the
load at the application engine 102-1 is 1500 TPS (e.g.
transaction per second), and share this value with the
operator engine 104-2. Similarly, the operator engine
104-2 may determine that the load at the application en-
gine 102-2 is 500 TPS (e.g. transaction per second), and
share this value with the operator engine 104-1. Hence,
the load at the application engine 102-1 is understood to
be three times higher than the load at the application
engine 102-2. As such, there may be a deficit of connec-
tions 114-1 at the application engine 102-1 and a surplus
of connections 114-2 at the application engine 102-2.
[0058] As such, each of the operator engines 104 may
determine that the total load on the application engines
102 is 2000 TPS (e.g. 1500 TPS plus 500 TPS). The
operator engine 104-1 may use the total load, and the
load of 1500 TPS at the application engine 102-1, to de-
termine that the relative load on the application engine
102-1 is 0.75 (e.g. 1500 TPS divided by 2000 TPS). Sim-
ilarly, the operator engine 104-2 may use the total load,
and the load of 500 TPS at the application engine 102-2,
to determine that the relative load on the application en-
gine 102-2 is 0.25 (e.g. 500 TPS divided by 2000 TPS).
[0059] Continuing with this example, as mentioned
above, the global resource limit 116 may comprise 1000
database connections 114. Hence the operator engine
104-1 may assign a portion of 0.75 of the 1000 database
connections 114 of the global resource limit 116 to the
respective application engine 102-1, or 750 database
connections 114; thereafter, the respective application
engine 102-1 will attempt to use a maximum of 750 da-
tabase connections 114 to transmit the pooled requests
112-1 to the database of the hardware resource 108.
Similarly, the operator engine 104-2 may assign a portion
of 0.25 of the 1000 database connections 114 of the glo-
bal resource limit 116 to the respective application engine
102-2, or 250 database connections 114; thereafter, the
respective application engine 102-2 will attempt to use a
maximum of 250 database connections 114 to transmit
the pooled requests 112-2 to the database of the hard-
ware resource 108.
[0060] Hence, as illustrated by this example, the rela-
tive load of a respective application engine 102 may be
determined at an associated operator engine 104, by di-
viding the respective metric, represented of load of the
respective application engine 102 as determined by the
associated operator engine 104, by a total of respective
metrics of the plurality of operator engines 104.
[0061] In a particular example, to assign a portion of
the global resource limit 116 to a respective application
engine 102, an operator engine 104 may provide a value
representative of the portion of the global resource limit
116 to the respective application engine 102. Continuing
with the above example, the operator engine 104-1 may
provide a value of "750" database connections 114 to
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the application engine 102-1, and the operator engine
104-2 may provide a value of "250" database connec-
tions 114 to the application engine 102-2. Thereafter, the
application engines 102 may limit their respective
number of connections 114 to a respective received val-
ue. Put another way, the application engines 102 may
throttle usage of hardware at the hardware resource 108,
for example by limiting a number of respective connec-
tions 114 to the value representative of a portion of the
global resource limit 116, and/or limiting usage of hard-
ware at the hardware resource 108 in any other suitable
manner as represented by the value representative of a
portion of the global resource limit 116.
[0062] Hence, it is further understood that the operator
engines 104 generally periodically and/or constantly
monitor a respective metric representative of respective
load at a respective application engine 102 and, as re-
spective load at a respective application engine 102
changes, the respective metric will change.
[0063] As such, the plurality of operator engines 104
may share the respective metric with the others of the
plurality of operator engines 104, as the respective load
at the respective application engine 102 changes and/or
the respective metric changes. In this manner the oper-
ator engines 104 may assign an updated portion of the
global resource limit 116 to a respective application en-
gine 102 based on the changed relative load and/or the
changed relative metric. In other words, changes to the
respective metric at a respective application engine 102
may trigger an operator engine 104 to share the respec-
tive metric (e.g. the changed respective metric), which
may trigger other operator engines 104, which receive
the respective metric, to again share their respective met-
rics, causing all the operator engines 104 to again assign
a portion of the global resource limit 116 to respective
application engine 102 based on the relative load.
[0064] Alternatively, the plurality of operator engines
104 (e.g. all of the plurality of operator engines 104) may
periodically share the respective metric with the others
of the plurality of operator engines 104 which, when a
respective metric determined by one or more operator
engines 104 has changed, may cause all the operator
engines 104 to again assign a portion of the global re-
source limit 116 to respective application engine 102
based on the relative load (e.g. an updated relative load).
However, when no respective metric has changed, then
the portion of the global resource limit 116 assigned to a
respective application engine 102 is understood not to
change.
[0065] In yet further examples, as has already been
described, the number of the plurality of application en-
gines 102 and/or the number of operator engines 104
(e.g. and/or the number of instances 188), may increase
and decrease. As such, when a new application engine
102 and/or a new operator engine 104 is provided in the
system 100, the portions of the global resource limit 116
assigned to the respective application engines 102 is un-
derstood to change as the new application engine 102

is understood to require a portion of the global resource
limit 116 and/or a new operator engine 104 may be "man-
aging" new application engines 102 and/or management
of a portion of existing applications engines 102 may be
transferred to the new operator engine 104 (e.g. from
another existing operator engine 104). Similarly, when
an existing application engine 102 and/or an operator
engine 104 is removed from the system 100, the portions
of the global resource limit 116 assigned to a respective
application engines 102 is understood to change, as the
load may be redistributed among the remaining applica-
tion engines 102, and/or management of a portion of ex-
isting applications engines 102 may be transferred from
the operator engine 104 being removed to other operator
engines 104. As such, in some of these examples, the
plurality of operator engines 104 may share the respec-
tive metric with others of the plurality of operator engines
104 as a number of the plurality of application engines
102 and/or a number of operator engines 104 increase
and decrease, which again causes assigning of a portion
of the global resource limit 116 to the respective appli-
cation engines 102 based on the relative load.
[0066] In particular, as mentioned above, without the
operator engines 104 communicating such metrics with
each other, the application engines 102 may attempt to
use any number of connections 114 which, in total, may
exceed the maximum number represented by the global
resource limit 116. Alternatively, the application engines
102 may be arbitrarily assigned a relative number of con-
nections 114, such as the maximum number represented
by the global resource limit 116 divided by the number
of the instances 118 and/or the number of the application
engines 102 (e.g. as depicted, 50% of the connections
114 to each of the application engines 102), which may
cause a surplus of connections 114 at one application
engine 102 with low relative load, and a deficit of con-
nections 114 at another application engine 102 with high
relative load. Hence, in general, the operator engines
104 attempt to dynamically balance usage of the con-
nections 114 by the application engine 102 based on
relative load.
[0067] Attention is next directed to Fig. 2 which depicts
a block diagram of an example device 200 that includes
a controller 202 communicatively coupled to a memory
204 and a communication interface 206. The device 200
may be generally configured to implement the engines
102, 104, 106 of the system 100, as well as numbers
thereof, and/or numbers of the instances 118. It is fur-
thermore understood that the device 200 may be imple-
mented as one or more servers and/or one or more cloud
computing devices, with functionality thereof distributed
across one or more servers and/or one or more cloud
computing devices. As such, instances 118 may be im-
plemented at different cloud computing devices in com-
munication with each other, for example distributed ge-
ographically, and which may coordinate implementation
of a containerized-orchestrated environment, and/or co-
ordinate implementation of platform-as-a-service envi-
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ronments.
[0068] The controller 202 comprise one or more gen-
eral-purpose processors and/or one or more special pur-
pose logic devices, such as microprocessors (e.g., a cen-
tral processing unit, a graphics processing unit, etc.), a
digital signal processor, a microcontroller, an ASIC, an
FPGA, a PAL (programmable array logic), a PLA (pro-
grammable logic array), a PLD (programmable logic de-
vice), etc.
[0069] The controller 202 is interconnected with the
memory 204 which may comprise any suitable memory
that stores instructions, for example, as depicted, in the
form of modules, described below, that, when implement-
ed by the controller 202, cause the controller 202 to im-
plement the engines 102, 104, 106 and/or the instances
118. The memory 204 may be implemented as a suitable
non-transitory computer-readable medium (e.g. a suita-
ble combination of non-volatile and volatile memory sub-
systems including any one or more of Random Access
Memory (RAM), read only memory (ROM), Electrically
Erasable Programmable Read Only Memory (EEP-
ROM), flash memory, magnetic computer storage, and
the like). The controller 202 and the memory 204 may be
generally comprised of one or more integrated circuits
(ICs).
[0070] The controller 202 is also interconnected with
a communication interface 206, which generally enables
the device 200 to communicate with the other compo-
nents of the system 100 via one or more communication
links. The communication interface 206 therefore in-
cludes any necessary components (e.g. network inter-
face controllers (NICs), radio units, and the like) to com-
municate with the other components of the system 100
via one or more communication links (e.g. via one or more
communication networks). The specific components of
the communication interface 206 may be selected based
on upon types of the communication links. The device
200 may also include input and output devices connected
to the controller 202, such as keyboards, pointing devic-
es, display screens, and the like (not shown).
[0071] The memory 204 includes modules. As used
herein, a "module" (in some examples referred to as a
"software module") is a set of instructions that when im-
plemented or interpreted by a controller and/or a proc-
essor, or stored at a processor-readable medium realizes
a component or performs a method.
[0072] As depicted, the memory 204 includes various
modules 212, 214, 216 which respectively correspond to
functionality of the engines 102, 104, 106 of the system
100. For example, the controller 202 may implement the
application module 212 to implement one or more appli-
cation engines 102, the controller 202 may implement
the operator module 214 to implement one or more op-
erator engines 104 and/or the controller 202 may imple-
ment the resource usage application module 216 to im-
plement one or more resource usage application engines
106. While not depicted, the memory 204 may further
store a COE module for implementing a COE engine to

increase or decrease the instances 118, and the like,
based on demand, as described herein.
[0073] Attention is now directed to FIG. 3 which depicts
a flowchart representative of a method 300 for assigning
portions of a global resource limit to application engines
based on relative load. The operations of the method 300
of FIG. 3 correspond to machine readable instructions
that are executed by the device 200 (e.g. and/or by one
or more cloud computing devices), and specifically the
controller 202 of the device 200 (and/or by controllers of
one or more cloud computing devices). In the illustrated
example, the instructions represented by the blocks of
FIG. 3 may be stored at the memory 204 for example, at
least in part as the operator module 214, though other
aspects of the method 300 may be implemented via the
other modules 212, 216. The method 300 of FIG. 3 is
one way in which the device 200, and/or the controller
202 and/or the system 100 may be configured. However,
while the method 300 is specifically described with re-
gards to being implemented by the controller 202 and/or
the device 200 and/or an operator engine 104 and/or
other engines described herein, it is understood that the
method 300 may be implemented by one or more cloud
computing devices and/or one or more controllers there-
of.
[0074] Furthermore, the following discussion of the
method 300 of FIG. 3 will lead to a further understanding
of the system 100, and its various components.
[0075] The method 300 of FIG. 3 need not be per-
formed in the exact sequence as shown and likewise
various blocks may be performed in parallel rather than
in sequence. Accordingly, the elements of method 300
are referred to herein as "blocks" rather than "steps." The
method 300 of FIG. 3 may be implemented on variations
of the system 100 of FIG. 1, as well.
[0076] At a block 302, the controller 202 and/or the
device 200 and/or an operator engine 104 monitors a
respective metric representative of respective load at a
respective application engine 102. For example, an op-
erator engine 104 may periodically query a respective
application engine 102 for a respective metric, as de-
scribed above, and/or a respective application engine
102 may periodically provide the respective metric to a
respective operator engine 104, and/or a respective ap-
plication engine 102 may provide the respective metric
to a respective operator engine 104 when the respective
metric changes, and the like, among other possibilities.
[0077] As previously mentioned, in a specific example,
the respective metric may comprise transactions per sec-
ond at the respective application engine 102, and/or any
other suitable metric of respective load at the respective
application engine 102, as described herein.
[0078] At a block 304, the controller 202 and/or the
device 200 and/or the operator engine 104 shares the
respective metric with others of the plurality of operator
engines 104. For example, an operator engine 104 may
transmit the respective metric to others of the plurality of
operator engines 104 via respective communication links
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and/or via any other suitable mechanism, such as mech-
anisms used within container orchestrated environ-
ments.
[0079] At a block 306, the controller 202 and/or the
device 200 and/or the operator engine 104 determines
a relative load at the respective application engine 102
based on the respective metric and respective metrics
received from the others of the plurality of operator en-
gines 104.
[0080] As previously mentioned, in a specific example,
the relative load may be determined by dividing the re-
spective metric by a total of respective metrics of the
plurality of operator engines 104. However, the relative
load may be determined using the respective metric and
respective metrics received from the others of the plural-
ity of operator engines 104 in any suitable manner. For
example, ratios between the respective metric and the
respective metrics received from the others of the plural-
ity of operator engines 104 may used to determine rela-
tive load; regardless, however, the relative load at the
respective application engine 102, as based on the re-
spective metric and respective metrics received from the
others of the plurality of operator engines 104, is under-
stood to be relative to a total load at the application en-
gines 102.
[0081] At a block 308, the controller 202 and/or the
device 200 and/or the operator engine 104 assigns a
portion of the global resource limit 116 to the respective
application engine 102 based on the relative load.
[0082] As has already been described, at the method
300, the operator engine 104 may be configured to assign
the portion of the global resource limit 116 to the respec-
tive application engine 102 based on the relative load by
providing a value representative of the portion of the glo-
bal resource limit 116 to the respective application engine
102.
[0083] As has already been described, at the method
300, the global resource limit 116 may comprise one or
more of a given number of database connections 114
and a hardware-based limit.
[0084] Hence, a respective application engine 102, up-
on receiving, from an operator engine 104, a value rep-
resentative of a portion of the global resource limit 116,
may responsively throttle usage of hardware at the hard-
ware resource 108, for example by limiting a number of
respective connections 114 to the value representative
of a portion of the global resource limit 116, and/or limiting
usage of hardware at the hardware resource 108 in any
other suitable manner as represented by the value rep-
resentative of a portion of the global resource limit 116.
[0085] Other features described herein may be imple-
mented via the method 300. For example, the plurality
of application engines 102 and the plurality of operator
engines 104 may be provided in a container orchestrated
environment, such that the method 300 may further com-
prise the controller 202 and/or the device 200 and/or a
COE engine increasing and decreasing a number of the
plurality of application engines 102 and the plurality of

operator engines 104 according to demand.
[0086] In other examples, the method 300 may further
comprise the controller 202 and/or the device 200 and/or
the operator engine 104 sharing the respective metric
(e.g. at the block 304) with the others of the plurality of
operator engines 104 as a number of the plurality of op-
erator engines 104 increase and decrease.
[0087] In other examples, the method 300 may further
comprise the controller 202 and/or the device 200 and/or
the operator engine 104 sharing the respective metric
e.g. at the block 304) with the others of the plurality of
operator engines 104 as the respective load at the re-
spective application engine 102 changes.
[0088] In yet further examples, the method 300 may
further comprise the controller 202 and/or the device 200
and/or the operator engine 104 periodically sharing the
respective metric e.g. at the block 304) with the others
of the plurality of operator engines 104.
[0089] A specific example of the method 300 will next
be described with respect to FIG. 4 and FIG. 5, which
are substantially similar to FIG. 1, with like components
having like numbers.
[0090] With attention first directed to FIG. 4, the oper-
ator engines 104 are understood to be monitoring (e.g.
at the block 302 of the method 300) a respective metric
402-1, 402-2 (e.g. a metric 402) representative of respec-
tive load at a respective application engine 102, for ex-
ample by receiving the metric 402 from a respective ap-
plication engine 102 on request and/or as initiated by a
respective application engine 102. For example, the met-
ric 402-1 received at the operator engine 104-1 may com-
prise 1500 transactions per second at the application en-
gine 102-1, and the metric 402-2 received at the operator
engine 104-2 may comprise 500 transactions per second
at the application engine 102-2.
[0091] As also depicted in FIG. 4, the operator engines
104 share (e.g. at the block 304 of the method 300) a
respective metric 402 with other operator engines 104.
For example, as depicted, the operator engine 104-1 pro-
vides the metric 402-1 of "1500" transactions per second
with the operator engine 104-2, and the operator engine
104-2 provides the metric 402-2 of "500" transactions per
second with the operator engine 104-1.
[0092] As depicted in FIG. 5, the operator engines 104
determine (e.g. at the block 306 of the method 300) a
relative load 502-1, 502-2 (e.g. relative load 502) at the
respective application engines 102 based on the respec-
tive metric 402 and respective metrics 402 received from
the others of the plurality of operator engines 104.
[0093] For example, as depicted, the operator engine
104-1 divides the metric 402-1 of "1500" with a total of
the metric 402-1 of "1500" and the metric 402-2 of "500",
for example to determine that the relative load 502-1 at
the application engine 102-1 is "0.75" of the total load
(e.g. 1500/(1500+500)=1500/2000=0.75).
[0094] Similarly, as depicted, the operator engine
104-2 divides the metric 402-2 of "500" with a total of the
metric 402-1 of "1500" and the metric 402-2 of "500", for
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example to determine that the relative load 502-2 at the
application engine 102-2 is "0.25" of the total load (e.g.
500/(1500+500)=500/2000=0.25).
[0095] The operator engines 104 then assign (e.g. at
the block 308 of the method 300) a portion 504-1, 504-2
(e.g. portion 504) of the global resource limit 116 to a
respective application engine 102 based on the relative
load 502.
[0096] For example, assuming that the global resource
limit 116 comprises 1000 connections 114, as depicted,
the operator engine 104-1 multiples the relative load
502-1 of "0.75" of the application engine 102-1 by the
global resource limit 116 to determine that the portion
504-1 of the connections 114 of the application engine
102-1 is "750" connections.
[0097] Similarly, as depicted, the operator engine
104-2 multiples the relative load 502-2 of "0.25" of the
application engine 102-2 by the global resource limit 116
to determine that the portion 504-2 of the connections
114 of the application engine 102-2 is "250" connections.
[0098] The operator engines 104 provide the portions
504 to their respective application engines 102, and the
application engines 102 respond by adjusting their con-
nections accordingly. For example, as depicted, the ap-
plication engine 102-1 increases a number of the con-
nections 114-1 to 750, and the application engine 102-2
increases a number of the connections 114-2 to 250.
[0099] It is understood that the process shown in FIG.
4 and FIG. may be repeated as load at the application
engines 104 change such that the number of connections
114 used by a respective application engine 104 may
generally correspond to a relative load thereof.
[0100] As should by now be apparent, the operations
and functions of the devices described herein are suffi-
ciently complex as to require their implementation on a
computer system, and cannot be performed, as a prac-
tical matter, in the human mind. In particular, computing
devices, and the lie, such as set forth herein are under-
stood as requiring and providing speed and accuracy and
complexity management that are not obtainable by hu-
man mental steps, in addition to the inherently digital na-
ture of such operations (e.g., a human mind cannot in-
terface directly with digital projectors, digital cameras,
RAM or other digital storage, cannot transmit or receive
electronic messages, such as a requests and/or the in-
formation exchanged between the engines described
herein, among other features and functions set forth
herein).
[0101] In this specification, elements may be described
as "configured to" perform one or more functions or "con-
figured for" such functions. In general, an element that
is configured to perform or configured for performing a
function is enabled to perform the function, or is suitable
for performing the function, or is adapted to perform the
function, or is operable to perform the function, or is oth-
erwise capable of performing the function.
[0102] It is understood that for the purpose of this spec-
ification, language of "at least one of X, Y, and Z" and

"one or more of X, Y and Z" can be construed as X only,
Y only, Z only, or any combination of two or more items
X, Y, and Z (e.g., XYZ, XY, YZ, XZ, and the like). Similar
logic can be applied for two or more items in any occur-
rence of "at least one..." and "one or more..." language.
[0103] The terms "about", "substantially", "essentially",
"approximately", and the like, are defined as being "close
to", for example as understood by persons of skill in the
art. In some examples, the terms are understood to be
"within 10%," in other examples, "within 5%", in yet further
examples, "within 1%", and in yet further examples "with-
in 0.5%".
[0104] Persons skilled in the art will appreciate that in
some examples, the functionality of devices and/or meth-
ods and/or processes described herein can be imple-
mented using pre-programmed hardware or firmware el-
ements (e.g., application specific integrated circuits
(ASICs), electrically erasable programmable read-only
memories (EEPROMs), etc.), or other related compo-
nents. In other examples, the functionality of the devices
and/or methods and/or processes described herein can
be achieved using a computing apparatus that has ac-
cess to a code memory (not shown) which stores com-
puter-readable program code for operation of the com-
puting apparatus. The computer-readable program code
could be stored on a computer readable storage medium
which is fixed, tangible and readable directly by these
components, (e.g., removable diskette, CD-ROM, ROM,
fixed disk, USB drive). Furthermore, it is appreciated that
the computer-readable program can be stored as a com-
puter program product comprising a computer usable
medium. Further, a persistent storage device can com-
prise the computer readable program code. It is yet fur-
ther appreciated that the computer-readable program
code and/or computer usable medium can comprise a
non-transitory computer-readable program code and/or
non-transitory computer usable medium. Alternatively,
the computer-readable program code could be stored
remotely but transmittable to these components via a mo-
dem or other interface device connected to a network
(including, without limitation, the Internet) over a trans-
mission medium. The transmission medium can be either
a non-mobile medium (e.g., optical and/or digital and/or
analog communications lines) or a mobile medium (e.g.,
microwave, infrared, free-space optical or other trans-
mission schemes) or a combination thereof.
[0105] Persons skilled in the art will appreciate that
there are yet more alternative examples and modifica-
tions possible, and that the above examples are only il-
lustrations of one or more examples. The scope, there-
fore, is only to be limited by the claims appended hereto.

Claims

1. A system (100) comprising:

a plurality of application engines (102-1, 106-1,
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102-2, 106-2) that share a global resource limit;
a plurality of operator engines (104-1, 104-2)
each configured to:

monitor a respective metric (402-1, 402-2)
representative of respective load at a re-
spective application engine (102-1, 102-2);
share the respective metric with others of
the plurality of operator engines (104-2,
104-1);
determine a relative load at the respective
application engine (102-1, 102-2) based on
the respective metric and respective met-
rics (402-1, 402-2) received from the others
of the plurality of operator engines (104-2,
104-1); and
assign a portion of the global resource limit
to the respective application engine based
on the relative load.

2. The system of claim 1, wherein the global resource
limit comprises one or more of a given number of
database connections and a hardware-based limit.

3. The system of claim 1 or 2, wherein the plurality of
operator engines (104-1, 104-2) are each configured
to assign the portion of the global resource limit to
the respective application engine (102-1, 102-2)
based on the relative load by providing a value rep-
resentative of the portion of the global resource limit
to the respective application engine.

4. The system of at least one of the claims 1 to 3, where-
in at least the plurality of application engines (102-1,
106-1, 102-2, 106-2) are provided in a container or-
chestrated environment, such that a number of the
plurality of application engines increase and de-
crease according to demand.

5. The system of at least one of the claims 1 to 4, where-
in the plurality of operator engines (104-1, 104-2)
share the respective metric with the others of the
plurality of operator engines (104-2, 104-1) as a
number of the plurality of application engines (102-1,
106-1, 102-2, 106-2) or the plurality of operator en-
gines (104-1, 104-2) increase and decrease.

6. The system of at least one of the claims 1 to 5, where-
in the plurality of operator engines (104-1, 104-2)
share the respective metric with the others of the
plurality of operator engines (104-2, 104-1) as the
respective load at the respective application engine
changes (102-1, 102-2).

7. The system of at least one of the claims 1 to 6, where-
in the plurality of operator engines (104-1, 104-2)
periodically share the respective metric with the oth-
ers of the plurality of operator engines (104-2,

104-1).

8. The system of at least one of the claims 1 to7, where-
in the respective metric comprises transactions per
second at the respective application engine.

9. The system of at least one of the claims 1 to 8, where-
in the relative load is determined by dividing the re-
spective metric by a total of respective metrics of the
plurality of operator engines (104-1, 104-2).

10. The system of at least one of the claims 1 to 9, where-
in the global resource limit comprises a maximum
number of database connections to a database
(108), and each of the plurality of application engines
(102-1, 106-1, 102-2, 106-2) comprises a respective
remote database connection pooling engine (102-1,
102-2) configured to consolidate requested data-
base connection requests for respective associated
database lookup engines.

11. The system of claim 10, comprising at least two in-
stances (118-1, 118-2) of associated application en-
gines and operator engines, wherein one operator
engine (104-1, 104-2) and at least one application
engine (106-1, 106-2) with its respective remote da-
tabase connection pooling engine (102-1, 102-2) are
associated in one instance (118-1, 118-2), and
wherein the instances are implemented at different
cloud computing devices.

12. A method comprising:

monitoring (302), at an operator engine (104-1,
104-2), a respective metric (402-1, 402-2) rep-
resentative of respective load at a respective ap-
plication engine, the respective application en-
gine (102-1, 106-1, 102-2, 106-2) being one of
a plurality of application engines that share a
global resource limit, the operator engine being
one of a plurality of operator engines;
sharing (304), at the operator engine (104-1,
104-2), the respective metric with others of the
plurality of operator engines;
determining (306), at the operator engine, a rel-
ative load at the respective application engine
(102-1, 102-2) based on the respective metric
and respective metrics received from the others
of the plurality of operator engines (104-2,
104-1); and
assigning (308), at the operator engine, a portion
of the global resource limit to the respective ap-
plication engine based on the relative load.

13. The method of claim 12, wherein at least the plurality
of application engines (102-1, 106-1, 102-2, 106-2)
are provided in a container orchestrated environ-
ment, such that a number of the plurality of applica-
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tion engines increase and decrease according to de-
mand.

14. The method of claim 12 or 13, wherein the global
resource limit comprises a maximum number of da-
tabase connections to a database (108), and each
of the plurality of application engines (102-1, 106-1,
102-2, 106-2) comprises a respective remote data-
base connection pooling engine (102-1, 102-2) con-
figured to consolidate requested database connec-
tion requests for respective associated database
lookup engines.

15. The method of claim 14, wherein one operator en-
gine (104-1, 104-2) and at least one application en-
gine (106-1, 106-2) with its respective remote data-
base connection pooling engine (102-1, 102-2) are
associated in one instance (118-1, 118-2) and
wherein the instances (118-1, 118-2) are implement-
ed at different cloud computing devices.
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