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(57) ABSTRACT

A method and system of accelerating monitoring of network
traffic. The method may include receiving, at a network chip
of'a network device, a network traffic data unit; capturing, by
the network chip, the network traffic data unit based on a
traffic sampling rate; adding, by the network chip, a sam-
pling header to the network traffic data unit to obtain a
sampled network traffic data unit; sending the sampled
network traffic data unit from the network chip to a sampling
engine; receiving, from the sampling engine, a flow data-
gram that includes a network traffic data unit portion and a
flow datagram header; generating a flow network data traffic
unit that includes the flow datagram; and transmitting the
flow network data traffic unit towards a collector.
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Step 300

Step 504

Add a sampling header to the network traffic data unit to obtain |
5 a sampled network traffic data unit ‘

~ Step 510

Send the flow datagram to a collector
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‘/,m Step 600

umt

‘E s Step 602

Process the sampled network traffic data unit to obtain sample. |
: information and the network traffic data unit

- Step 684

nerate and append to the network traffic data unit portion a
flow sample header comprising the sample information

Step 608

g ‘ pling engine, a flow sample
cc;mpr amgy ihe ﬂaw aampi@ h@ader and the truncated network
: fraffic data unit

i 4 Step 638

Construct a flow datagram comprising the flow sample and a
ty of ather flow samples

Step 632

Step 614
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Step 706

 non-accelerated line card of a network device with a sampling
engine of an accelerated line card

- Step 702

(“rmf;gure the network chip of the non-accelerated line card with
a virtual output queue (VOQ) associated with a network chip. |
internal interface that is operatively connected to a network chip|
| of the accelerated line card f

— Step 704

Receive, at a network chip of the non-accelerated line caxd, a
network traffic data unit

e —— ey SL€ B 7 10
j Send the sampled network traffic data unit from. the network
 chip of the non-accelerated line card to the network chip of the |
- accelerated line card using the VOQ and the first network chip: '

internal interface
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- line card removed?

/~ Step 860

Configure a network device with accelerated line cards and non-
accelerated line cards

i /;—— Step 802

Load balance network chips of the line cards among sampling
engines of the accelerated line card

/— Step 804 Step 806

Accelerated line
card removed?

Non-Accelerated

TND Ny

YES YES Step 808
n n /TP

' Non-Accelerated

Remove all removed network chips and trigger re-balancing

Step 812 Step 810

Accelerated line
. card added?

YES YES

i ‘L /o— Step 814

Trigger re-balancing
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ACCELERATED NETWORK TRAFFIC
SAMPLING USING AN ACCELERATED LINE
CARD

BACKGROUND

[0001] Networks of interconnected devices (e.g., com-
puter networks) are often monitored to, for example, ascer-
tain characteristics of network traffic flow of the network.
Such monitoring may be implemented via sampling some
portion of the network traffic (e.g., packets, frames, etc.)
transmitted into, out of, or within the network to ascertain
various items of information related to the network traffic.
However, such processing may require that one or more
processors of a network device in the network perform at
least a portion of the activities required for sampling func-
tionality. Such activities may place a workload burden on the
processors, which may affect network device performance.

SUMMARY

[0002] In general, in one aspect, the invention relates to a
method of accelerating monitoring of network traffic. In one
or more embodiments of the invention, the method includes
receiving, at a network chip of a network device, a network
traffic data unit; capturing, by the network chip, the network
traffic data unit based on a traffic sampling rate; adding, by
the network chip, a sampling header to the network traffic
data unit to obtain a sampled network traffic data unit;
sending the sampled network traffic data unit from the
network chip to a sampling engine; receiving, from the
sampling engine, a flow datagram that includes a network
traffic data unit portion and a flow datagram header; gener-
ating a flow network data traffic unit that includes the flow
datagram; and transmitting the flow network data traffic unit
towards a collector.

[0003] In general, in one aspect, the invention relates to a
non-transitory computer readable medium including instruc-
tions that, when executed by a processor, configure a net-
work device to perform a method of accelerating monitoring
of network traffic. In one or more embodiments of the
invention, the method includes receiving, at a network chip
of'a network device, a network traffic data unit; capturing, by
the network chip, the network traffic data unit based on a
traffic sampling rate; adding, by the network chip, a sam-
pling header to the network traffic data unit to obtain a
sampled network traffic data unit; sending the sampled
network traffic data unit from the network chip to a sampling
engine; receiving, from the sampling engine, a flow data-
gram that includes a network traffic data unit portion and a
flow datagram header; generating a flow network data traffic
unit that includes the flow datagram; and transmitting the
flow network data traffic unit towards a collector.

[0004] In general, in one aspect, the invention relates to a
method of accelerating monitoring of network traffic. In one
or more embodiments of the invention, the method includes
receiving, at a sampling engine and from a network chip, a
sampled network traffic data unit comprising a sampling
header and a network traffic data unit; processing the
sampled network traffic data unit to obtain sample informa-
tion; truncating the network traffic data unit to obtain a
network traffic data unit portion; generating a flow sample
header that includes the sample information; storing, in
storage of the sampling engine, a flow sample that includes
the flow sample header and the network traffic data unit
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portion; constructing a flow datagram that includes the flow
sample and a plurality of other flow samples; sending the
flow datagram to the network chip; and clearing the flow
sample and the plurality of other flow samples from the
storage of the sampling engine.

[0005] In general, in one aspect, the invention relates to a
non-transitory computer readable medium including instruc-
tions that, when executed by a processor, configure a net-
work device to perform a method of accelerating monitoring
of network traffic. In one or more embodiments of the
invention, the method includes receiving, at a sampling
engine and from a network chip, a sampled network traffic
data unit that includes a sampling header and a network
traffic data unit; processing the sampled network traffic data
unit to obtain sample information; truncating the network
traffic data unit to obtain a network traffic data unit portion;
generating a flow sample header that includes the sample
information; storing, in storage of the sampling engine, a
flow sample that includes the flow sample header and the
network traffic data unit portion; constructing a flow data-
gram that includes the flow sample and a plurality of other
flow samples; sending the flow datagram to the network
chip; and clearing the flow sample and the plurality of other
flow samples from the storage of the sampling engine.
[0006] In general, in one aspect, the invention relates to a
system for accelerating monitoring of network traffic. In one
or more embodiments of the invention, the system includes
a network chip configured to receive a network traffic data
unit; select the network traffic data unit based on a traffic
sampling rate; add a sampling header to the network traffic
data unit to obtain a sampled network traffic data unit; send
the sampled network traffic data unit from the network chip
to a sampling engine; receive, from the sampling engine, a
flow datagram that includes a network traffic data unit
portion; generate a flow network data traffic unit that
includes the flow datagram; and send the flow network data
traffic unit to a collector. In one or more embodiments of the
invention, the system also includes the sampling engine
operatively connected to the network chip, including stor-
age, and configured to receive, at the sampling engine and
from the network chip, a sampled network traffic data unit
that includes the sampling header and the network traffic
data unit; process the sampled network traffic data unit to
obtain sample information and the network traffic data unit;
truncate the network traffic data unit to obtain a network
traffic data unit portion; generate a flow sample header
comprising the sample information; store, in storage of the
sampling engine, a flow sample that includes the flow
sample header and the network traffic data unit portion;
construct the flow datagram including the flow sample and
a plurality of other flow samples; send the flow datagram to
the network chip; and clear the flow sample and the plurality
of other flow samples from the storage of the sampling
engine.

[0007] Other aspects of the invention will be apparent
from the following description and the appended claims.

BRIEF DESCRIPTION OF DRAWINGS

[0008] FIG. 1 shows a system in accordance with one or
more embodiments of the invention.
[0009] FIG. 2 shows a system in accordance with one or
more embodiments of the invention.
[0010] FIG. 3 shows a system in accordance with one or
more embodiments of the invention.
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[0011] FIG. 4A shows an exemplary sampled network
traffic data unit structure in accordance with one or more
embodiments of the invention.

[0012] FIG. 4B shows an exemplary flow sample structure
in accordance with one or more embodiments of the inven-
tion.

[0013] FIG. 4C shows an exemplary flow datagram struc-
ture in accordance with one or more embodiments of the
invention.

[0014] FIG. 4D shows an exemplary flow network traffic
data unit structure in accordance with one or more embodi-
ments of the invention.

[0015] FIG. 5 shows a flowchart in accordance with one or
more embodiments of the invention.

[0016] FIG. 6 shows a flowchart in accordance with one or
more embodiments of the invention.

[0017] FIG. 7 shows a flowchart in accordance with one or
more embodiments of the invention.

[0018] FIG. 8 shows a flowchart in accordance with one or
more embodiments of the invention.

[0019] FIG. 9A shows an example in accordance with one
or more embodiments of the invention.

[0020] FIG. 9B shows an example in accordance with one
or more embodiments of the invention.

[0021] FIG. 9C shows an example in accordance with one
or more embodiments of the invention.

[0022] FIG. 9D shows an example in accordance with one
or more embodiments of the invention.

DETAILED DESCRIPTION

[0023] Specific embodiments will now be described with
reference to the accompanying figures. In the following
description, numerous details are set forth as examples of the
invention. It will be understood by those skilled in the art,
and having the benefit of this Detailed Description, that one
or more embodiments of the present invention may be
practiced without these specific details and that numerous
variations or modifications may be possible without depart-
ing from the scope of the invention. Certain details known
to those of ordinary skill in the art may be omitted to avoid
obscuring the description.

[0024] In the following description of the figures, any
component described with regard to a figure, in various
embodiments of the invention, may be equivalent to one or
more like-named components described with regard to any
other figure. For brevity, descriptions of these components
will not be repeated with regard to each figure. Thus, each
and every embodiment of the components of each figure is
incorporated by reference and assumed to be optionally
present within every other figure having one or more like-
named components. Additionally, in accordance with vari-
ous embodiments of the invention, any description of the
components of a figure is to be interpreted as an optional
embodiment, which may be implemented in addition to, in
conjunction with, or in place of the embodiments described
with regard to a corresponding like-named component in
any other figure.

[0025] Throughout the application, ordinal numbers (e.g.,
first, second, third, etc.) may be used as an adjective for an
element (i.e., any noun in the application). The use of ordinal
numbers is not to imply or create any particular ordering of
the elements nor to limit any element to being only a single
element unless expressly disclosed, such as by the use of the

(LI 29 <

terms “before”, “after”, “single”, and other such terminol-
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ogy. Rather, the use of ordinal numbers is to distinguish
between the elements. By way of an example, a first element
is distinct from a second element, and the first element may
encompass more than one element and succeed (or precede)
the second element in an ordering of elements.

[0026] In general, embodiments of the invention relate to
a system, method, and/or non-transitory computer readable
medium for accelerating network traffic (i.e., flow) sam-
pling. Specifically, in one or more embodiments of the
invention, network traffic may be received by a network chip
of a network device. A portion of the network traffic may be
selected as sampled network traffic, mirrored (e.g., copied),
and sent to a sampling engine. In one or more embodiments
of the invention, the sampling engine performs some addi-
tional processing to obtain information related to sampled
network traffic data units, aggregates the information related
to some number of such samples, and sends the data to a
network chip as a flow datagram. In one or more embodi-
ments of the invention, the network chip further processes
and/or packages the flow datagram, and then sends it to one
or more collectors of sampled flow data (e.g., sFlow col-
lectors). In one or more embodiments of the invention, the
performance of activities related to network traffic sampling
by the sampling engine and network chip reduces the
workload on various other components of the network
device, such as one or more network device processors,
which may improve overall network device performance.
[0027] In one or more embodiments of the invention, one
or more network chips and one or more sampling engines of
a network device are included in the same line card of the
network device, while other line cards of the network device
may not include any sampling engines. In such embodi-
ments of the invention, network traffic may be sampled for
network chips on line cards without sampling engines by
transmitting network traffic samples to sampling engines on
line cards of the network device that include such sampling
engines. In one or more embodiments of the invention, some
or all of the functionality described herein as being per-
formed by a sampling engine may additionally or alterna-
tively be performed by one or more network chips.

[0028] FIG. 1 shows a system in accordance with one or
more embodiments of the invention. As shown in FIG. 1, the
system includes a network device (100). The network device
(100) may include an accelerated sampling line card (102)
and a non-accelerated sampling line card (104). In one or
more embodiments of the invention, an accelerated sam-
pling line card (102) includes one or more network chips
(e.g., network chip A (106), network chip B (108)) and at
least one sampling engine (114). In one or more embodi-
ments of the invention, a non-accelerated sampling line card
(104) includes one or more network chips (e.g., network
chip C (106), network chip D (108)), but no sampling
engines. Each of these components is described below.

[0029] In one or more embodiments of the invention, a
network device (100) may be a physical device that includes
and/or may operatively connected to persistent storage (not
shown), memory (e.g., random access memory (RAM)) (not
shown), one or more processor(s) (e.g., integrated circuits)
(not shown), and two or more physical network interfaces or
ports (not shown). In one or more embodiments of the
invention, the one or more processors of a network device
(e.g., a central processing unit) are separate components
from a network chip, one or more of which may also be
components of a network device, and are discussed further
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below. As used herein, the term operatively connected, or
operative connection, means that there exists between ele-
ments/components a direct or indirect connection that allows
the elements to interact with one another in some way. For
example, such elements may exchange information, send
instructions to perform actions, cause changes in state and/or
operating condition, etc.

[0030] In one or more embodiments of the invention, a
network device (100) includes functionality to receive net-
work traffic data units (e.g., frames, packets, etc.) at any of
the physical network interfaces of the network device and to
process the network traffic data units to determine whether
to: (i) drop the network traffic data unit; (ii) process the
network traffic data unit in accordance with one or more
embodiments of the invention; and/or (iii) transmit the
network traffic data unit, based on the processing, from
another physical network interface or port on the network
device (100) in accordance with one or more embodiments
of the invention.

[0031] In one or more embodiments of the invention, the
network device (100) also includes software and/or firmware
stored in any network device storage (not shown) and/or
network device memory (not shown) (i.e., non-transitory
computer readable mediums). Such software may include
instructions which, when executed by the one or more
processors (not shown) of the network device, cause the one
or more processors to perform operations in accordance with
one or more embodiments of the invention. The software
instructions may be in the form of computer readable
program code to perform embodiments of the invention may
be stored, in whole or in part, temporarily or permanently, on
a non-transitory computer readable medium such as a CD,
DVD, storage device, a diskette, a tape, flash memory,
physical memory, or any other computer readable storage
medium. Specifically, the software instructions may corre-
spond to computer readable program code that when
executed by a processor(s), is configured to perform func-
tionality related to embodiments of the invention. The
functionality of a network device (100) is not limited to the
aforementioned examples.

[0032] Examples of a network device (100) include, but
are not limited to, a network switch, a router, a multilayer
switch, a fibre channel device, an InfiniBand® device, etc.
A network device (100) is not limited to the aforementioned
specific examples.

[0033] In one or more embodiments of the invention, the
network device (100) also includes any number of network
chips (e.g., network chip A (106), network chip b (108),
network chip C (110), network chip D (112)). In one or more
embodiments of the invention, a network chip (106, 108,
110, 112) is any hardware (e.g., circuitry), software, firm-
ware, and/or combination thereof that includes functionality
to receive, process, and/or transmit network traffic data units
in accordance with one or more embodiments of the inven-
tion. In order to perform such functionality, a network chip
(106, 108, 110, 112) may include any number of compo-
nents. Such components may include, but are not limited to,
one or more processors, one or more buffers (e.g., for
implementing receive and/or transmit queues, such as virtual
output queues (VOQs)), any type or amount of non-volatile
storage, and/or any type or amount of volatile storage (e.g.,
RAM). A network chip (106, 108, 110, 112) may also
include and/or be operatively connected to any number of
physical network interfaces (not shown) (e.g., transceivers)
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of the network device (100). Such interfaces may provide a
path external to the network device (100) (e.g., to other
devices), or may be operatively connected to other compo-
nents internal to the network device (100), and each such
interface may be an ingress and/or egress interface. In one
or more embodiments of the invention, a network chip (106,
108, 110, 112) may be or include one ore more application
specific integrated circuits (ASICs).

[0034] As a non-limiting example, a network chip may be
hardware that receives network traffic data units at an ingress
port, and determines out of which egress port on the network
device (100) to forward the network traffic data units such
as, for example, media access control (MAC) frames that
may include Internet Protocol (IP) packets. Network chips
are discussed further in the description of FIG. 2, below.

[0035] In one or more embodiments of the invention, one
or more network chips (106, 108, 110, 112) may be included
as part of a line card (e.g., accelerated line card (102) or a
non-accelerated line card (104)). In one or more embodi-
ments of the invention, a line card is a collection of hardware
(e.g., circuitry) that includes functionality to provide opera-
tive connectivity between various network chips (106, 108,
110, 112) and other components (e.g., physical interface
ports, processors, storage, memory, sampling engines, etc.
and software components (see FIG. 3 description below)) of
a network device. A network device may include any num-
ber of line cards without departing from the scope of the
invention.

[0036] In one or more embodiments of the invention, an
accelerated line card (102) is a line card that includes one or
more sampling engines (114). In one or more embodiments
of the invention, a sampling engine (114) is a collection of
hardware (e.g., circuitry), software, firmware, and/or any
combination thereof configured to perform at least a portion
of the functionality described herein (e.g., an ASIC). For
example, a sampling engine (114) may be a field program-
mable gate array (FPGA), which includes various circuitry
components and storage (e.g., static random access memory
(SRAM), flash memory, etc.) for storing computational logic
and performing various operations based, at least in part, on
such stored logic. A sampling engine (114) may be opera-
tively connected to any number of network chips (e.g.,
network chips (106, 108) located on the same accelerated
line card as the sampling engine, or indirectly connected
network chips (110, 112) included in non-accelerated line
cards (104)). In one or more embodiments of the invention,
a sampling engine (114) includes functionality to receive
sampled network traffic data units, to process the sampled
network traffic data units to obtain flow samples, to aggre-
gate such flow samples, and to propagate the aggregated
flow samples and related information as flow datagrams
towards one or more collectors (e.g., via one or more
network chips and one or more physical network interfaces
of the network device). Sampling engines are discussed
further in the description of FIG. 2, below.

[0037] In one or more embodiments of the invention, a
non-accelerated line card (104) is substantially similar to an
accelerated line card (102), but without including any sam-
pling engine(s). A network device (100) may have zero or
more non-accelerated line cards without departing from the
scope of the invention. In one or more embodiments of the
invention that include at least one non-accelerated line card
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(104), each non-accelerated line card is operatively con-
nected to at least one accelerated line card (102) of the
network device (100).

[0038] While FIG. 1 shows a configuration of compo-
nents, other configurations may be used without departing
from the scope of the invention. For example, various
components may be combined to create a single component.
As another example, the functionality performed by a single
component may be performed by two or more components.
Accordingly, embodiments disclosed herein should not be
limited to the configuration of components shown in FIG. 1.
[0039] FIG. 2 shows a network chip (200) coupled to a
sampling engine (214) in accordance with one or more
embodiments of the invention. In one or more embodiments
of the invention, the network chip (200) and sampling
engine (214) are each included in an accelerated line card
(e.g., 102 from FIG. 1) of a network device (e.g., 100 from
FIG. 1). Additionally or alternatively, the network chip (200)
may be included in a non-accelerated line card and opera-
tively connected to another network chip that is included in
an accelerated line card that also includes the sampling
engine (214). In one or more embodiments of the invention,
a network chip (200) includes an external interface (204), a
traffic receiver, (206), a traffic processor (208), and internal
interface (210), a traffic sampler (212), and a collector
interface device (220). In one or more embodiments of the
invention, a sampling engine includes a datagram manager
(216) and storage (218). Each of these components is
described below.

[0040] In one or more embodiments of the invention, a
network device chip (200) is substantially similar to the
network device chips (106, 108, 110, 112) discussed above
in the description of FIG. 1, above, and the components of
the network chip shown in FIG. 2 are implemented using all
or any portion of the hardware, software, firmware, etc.
described above as being included in a network device chip
(200).

[0041] In one or more embodiments of the invention, the
network chip includes an external interface (204). In one or
more embodiments of the invention, an external interface is
hardware (e.g., circuitry) and/or software that is operatively
connected to one or more physical network interfaces (e.g.,
optical transceivers), which provide an interface to other
devices on a network (e.g., computing devices (not shown),
other network devices (not shown), etc.). In one or more
embodiments of the invention, an external interface (204)
includes functionality to receive network traffic data units
and/or transmit network traffic data units that have been
processed by one or more network chips of a network
device.

[0042] In one or more embodiments of the invention, the
network chip (200) includes a traffic receiver (206). In one
or more embodiments of the invention, a traffic receiver
(206) is any hardware (e.g., circuitry), software, firmware, or
any combination thereof, that includes functionality to
receive network traffic data units from an operatively con-
nected external interface (204) of a network chip (200), and
to determine whether to capture (e.g., mirror/copy) a given
network traffic data unit in order to sample the network data
traffic unit. In one or more embodiments of the invention, a
traffic receiver (206) includes functionality to capture net-
work traffic data units based on a traffic sampling rate, which
may be pre-configured for a network chip (200) and/or may
be configurable (e.g., by a network device user, by software
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executing on the network device, etc.). As an example, the
traffic receiver (206) may include functionality to count the
number of received network traffic data units, and capture
one out of every thousand network traffic data units in order
to sample the network traffic flow. In one or more embodi-
ments of the invention, the traffic receiver is also operatively
connected to a traffic processor (208) (discussed below) and
includes functionality to propagate received network traffic
data units to the traffic processor (206) for processing.
[0043] In one or more embodiments of the invention, the
network chip (200) includes a traffic sampler (212). In one
or more embodiments of the invention, a traffic sampler
(212) is any hardware (e.g., circuitry), software, firmware, or
any combination thereof that includes functionality to
receive network traffic data units that have been captured for
sampling by an operatively connected traffic receiver (206).
In one or more embodiments of the invention, the traffic
sampler (212) includes functionality to perform processing
and/or obtain from other network chip components (e.g.,
traffic processor (208)) various items of information related
to a captured network traffic data unit. Such information may
include, but is not limited to, the ingress interface of the
network traffic data unit, the egress interface of the network
traffic data unit, an ingress or egress virtual local area
network (VLAN) associated with the network traffic data
unit, a next hop device for the network traffic data unit, a
reverse path determined using the source of the network
traffic data unit, a network tunneling protocol network
segment associated with the network traffic data unit, etc.
[0044] A traffic sampler (212) may include functionality to
include any or all information relating to the network traffic
data unit as part of a header (i.e., a sampling header), and to
prepend or append such a header to the network data traffic
unit. In one or more embodiments of the invention, a
network traffic data unit with such a header prepended is
referred to as a sampled network traffic data unit (see
description of FIG. 4A, below). Other headers (e.g., an
Ethernet header) may also be prepended or appended to the
sampled network traffic data unit by the traffic sampler (212)
without departing from the scope of the invention.

[0045] In one or more embodiments of the invention, the
traffic sampler (212) is operatively connected to a dedicated
interface (not shown) that provides an operative connection
to a sampling engine (214). In one or more embodiments of
the invention, the traffic sampler (212) includes functionality
to transmit a sampled network traffic data unit to the
sampling engine (214) using such a dedicated interface,
which may be an otherwise unused interface of the network
chip (200).

[0046] In one or more embodiments of the invention, a
traffic processor (208) is any hardware (e.g., circuitry),
software, firmware, or any combination thereof, that
includes functionality to process received network traffic
data units. As discussed above in the description of FIG. 1
with respect to network chips, a traffic processor (208) may
include functionality to receive network traffic data units,
process network traffic data units to determine what action
should be taken (e.g., extract information, determine where
to send the network traffic data unit, drop the network traffic
data unit, etc.) in response to receipt of the network traffic
data units. In one or more embodiments of the invention, the
traffic processor (208) is operatively connected to an exter-
nal interface (204), a traffic receiver (206), an internal
interface (210), and/or a collector interface device (220).
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[0047] In one or more embodiments of the invention, the
network chip (200) includes an internal interface (210). In
one or more embodiments of the invention, an internal
interface (210) is any hardware (e.g., circuitry), software,
firmware, or any combination thereof, that is operatively
connected to other components internal to a network device.
In one or more embodiments of the invention, an internal
interface (210) includes functionality to receive network
traffic data units (e.g., from a traffic processor (208)) and
transmit such network traffic data units to other components
of a network device (e.g., other network chips). As an
example, a traffic processor (208) may receive a network
traffic data unit, process the network traffic data unit to
determine that it should be sent from a physical interface
operatively connected to a network chip of another line card
of a network device, and, based on the processing, send the
network traffic data unit to the appropriate internal interface
(210) that provides operative connectivity to the other
network chip.

[0048] In one or more embodiments of the invention, the
network chip (200) includes a collector interface device
(220). In one or more embodiments of the invention, a
collector interface is any hardware (e.g., circuitry), software,
firmware, or any combination thereof, that include function-
ality to receive flow datagrams (see description of FIG. 4C,
below) from an operatively connected sampling engine
(214). In one or more embodiments of the invention, the
collector interface device (220) is operatively connected to
the sampling engine (214) via a dedicated interface (not
shown) of the network chip (200), which may or may not be
the same dedicated interface that operatively connects the
sampling engine to the traffic sampler (212) (discussed
above). In one or more embodiments of the invention, the
collector interface device (220) includes functionality to
provide flow network traffic data units (see FIG. 4D, below)
to the traffic processor (208) to be propagated towards one
or more collector devices (e.g., via an external interface
(204) or internal interface (210) of the network chip (200)).
[0049] In one or more embodiments of the invention, a
sampling engine (214) is substantially similar to the sam-
pling engine (114) discussed above in the description of FIG.
1, above, and the components of the sampling engine (214)
shown in FIG. 2 are implemented using all or any portion of
the hardware, software, firmware, storage, etc. described
above as being included in a sampling engine.

[0050] In one or more embodiments of the invention, the
sampling engine (214) includes and/or is operatively con-
nected to storage (218). In one or more embodiments of the
invention, the storage (218) is any form of data storage (e.g.,
SRAM, flash memory, etc.). In one or more embodiments of
the invention, the storage (218) includes functionality to
store flow samples. In one or more embodiments of the
invention, a flow sample is at least a portion of a network
traffic data unit, with a header prepended including addi-
tional information related to the network traffic data unit
(i.e., sample information). Flow samples are discussed fur-
ther in the description of FIG. 4B, below.

[0051] In one or more embodiments of the invention, the
sampling engine (214) includes a datagram manager (216).
In one or more embodiments of the invention, a datagram
manager (216) is any hardware (e.g., circuitry), software,
firmware, stored logic, etc. that includes functionality to
receive sampled network traffic data units, to process the
received network data traffic units to obtain flow samples, to
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store the flow samples in operatively connected storage
(216), to construct flow datagrams using the flow samples,
and to send the flow datagrams to a network chip to be
propagated towards a one or more collectors.

[0052] While FIG. 2 shows a configuration of compo-
nents, other configurations may be used without departing
from the scope of the invention. For example, various
components may be combined to create a single component.
As another example, the functionality performed by a single
component may be performed by two or more components.
Also, although FIG. 1 and FIG. 2 show a sampling engine
separate from network chips, one of ordinary skill in the art
and having the benefit of this Detailed Description will
appreciate that some or all of the functionality of the
sampling engine may alternately be performed by a network
chip. Accordingly, embodiments disclosed herein should not
be limited to the configuration of components shown in FI1G.
2.

[0053] FIG. 3 shows a software architecture (300) in
accordance with one or more embodiments of the invention.
As shown in FIG. 3, the software architecture (300) includes
a sampling acceleration manager (302), a system database
(304), a sampling engine manager (314), a network chip
manager (306), any number of network chips (e.g., network
chip A (308), network chip B (310)), and any number of
sampling engines (e.g., sampling engine (312)). Each of
these components is described below. In one or more
embodiments of the invention, the software architecture
(300) shown in FIG. 3 executes on hardware of a network
device (e.g., one or more processors), and functions to
manage the hardware and/or software components (e.g.,
network chips, sampling engines, software agents, etc.) of
the accelerated network traffic sampling described herein.
[0054] In one or more embodiments of the invention, the
network chips (308, 310) and sampling engines (312, 314)
shown in FIG. 3 are substantially similar to the network
chips and sampling engines discussed above in the descrip-
tions of FIG. 1 and FIG. 2.

[0055] In one or more embodiments of the invention, the
software architecture (300) includes a sampling acceleration
manager (302). In one or more embodiments of the inven-
tion, the sampling acceleration manager (302) includes
software instructions stored at least temporarily on the
storage or memory of a network device (e.g., network device
(100) of FIG. 1) that are executed by one or more processors
of the network device to perform various operations. Such
operations may be related to management of network traffic
sampling acceleration from a network device point of view
(e.g., rather than a single sampling engine, line card, or
network chip). Such operations may include, but are not
limited to, tracking insertions and removals of accelerated
line cards and non-accelerated line cards, load balancing
network chips among available sampling engines of accel-
erated line cards, maintaining data related to acceleration
related capabilities within the system in a system database
(304) (e.g., line card X supports acceleration, line card Y
does not, etc.), and managing and/or initiating execution of
a software agent (not shown) that performs functionality
relating to network traffic sampling (e.g., monitoring coun-
ters). As a non-limiting example, a network device processor
(not shown) may include functionality execute a software
agent configured to gather information from any number of
counters of the network device, and to initiate transmission
of such information towards an entity configured to receive
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such information, such as a collector executing on a different
physical or virtual device that collects information related to
network traffic flow (e.g., an sFlow collector). In such an
example, the counters may count any type of recurring
event, such as a quantity of network traffic data units
processed by all sampling engines of a network device in a
given time period, a total number of flow datagrams gener-
ated by sampling engines of the network device in a given
time period, etc. In one or more embodiments of the inven-
tion, the sampling acceleration manager manages, config-
ures, and/or coordinates the actions, at least in part, of such
a software agent.

[0056] In one or more embodiments of the invention, the
software architecture (300) includes a system database
(304). In one or more embodiments of the invention, a
system database (304), as used herein, is any type of storage
unit and/or device (e.g., a file system, database, collection of
tables, or any other storage mechanism) for storing data.
Further, the system database (304) may include multiple
different storage units and/or devices. In one or more
embodiments of the invention, the system database stores
information related to accelerating network traffic sampling,
configuring network chips, and/or configuring sampling
engines, etc.

[0057] In one or more embodiments of the invention, the
software architecture includes any number of network chip
managers (306). In one or more embodiments of the inven-
tion, a network chip manager (306) includes software
instructions stored at least temporarily on the storage or
memory of a network device that are executed by one or
more processors of the network device to perform various
operations related to configuring and managing network
chips. Such operations may include, but are not limited to,
configuring the coupling between a given network chip and
a sampling engine, configuring the network chip to sample
network traffic data units at a certain sampling rate, config-
uring a network chip to prepend or append a sampling
header to a sampled network traffic data unit before trans-
mitting the sampled network traffic data unit towards a
sampling engine either directly or via another network chip,
and/or configuring interfaces, VOQs, etc. The software
architecture (300) may include any number of network chip
managers, with each managing any number of network
chips, without departing from the scope of the invention.
[0058] In one or more embodiments of the invention, the
software architecture (300) includes a sampling engine
manager (314). In one or more embodiments of the inven-
tion, a sampling engine manager (314) includes software
instructions stored at least temporarily on the storage or
memory of a network device that are executed by one or
more processors of the network device to perform various
operations related to configuring and managing/controlling
sampling engines. For example, in embodiments of the
invention that include an SRAM based FPGA as a sampling
engine, a sampling engine manager is responsible for con-
figuring the logic used by the FPGA to perform the func-
tionality of the sampling engine as described herein, at least
in part, by implementing the logic in the SRAM of the
FPGA. The software architecture (300) may include any
number of sampling managers, with each managing any
number of sampling engines, without departing from the
scope of the invention.

[0059] While FIG. 3 shows a configuration of components
of a software architecture, other configurations may be used
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without departing from the scope of the invention. For
example, various components may be combined to create a
single component. As another example, the functionality
performed by a single component may be performed by two
or more components. Accordingly, embodiments disclosed
herein should not be limited to the configuration of compo-
nents shown in FIG. 3.

[0060] FIG. 4A shows an exemplary sampled network
traffic data unit structure in accordance with one or more
embodiments of the invention. The following example is for
explanatory purposes only and not intended to limit the
scope of the invention.

[0061] As shown in FIG. 4A, the sampled network traffic
data unit (400) includes a network traffic data unit (408), a
frame sequence check (FCS) (410), and a sampling header
(402). The sampling header may include a network traffic
data unit information header (406) and an Ethernet header
(404). Each of these components is described below.
[0062] In one or more embodiments of the invention, the
sampled network traffic data unit (400) is generated by a
network chip. In one or more embodiments of the invention,
the sampled network traffic data unit (400) includes a
network traffic data unit (408) that was captured by the
network chip according to a sampling rate of the network
chip. For example, a network chip may be configured to
capture one out of every 1,000 received media access control
(MAC) frames received by a network device at a given
physical network interface. In one or more embodiments of
the invention, the network traffic data unit (408) includes a
payload (not shown) and any headers (e.g., MAC informa-
tion, TCP/IP information, etc.) that have been prepended or
appended to the payload before its receipt by the network
chip.

[0063] In one or more embodiments of the invention, the
sampled network traffic data (400) unit includes a sampling
header (402), which includes at least a network traffic data
unit information header (406), and may optionally also
include an Ethernet header (404). In one or more embodi-
ments of the invention, network traffic data unit information
header (406) is prepended or appended to a captured net-
work traffic data unit (408) by a network chip. The network
traffic data unit information header (406) may include infor-
mation related to the network traffic data unit (408) includ-
ing, but not limited to, original source information, original
destination information, ingress interface, egress interface
(or multiple egress interfaces if the network traffic data unit
is to be multicast from the network device), ingress VLLAN,
egress VLAN, tunneling protocol network segment (ingress
and/or egress), reverse path information, a sampling rate,
and/or any other data relevant to the network traffic data unit
(408) and/or to a flow sampling system (e.g., sFlow). In one
or more embodiments of the invention, an Ethernet header
(404), it included in the sampling header, includes Ethernet
information (e.g., source MAC address, destination MAC
address, etc.) that may or may not convey useful information
to a sampling engine or be used, in part, in order to transmit
the sampled network traffic data unit (400) towards the
sampling engine.

[0064] The sampling header may also include information
that identifies certain characteristics of a network traffic data
unit that may be relevant to a collector implementing a
network traffic analyzer standard. As a non-limiting
example, if the network traffic analyzer standard being
implemented is sFlow, the content of the sampling header
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relating to an egress interface may be varied. In such an
example, a regular unicast network traffic data may maintain
the correct egress interface, a multicast network traffic data
may have an unknown interface set, a network traffic data
intended for a processor of the network device that includes
the network chip adding the sampling header may have the
egress interface set to identify the network device, and a
network traffic data that is to be dropped (e.g., due to a rule
within an access control list (ACL)) may have the egress
interface set to indicate that the network traffic data is to be
dropped.

[0065] In one or more embodiments of the invention, the
sampled network traffic data unit (400) includes a FCS
(410). In one or more embodiments of the invention, a FCS
(410) is an error detecting code that is added to the sampled
network traffic data unit, and may or may not be used (e.g.,
by a sampling engine) to determine if the sampled network
traffic data unit (400) is damaged in some way.

[0066] FIG. 4B shows an exemplary flow sample structure
in accordance with one or more embodiments of the inven-
tion. The following example is for explanatory purposes
only and not intended to limit the scope of the invention.
[0067] As shown in FIG. 4B, the flow sample (420)
includes a network traffic data unit portion (424) and a flow
sample header (422). Each of these components is described
below.

[0068] In one or more embodiments of the invention, a
flow sample (420) is generated by a sampling engine using
a sampled network traffic data unit (e.g., sampled network
traffic data unit (400) of FIG. 4A) received from a network
chip. In one or more embodiments of the invention, the flow
sample (420) is generated by determining or obtaining
various items of information related to the network traffic
data unit (408) of the sampled network traffic data unit (400)
(e.g., information from the sampling header (402), a size of
the network traffic data unit, etc., which may collectively be
referred to as sample information) and using such items of
information to include in a flow sample header (422), which
is prepended or appended to a network traffic data unit
portion (424). In one or more embodiments of the invention,
the network traffic data unit portion (424) is a truncated
portion (e.g., 128 bytes) of the network traffic data unit (408)
included in the received sampled network traffic data unit
(400). As an example, a truncated portion may be the first
128 bytes of the network traffic data unit. In one or more
embodiments of the invention, the truncated portion
includes at least the one or more headers prepended to the
payload of the network traffic data unit. In one or more
embodiments of the invention, a flow sample (420) is stored
in storage of a sampling engine at least until they are
included in a flow datagram (described below).

[0069] FIG. 4C shows an exemplary flow datagram struc-
ture in accordance with one or more embodiments of the
invention. The following example is for explanatory pur-
poses only and not intended to limit the scope of the
invention.

[0070] As shown in FIG. 4C, the flow datagram (440)
includes a flow datagram header (442) and one or more flow
samples (e.g., flow sample A (444), flow sample N (446)).
Each of these components is described below.

[0071] In one or more embodiments of the invention, the
flow samples (444, 446) included in the flow datagram (440)
are set of flow samples created by the sampling engine (such
as the flow sample discussed above in the description of
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FIG. 4B), and are obtained from storage of the sampling
engine. In one or more embodiments of the invention, the
quantity of flow samples included in a given flow datagram
(and, thus, the size of the flow datagram) is based, at least
in part, on a maximum transmission unit (MTU) size asso-
ciated with a path to one or more collectors

[0072] In one or more embodiments of the invention, the
flow datagram header (442) includes, but is not limited to, a
sampling technology version number (e.g., sFlow version
number), IP version (e.g., IPv4, 1Pv6), an IP address of a
software agent executing on the network device, a flow
datagram sequence number, an uptime of the network
device, a number of flow samples included in the flow
datagram (440), and/or any other information related to the
flow samples, the flow datagram, the network device, the
sampling engine, etc. In one or more embodiments of the
invention, the flow datagram header (442) also includes at
least a portion of a user datagram protocol (UDP) header,
such as, for example, a UDP port number for directing the
flow datagram to a collector executing on a destination
computing device. The flow datagram header (422) may
include additional and/or different information without
departing from the invention.

[0073] FIG. 4D shows an exemplary flow network traffic
data unit structure in accordance with one or more embodi-
ments of the invention. The following example is for
explanatory purposes only and not intended to limit the
scope of the invention.

[0074] As shown in FIG. 4D, the flow network traffic data
unit (460) includes an Ethernet header (462), an IP header
(464), a UDP header (466), and a flow datagram (468).
[0075] In one or more embodiments of the invention, the
flow datagram (468) included in the flow network traffic data
unit (460) is substantially similar to the flow datagram (440)
discussed above in the description of FIG. 4C.

[0076] In one or more embodiments of the invention, each
of the Ethernet header (462), the IP header (464), and the
UDP header (466) is used, at least in part, to propagate the
flow datagram towards one or more collectors (e.g., sFlow
collectors). In one or more embodiments of the invention,
the Ethernet header (462), the IP header (464), and the UDP
header (466) are added by the network chip after receipt of
a flow datagram from a sampling engine, by a sampling
engine before sending the flow datagram to a network chip,
or by a combination of the sampling engine and the network
chip. For example, the sampling engine may add a UDP
header intended to get the flow datagram to the collector
application executing on a computing device, and the Eth-
ernet and IP headers may be added by the network chip in
order to propagate the flow datagram and UDP header
through a network to the computing device on which the
collector executes. In one or more embodiments of the
invention, the Ethernet header includes at least a source and
a destination MAC address, and the IP header includes at
least a source and a destination IP address. In one or more
embodiments of the invention, the UDP header includes at
least a UDP port number. Although FIG. 4D shows a flow
network traffic data unit (460) as including an Ethernet
header, and IP header, and a UDP header, one of ordinary
skill in the art and having the benefit of this Detailed
Description will appreciate that headers of other network
protocols may additionally or alternatively be prepended or
appended to a flow datagram in order to propagate the flow
datagram towards one or more collectors.
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[0077] FIG. 5, FIG. 6, FIG. 7, and FIG. 8 show flowcharts
in accordance with one or more embodiments of the inven-
tion. While the various steps in the flowcharts are presented
and described sequentially, one of ordinary skill in the art
and having the benefit of this Detailed Description will
appreciate that some or all of the steps may be executed in
different orders, may be combined or omitted, and some or
all of the steps may be executed in parallel. Furthermore, the
steps may be performed actively or passively. For example,
some steps may be performed using polling or be interrupt
driven in accordance with one or more embodiments of the
invention. By way of an example, determination steps may
not require a processor or other device component to process
an instruction unless a condition exists (e.g., a sampling rate
dictates a network traffic data unit should be sampled) in
accordance with one or more embodiments of the invention.
[0078] FIG. 5 shows a flowchart describing a method for
accelerating network traffic sampling in accordance with one
or more embodiments of the invention.

[0079] In Step 500, a network traffic data unit is received
at a network chip of a network device. For example, a
network data traffic unit, such as a MAC frame and/or an IP
packet, is transmitted from some other device, such as a
computing device or another network device, towards a
destination. In such scenarios, a network device that
includes a network chip may receive the network data traffic
unit in order to process the network data traffic unit and, if
appropriate, propagate the network data traffic unit towards
the destination. In one or more embodiments of the inven-
tion, a network data traffic unit is received at a physical
network interface of the network device, and then propa-
gated to the network chip.

[0080] In Step 502, the network chip that received the
network data traffic unit in Step 500 selects/captures the
network data traffic unit based on a network traffic sampling
rate. In one or more embodiments of the invention, select-
ing/capturing a network data traffic unit includes mirroring
the network data traffic unit, which may include generating
a copy of the network traffic data unit and then storing the
generated copy. In one or more embodiments of the inven-
tion, the sampling rate is any rate that is pre-configured
and/or configurable for the network chip and determines the
rate of sampling from received network data traffic units. For
example, the sampling rate may dictate that the network chip
capture one of every 2,000 network data traffic units that are
received by the network chip. The sampling rate may apply
to the network chip as a whole, to an external interface of a
network chip, to a physical network interface operatively
connected to the network chip, etc.

[0081] In Step 504, a sampling header is added to the
network data traffic unit by the network chip. In one or more
embodiments of the invention, the sampling header includes
any information related to the network traffic data unit, and
may be added to the network data traffic unit by prepending
or appended the sampling header to the network data traffic
unit, in order to obtain a sampled network traffic data unit.
[0082] In Step 506, the sampled network traffic data unit
is transmitted to a sampling engine. In one or more embodi-
ments of the invention, the network chip includes a sampling
engine, and, thus transmitting the sampled network data
traffic unit to the sampling engine includes propagating the
sampled network data traffic unit to the portion of the
network chip implementing the functionality of the sampling
engine. In other embodiments of the invention, the sampling
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engine is separate from the network chip, and an operative
connection exists between the sampling engine and the
network chip that is configured for the transmission of the
sampled network data traffic unit from the network chip to
the sampling engine. For example, one of the internal
interfaces of the network chip may be a dedicated connec-
tion to the sampling engine, and the sampled network data
traffic unit is transmitted over the direct coupling. In one or
more embodiments of the invention, a dedicated connection
is a connection that is only used for transmitting data
between two elements, such as a network chip and a
sampling engine.

[0083] As another example, the network traffic data unit
may be received by a network chip of a non-accelerated line
card, and such a network chip may propagate the sampled
network traffic data unit to a network chip of an accelerated
line card connected to a sampling engine via a dedicated
connection, with such propagation using a configured VOQ
of the network chip of the non-accelerated line card.
[0084] As another example, a network chip of a non-
accelerated line card may prepend or append information to
a captured network traffic data unit and send, via a config-
ured VOQ, the network traffic data unit to a network chip of
an accelerated line card which, in turn, creates a sampled
network traffic data unit with a sampling header based on the
information prepended or appended by the network chip of
the non-accelerated line card. In such an example, the
network chip of the accelerated line card then transmits the
sampled network traffic data unit to a sampling engine via a
dedicated interface.

[0085] In Step 508, a flow datagram is received from a
sampling engine. In one or more embodiments of the inven-
tion, the flow datagram includes a quantity of one or more
flow samples, each generated based on a sampled network
data traffic unit processed by the sampling engine. In one or
more embodiments of the invention, the network chip fur-
ther processes the flow datagram in order to prepare the flow
datagram for transmission to one or more collectors. For
example, the flow datagram may include information, such
as a UDP header, that allows the network chip to determine
that the flow datagram is to be sent to two sFlow collectors,
each operatively connected to a separate physical network
interface of the network device. In such an example, the
network chip may determine Ethernet and/or IP information
related to the destination collectors, make a copy of the flow
datagram (so one exists for each collector), prepend or
append the respective collector-related information to the
flow datagram and copy to obtain two flow network data
traffic units, one for each identified collector.

[0086] In Step 510, the flow network data traffic unit is
sent towards one or more collectors. In one or more embodi-
ments of the invention, the various headers prepended or
appended to the flow datagram in Step 508 are used to
determine where to transmit the flow network data traffic
unit in order to propagate the flow network data traffic unit
towards the one or more collectors. Continuing the example
from Step 508, one flow network data traffic unit in the
example may be propagated towards a first destination
collector directly from an external interface of the network
chip, and the other flow network data traffic unit in the
example may be propagated towards a second destination
collector by transmitting the flow network traffic data unit,
via an internal interface of the network chip, through the
internal fabric of the network device to another network chip
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which, in turn, propagates the second flow datagram towards
the second collector via an external interface of the second
network chip.

[0087] FIG. 6 shows a flowchart describing a method for
accelerating network traffic sampling in accordance with one
or more embodiments of the invention.

[0088] In Step 600, a sampled network traffic data unit is
received at a sampling engine. In one or more embodiments
of the invention, the sampled network traffic data unit is
received from a network chip, and includes a network traffic
data unit and a sampling header.

[0089] In Step 602, the sampled network traffic data unit
is processed by the sampling engine to obtain information
related to the network traffic data unit and the network traffic
data unit. In one or more embodiments of the invention, the
network traffic data unit obtained is used to determine the
size of the network traffic data unit. Information included in
the sampling header (see description of FIG. 4A, above) of
the received sampled network traffic data unit, the size of the
network traffic data unit, and any other information related
to the network traffic data unit may be referred to as sample
information.

[0090] In Step 604, the network traffic data unit obtained
in Step 602 is truncated to obtain a network traffic data unit
portion. In one or more embodiments of the invention,
truncating the network traffic data unit includes shortening
the network traffic data unit by removing some of the
network traffic data unit. For example, truncation of a
network traffic data unit may include removing all but the
first 256 bytes of the network traffic data unit. In one or more
embodiments of the invention, truncation of the network
traffic data unit occurs so that each flow sample including a
truncated network traffic data unit is smaller (e.g., less bytes
than the entire network traffic data unit), which may allow
for more flow samples to be included in a given flow
datagram.

[0091] In Step 606, a flow sample header is generated
using the sample information. In one or more embodiments
of the invention, the flow sample header is prepended or
appended to the network traffic data unit portion to obtain a
flow sample.

[0092] In Step 608, the flow sample generated in Step 606
is stored in storage of the sampling engine, which may be
storage included in and/or operatively connected to the
sampling engine.

[0093] In Step 610, a flow datagram is constructed using
the flow sample and a plurality of other flow samples. In one
or more embodiments of the invention, the sampling engine
stores any number of flow samples before aggregating the
flow samples into a flow datagram. In one or more embodi-
ments of the invention, the number of flow samples to be
included in a given flow datagram is determined based on a
maximum transmission unit (MTU) size available on a path
to one or more collectors. In one or more embodiments of
the invention, the MTU size is known to the sampling engine
via configuration of the sampling engine by a sampling
engine manager. In one or more embodiments of the inven-
tion, the construction of the flow datagram also includes
prepending or appending to the flow samples a flow data-
gram header (see description of FIG. 4C, above). In one or
more embodiments of the invention, the flow datagram
header includes information related to the flow samples, as
well as information identifying one or more collectors to
which the flow datagram is to be transmitted.
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[0094] In Step 612, the flow datagram constructed in Step
610 is transmitted to a network chip. The flow datagram may
be transmitted to the network chip via the same dedicated
interface on which the sampled network traffic data unit was
received in Step 600, or via a different dedicated interface
(which may be coupled to the same or a different network
chip).

[0095] In Step 614, the flow samples that where included
in the flow datagram in Step 610 and sent to the network chip
in Step 612 are cleared from the storage of the sampling
engine.

[0096] FIG. 7 shows a flowchart describing a method for
accelerating network traffic sampling in accordance with one
or more embodiments of the invention.

[0097] In Step 700, a network chip of a non-accelerated
line card is associated with a sampling engine of an accel-
erated line card. In one or more embodiments of the inven-
tion, the network chip of the non-accelerated line card is
associated with the sampling engine of the accelerated line
card based on a load balancing policy such as, for example,
a round robin policy, a least connections policy, a policy
based on physical proximity of the accelerated and non-
accelerated line card, any combination of load balancing
policies, etc. Such a load balancing policy may be designed
to balance the workload related to network traffic flow
sampling among the sampling engines in a network device.
[0098] In Step 702, the network chip of the non-acceler-
ated line card is configured with a virtual output queue
(VOQ) that is associated with an internal interface of the
network chip of the non-accelerated line card. In one or
more embodiments of the invention, the internal interface
associated with the configured VOQ is operatively con-
nected to a network chip on the same accelerated line card
as the sampling engine.

[0099] In Step 704, a network traffic data unit is received
at the network chip of the non-accelerated line card. In one
or more embodiments of the invention, the network traffic
data unit is received from a device external to the network
device at a physical network interface of the network device,
and propagated to an external interface of the network chip
of the non-accelerated line card.

[0100] In Step 706, the network traffic data unit received
by the network chip of the non-accelerated line card in Step
704 is selected by the network chip to be sampled. In one or
more embodiments of the invention, the selection of the
network traffic data unit is based on a traffic sampling rate
configured for the network chip of the non-accelerated line
card.

[0101] In Step 708, the network chip of the non-acceler-
ated line card adds a sampling header to the network traffic
data unit to obtain a sampled network traffic data unit.
Although not shown in FIG. 7, the sampling header, in some
embodiments of the invention, is instead prepended or
appending to the network traffic data unit by a network chip
of the accelerated line card with the associated sampling
engine based on internal headers that are added to the
network traffic data unit by the network chip of the non-
accelerated line card before the network traffic data unit is
transmitted via the VOQ to the network chip of the accel-
erated line card.

[0102] In Step 710, the sampled network traffic data unit
is transmitted from the network chip of the non-accelerated
line card to a network chip of an accelerated line card that
includes the associated sampling engine. In one or more
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embodiments of the invention, the sampled network traffic
data unit is transmitted to the network chip of the accelerated
line card using the VOQ configured in Step 702.

[0103] FIG. 8 shows a flowchart describing a method for
accelerating network traffic sampling in accordance with one
or more embodiments of the invention.

[0104] In Step 800, a network device is configured with
both accelerated line cards a non-accelerated line cards. In
one or more embodiments of the invention, configuring a
network device with a line card includes installing a line
card into the network device in an appropriate line card
receiving space. Any number of accelerated line cards and
non-accelerated line cards may be inserted into a network
device without departing from the scope of the invention.

[0105] In Step 802, the network chips of the accelerated
and non-accelerated line cards are load balanced among the
sampling engines of the accelerated line cards. For example,
three accelerated line cards, each with one sampling engine
and two network chips, and three non-accelerated line cards,
each with two network chips, may be inserted into a network
device. In such an example, there are twelve total network
chips and three total sampling engines included in the
network device. One non-limiting example of a way to load
balance the network chips among the sampling engines in
such a scenario may include associating each network chip
on an accelerated line card with the sampling engine of the
same accelerated line card, leaving six network chips on
non-accelerated line cards to be load balanced. Two network
chips of the non-accelerated line cards may be associated
with one of the three sampling engines of the accelerated
line cards, making each of the three sampling engines
associated with four network chips installed in the network
device.

[0106] In one or more embodiments of the invention,
during load balancing, whether an interface of a network
device is included in a port-channel may be accounted for.
For example, if a source interface is a member of a port-
channel, then flow datagrams may set the ingress interface
to identify the port-channel rather than individual member
interfaces. In such an example, if member interfaces are
spread across different network device chips; the network
device chips may ordinarily send sampled network traffic
data units to different sampling engines in the system, which
may result, for example, in sFlow sequence number and
sample pool calculation being incorrect. For example, a
sequence number for ingress interface should be increasing
monotonically. Accordingly, in one or more embodiments of
the invention, the network device include functionality to
send all sampled network traffic data units for all members
interfaces of a particular port-channel to the same sampling
engine instead of causing those interfaces to comply with an
implemented load balancing scheme. Said another way, all
interfaces on a network device chip which has a member
interface of a port-channel may not necessarily send all
sampled network traffic data units to the same sampling
engine. Thus, in one or more embodiments of the invention,
port-channel load-balancing is calculated independently.

[0107] In Step 804, a determination is made about whether
a non-accelerated line card has been removed from the
network device. In one or more embodiments of the inven-
tion, if no non-accelerated line card has been removed from
the network device, the process proceeds to Step 806. In one
or more embodiments of the invention, if a non-accelerated
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line card has been removed from the network device, the
process proceeds to Step 808.

[0108] Turning to Step 806, a determination is made about
whether an accelerated line card has been removed from a
network device. In one or more embodiments of the inven-
tion, if no accelerated line card has been removed from the
network device, the process proceeds to Step 810. If, on the
other hand, an accelerated line card has been removed from
the network device, the process proceeds to Step 808.

[0109] In Step 808, all network chips of the line card
determined to have been removed in Step 804 or Step 808
are removed from a list of network chips installed in the
network device (e.g., a list maintained in a system database),
and the remaining network chips are rebalanced among the
remaining sampling engines installed in the network device.
If the removed line card was a non-accelerated line card, all
network chips of the removed non-accelerated line card are
removed from a list of installed network chips, and a
re-balancing of remaining network chips among the installed
sampling engines is triggered. For example, in the scenario
where there are twelve network chips (two on each of three
accelerated line cards and two on each of three non-accel-
erated line cards) distributed evenly among three sampling
engines, removing one non-accelerated line card and the two
network chips of the non-accelerated line card from the
network device leaves ten network chips in the network
device, four of which are in non-accelerated line cards. In
such an example, based on a load balancing policy, the four
network chips of the two remaining non-accelerated line
cards may be distributed such that two of the sampling
engines are associated with three of the ten remaining
network chips, with one sampling engine being associated
with the other four remaining network chips. Similarly, if an
accelerated line card is removed, then the quantity of
remaining network chips may be redistributed among the
remaining sampling engines based on a load balancing
policy. After the rebalancing occurs, the process ends.

[0110] Turning to Step 810, a determination is made about
whether an accelerated line card has been added to a network
device. In one or more embodiments of the invention, if an
accelerated line card has been added to a network device, the
process proceeds to Step 814. If, on the other hand, no
accelerated line card is added to the network device, the
process proceeds to Step 812.

[0111] In Step 812, a determination is made about whether
a non-accelerated line card has been added to a network
device. If no non-accelerated line card is added to the
network device, the process ends. If, on the other hand, a
non-accelerated line card is added to the network device, the
process proceeds to Step 814.

[0112] In Step 814, a re-balancing is triggered that dis-
tributes the network chips of the network device, including
the network chips determined to be added in either Step 810
or Step 812, among the sampling engines of the network
device according to a load balancing policy. In one or more
embodiments of the invention, if an accelerated line card
was determined to have been added to the network device,
the re-balancing redistributes the network chips accounting
for the addition of more sampling engines. In one or more
embodiments of the invention, if a non-accelerated line card
is determined to have been added, then the re-balancing
distributes the existing and added network chips among the
already installed sampling engines of the network device.
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[0113] FIG. 9A, FIG. 9B, FIG. 9B, and FIG. 9D show an
example in accordance with one or more embodiments of
the invention. The following example is for explanatory
purposes only and not intended to limit the scope of the
invention.

[0114] Referring to FIG. 9A, consider a scenario in which
a network device (900) includes two accelerated line cards
(902, 916) and two non-accelerated line cards (910, 924).
Accelerated line card A (902) includes network chip A (904),
network chip B (906), and sampling engine A (908). Accel-
erated line card B (916) includes network chip E (918),
network chip F (920), and sampling engine B (922). Non-
accelerated line card A (910) includes network chip C (912),
and network chip D (914). Non-accelerated line card B (924)
includes network chip G (926), and network chip H (928).
Each network chip is configured with a sampling rate of one
of every 1000 network traffic data units received by the
network chip to be mirrored and the copy sent to a sampling
engine.

[0115] In such a scenario, when network chip A (904)
receives a network traffic data unit, and the sampling rate
dictates that the network traffic data unit is to be sampled,
then network chip A mirrors the network traffic data unit and
prepends a sampling header to the copy of the network traffic
data unit. The sampled network traffic data unit is then sent
to sampling engine A (908). Sampling engine A (908) then
processes the sampled network traffic data unit to obtain the
sampling information and the network traffic data unit.
Sampling engine A (908) then truncates the network traffic
data unit, prepends a flow sample header, and stores the
result as a flow sample. Once a certain number of flow
samples have been stored (e.g., based on an MTU size for a
path to a collector), sampling engine A obtains the stored
flow samples, aggregates them, and prepends a flow data-
gram header to obtain a flow datagram. The flow datagram
is then transmitted to network chip A (904), where it is
processed to determine the one or more collectors to which
the flow datagram is to be transmitted. Based on the afore-
mentioned determination, a quantity of flow datagrams is
generated to match the number of collectors, where the
generates flow datagrams include appropriate MAC and 1P
header information to facilitate transmission of the flow
datagrams towards the various collectors.

[0116] Additionally, in the aforementioned scenario, a
load balancing policy has caused network chip A (904),
network chip B (906), network chip C (912), and network
chip D (914) to be associated with sampling engine A (908),
while network chip E (918), network chip F (920), network
chip G (926), and network chip H (9287) are associated with
sampling engine B (922). Thus, each of the two sampling
engines is associated with four network chips, for a balanced
distribution of network chips among the sampling engines.
[0117] When a network traffic data unit is received by
network chip G (926) and, according to a sampling rate
configured for network chip G, is to be sampled, then
network chip G mirrors the network traffic data unit and
prepends a sampling header to the network traffic data unit
to obtain a sampled network traffic data unit. The sampled
network traffic data unit is then transmitted, via a VOQ of
network chip G (926), to network chip E (918) of acceler-
ated line card B (916) based on the association between
network chip G (926) and sampling engine B (922). Net-
work chip E, in turn, propagates the sampled network traffic
data unit to sampling engine B, which processes the sampled
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network traffic data unit, creates a flow sample, and stores
the flow sample with other flow samples. Next, the stored
flow samples are aggregated into a flow datagram, a flow
datagram header is prepended, and the flow datagram is sent
to either network chip E (918) or network chip F (920) for
further processing (e.g., prepending additional headers) and
propagated towards one or more collectors.
[0118] Continuing the example with FIG. 9B, in FIG. 9B
accelerated line card B is removed from the network device
(900), triggering a rebalancing of the remaining network
chips among the remaining sampling engines. In this sce-
nario, because the network device had only two installed
sampling engines, the six remaining network chips (904,
906, 612, 914, 926, and 928) are each assigned to sampling
engine A (908).
[0119] In FIG. 9C, accelerated line card B (916) is added
back to the network device. This addition again triggers a
re-balancing in which four network chips are gain associated
with each of the two sampling engines.
[0120] In FIG. 9D, non-accelerated line card A (910) is
removed from the network device. This again causes a
re-balancing of the network chips. In the scenario shown in
FIG. 9D, there are now two sampling engines, and six
network chips. Thus, according to a load balancing policy
that strives for equitable distribution of network chips
among sampling engines, three network chips (904, 906, and
926) are assigned to sampling engine A, while the other
three remaining network chips (918, 920, and 928) are
associated with sampling engine B (922).
[0121] One or more embodiments of the invention may
facilitate acceleration of network traffic sampling (i.e., flow
sampling) by offloading at least a portion of sampling
activities from one or more processors of a network device
to one or more sampling engines, which may improve
performance of the network device.
[0122] While the invention has been described with
respect to a limited number of embodiments, those skilled in
the art, having benefit of this disclosure, will appreciate that
other embodiments can be devised which do not depart from
the scope of the invention as disclosed herein. Accordingly,
the scope of the invention should be limited only by the
attached claims.
What is claimed is:
1. A method of accelerating monitoring of network traffic,
the method comprising:
receiving, at a network chip of a network device, a
network traffic data unit;
capturing, by the network chip, the network traffic data
unit based on a traffic sampling rate;
adding, by the network chip, a sampling header to the
network traffic data unit to obtain a sampled network
traffic data unit;
sending the sampled network traffic data unit from the
network chip to a sampling engine;
receiving, from the sampling engine, a flow datagram
comprising a network traffic data unit portion and a
flow datagram header;
generating a flow network data traffic unit comprising the
flow datagram; and
transmitting the flow network data traffic unit towards a
collector.
2. The method of claim 1, further comprising, before
receiving the network traffic data unit, configuring the traffic
sampling rate for the network chip.
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3. The method of claim 1, wherein the sampling header
specifies one selected from a group consisting of:

an ingress interface associated with the network traffic

data unit,

an egress interface associated with the network traffic data

unit,

an ingress virtual local area network (VLAN) associated

with the network traffic data unit,

an egress VL AN associated with the network traffic data

unit,

a next-hop associated with the network traffic data unit,

and

a reverse path based on a source lookup associated with

the network traffic data unit.

4. The method of claim 3, wherein the egress interface
may be set to identify one selected from a group consisting
of a regular network traffic data unit, a multicast network
traffic data unit, a network traffic data unit being sent to a
processor of the network device, and a dropped network
traffic data unit.

5. The method of claim 1, wherein the flow datagram
comprises:

the flow datagram header comprising information asso-

ciated with the collector; and

a flow sample comprising the network traffic data unit

portion.

6. A non-transitory computer readable medium compris-
ing instructions that, when executed by a processor, config-
ure a network device to perform a method of accelerating
monitoring of network traffic, the method comprising:

receiving, at a network chip of a network device, a

network traffic data unit;

capturing, by the network chip, the network traffic data

unit based on a traffic sampling rate;

adding, by the network chip, a sampling header to the

network traffic data unit to obtain a sampled network
traffic data unit;

sending the sampled network traffic data unit from the

network chip to a sampling engine;

receiving, from the sampling engine, a flow datagram

comprising a network traffic data unit portion and a
flow datagram header;

generating a flow network data traffic unit comprising the

flow datagram; and

transmitting the flow network data traffic unit towards a

collector.

7. The non-transitory computer readable medium of claim
6, wherein the method implemented by the instructions
further comprises, before receiving the network traffic data
unit, configuring the traffic sampling rate for the network
chip.

8. The non-transitory computer readable medium of claim
6, wherein the sampling header specifies at least an ingress
interface associated with the network traffic data unit and an
egress interface associated with the network traffic data unit.

9. The non-transitory computer readable medium of claim
6, wherein the flow datagram comprises:

the flow datagram header comprising information asso-

ciated with the collector; and

a flow sample comprising the network traffic data unit

portion.

10. A method of accelerating monitoring of network
traffic, the method comprising:
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receiving, at a sampling engine and from a network chip,
a sampled network traffic data unit comprising a sam-
pling header and a network traffic data unit;

processing the sampled network traffic data unit to obtain
sample information;

truncating the network traffic data unit to obtain a network

traffic data unit portion;

generating a flow sample header comprising the sample

information;

storing, in storage of the sampling engine, a flow sample

comprising the flow sample header and the network
traffic data unit portion;

constructing a flow datagram comprising the flow sample

and a plurality of other flow samples;

sending the flow datagram to the network chip; and

clearing the flow sample and the plurality of other flow

samples from the storage of the sampling engine.

11. The method of claim 10, wherein constructing the flow
datagram comprises:

obtaining the flow sample and the plurality of other flow

samples from the storage of the sampling engine; and
constructing a flow datagram comprising the flow sample,
the plurality of other flow samples, and a flow datagram
header, wherein the flow datagram header comprises
collector information associated with a collector.
12. The method of claim 11, wherein a quantity of flow
samples to be included in the flow datagram is determined
by the sampling engine based on a maximum transmission
unit (MTU) associated with a path to the collector.
13. The method of claim 10, further comprising, before
truncating the network traffic data unit, further processing
the network traffic data unit to obtain a size of the network
traffic data unit, wherein the flow sample header further
comprises the size of the network traffic data unit.
14. A non-transitory computer readable medium compris-
ing instructions that, when executed by a processor, config-
ure a network device to perform a method of accelerating
monitoring of network traffic, the method comprising:
receiving, at a sampling engine and from a network chip,
a sampled network traffic data unit comprising a sam-
pling header and a network traffic data unit;

processing the sampled network traffic data unit to obtain
sample information;

truncating the network traffic data unit to obtain a network

traffic data unit portion;

generating a flow sample header comprising the sample

information;

storing, in storage of the sampling engine, a flow sample

comprising the flow sample header and the network
traffic data unit portion;

constructing a flow datagram comprising the flow sample

and a plurality of other flow samples;

sending the flow datagram to the network chip; and

clearing the flow sample and the plurality of other flow

samples from the storage of the sampling engine.

15. The non-transitory computer readable medium of
claim 14, wherein constructing the sample datagram com-
prises:

obtaining the flow sample and the plurality of other flow

samples from the storage of the sampling engine; and
constructing a flow datagram comprising the flow sample,
the plurality of other flow samples, and a flow datagram
header, wherein the flow datagram header comprising
collector information associated with a collector.
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16. The non-transitory computer readable medium of
claim 15, wherein a quantity of flow samples to be included
in the flow datagram is determined by the sampling engine
based on a maximum transmission unit (MTU) associated
with a path to the collector.

17. The non-transitory computer readable medium of
claim 14, wherein the method implemented by the instruc-
tions further comprises, before truncating the network traffic
data unit, further processing the network traffic data unit to
obtain a size of the network traffic data unit, wherein the
flow sample header further comprises the size of the network
traffic data unit.

18. A system for accelerating monitoring of network
traffic, the system comprising:

a network chip configured to:

receive a network traffic data unit;

select the network traffic data unit based on a traffic
sampling rate;

add a sampling header to the network traffic data unit
to obtain a sampled network traffic data unit;

send the sampled network traffic data unit from the
network chip to a sampling engine;

receive, from the sampling engine, a flow datagram
comprising a network traffic data unit portion;

generate a flow network data traffic unit comprising the
flow datagram; and

send the flow network data traffic unit to a collector;
and
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the sampling engine operatively connected to the network
chip, comprising storage, and configured to:
receive, at the sampling engine and from the network
chip, a sampled network traffic data unit comprising
the sampling header and the network traffic data unit;
process the sampled network traffic data unit to obtain
sample information and the network traffic data unit;
truncate the network traffic data unit to obtain a net-
work traffic data unit portion;
generate a flow sample header comprising the sample
information;
store, in storage of the sampling engine, a flow sample
comprising the flow sample header and the network
traffic data unit portion;
construct the flow datagram comprising the flow
sample and a plurality of other flow samples;
send the flow datagram to the network chip; and
clear the flow sample and the plurality of other flow
samples from the storage of the sampling engine.
19. The system of claim 18, wherein the network chip and
the sampling engine are each included in a line card of a
network device.
20. The system of claim 19, wherein the sampling engine
is a field programmable gate array (FPGA).
21. The system of claim 18, wherein the sampling engine
is operatively connected to the network chip via a dedicated
interface of the network chip.

#* #* #* #* #*



