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METHODS AND SYSTEMS FOR USING 
DYNAMIC LIGHTMAPS TO PRESENT 3D 

GRAPHICS 

RELATED APPLICATIONS 

[ 0001 ] This application is a continuation application of 
U.S. patent application Ser . No. 16 / 528,522 , entitled “ Meth 
ods and Devices for Bifurcating Graphics Rendering 
Between a Media Player Device and a Multi - Access Edge 
Compute Server ” and filed Jul . 31 , 19 , which is hereby 
incorporated by reference in its entirety . 

BACKGROUND INFORMATION 

[ 0002 ] In a variety of entertainment , educational , and 
other types of applications , three - dimensional ( “ 3D " ) graph 
ics are rendered to allow users to experience 3D scenes . For 
example , 3D scenes may be associated with video gaming 
applications , extended reality applications ( e.g. , virtual real 
ity applications , augmented reality applications , etc. ) , 3D 
animation applications , immersive communication applica 
tions , and / or any of various other types of applications in 
which simulated 3D worlds are presented to users . 
[ 0003 ] In many of these types of applications , a particular 
3D scene may be presented to a user by a media player 
device used by the user . Typically , such media player 
devices are consumer devices such as mobile devices ( e.g. , 
smartphones , tablet devices , headsets , etc. ) , television 
devices , personal computer devices , or the like . In general , 
it is not practical or possible for such media player devices 
to host sufficient computing power to perform highly inten 
sive graphics processing in the real time or near real time 
environment of certain applications . This is because various 
factors that must be considered in implementing systems to 
perform such processing ( e.g. , hardware capabilities , power 
consumption , battery life , cooling , cost efficiency , etc. ) are 
currently only suitably addressed by larger , more powerful 
systems . As a result , media player devices are generally not 
configured to perform certain processing - intensive render 
ing techniques , and the immersiveness and accuracy of the 
3D scenes rendered by a consumer media player device may 
be compromised as a result . 

[ 0008 ] FIGS . 4A and 4B illustrate different views of an 
object represented by a three - dimensional ( " 3D " ) model and 
illuminated by a single light source according to principles 
described herein . 
[ 0009 ] FIG . 5 illustrates an exemplary lightmap for the 
object represented by the 3D model as illuminated by the 
single light source in FIGS . 41 and 4B according to prin 
ciples described herein . 
[ 0010 ] FIGS . 6A and 6B illustrate different views of an 
object represented by a 3D model and illuminated by 
multiple light sources according to principles described 
herein . 
[ 0011 ] FIG . 7 illustrates an exemplary lightmap for the 
object represented by the 3D model as illuminated by the 
multiple light sources in FIGS . 6A and 6B according to 
principles described herein . 
[ 0012 ] FIG . 8 illustrates an exemplary lightmap frame 
sequence with a corresponding rendered frame sequence 
along a timeline according to principles described herein . 
[ 0013 ] FIGS . 9A - 9E illustrate exemplary aspects of light 
maps being generated and images being rendered at different 
levels of detail according to principles described herein . 
[ 0014 ] FIG . 10 illustrates an exemplary extended reality 
representation of a real - world environment presented by an 
exemplary media player device according to principles 
described herein . 
[ 0015 ] FIGS . 11 and 12 illustrate exemplary methods for 
bifurcating graphics rendering between a media player 
device and a MEC server according to principles described 
herein . 
[ 0016 ] FIG . 13 illustrates an exemplary computing device 
according to principles described herein . 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0004 ] The accompanying drawings illustrate various 
embodiments and are a part of the specification . The illus 
trated embodiments are merely examples and do not limit 
the scope of the disclosure . Throughout the drawings , iden 
tical or similar reference numbers designate identical or 
similar elements . 
[ 0005 ] FIG . 1 illustrates an exemplary lightmap manage 
ment system for bifurcating graphics rendering between a 
media player device and a multi - access edge compute 
( “ MEC " ) server according to principles described herein . 
[ 0006 ] FIG . 2 illustrates an exemplary configuration 
within which the lightmap management system of FIG . 1 
may operate according to principles described herein . 
[ 0007 ] FIG . 3 illustrates an exemplary performance of 
operations and communications between the lightmap man 
agement system of FIG . 1 and the media player device of 
FIG . 2 to bifurcate graphics rendering according to prin 
ciples described herein . 

[ 0017 ] Methods and devices for bifurcating graphics ren 
dering between a media player device and a multi - access 
edge compute ( “ MEC ” ) server are described herein . One 
particular challenge associated with graphics rendering 
relates to simulating the complex interplay of light from 
multiple light sources ( e.g. , including direct or primary light 
sources that produce light , and indirect or secondary light 
sources that reflect light produced by direct light sources or 
reflected from other indirect light sources ) as the light 
illuminates surface points of objects in a three - dimensional 
( " 3D " ) scene . One technique for performing this type of 
simulation that produces extremely accurate , realistic , and 
immersive renderings is the technique of raytracing , in 
which individual virtual light rays are simulated to propa 
gate through a 3D scene to determine how real light rays 
would propagate and illuminate various object surfaces . 
Unfortunately , raytracing is a computationally - intensive 
task that is typically not possible or practical for media 
player devices to perform locally , and configurations in 
which graphics are rendered locally therefore typically uti 
lize rendering techniques that produce inferior graphics to 
those produced using raytracing techniques . Moreover , other 
challenges arise when graphics rendering is performed 
exclusively on a distant server ( e.g. , a cloud server or the 
like ) and fully rendered graphics are delivered to the media 
player device to be displayed . In these cases , raytraced 
graphics may be generated and displayed , but delay , con 
nectivity issues and / or bandwidth limitations between the 
server and the media player device ( e.g. , latency issues , 
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network interruptions , bandwidth usage , etc. ) result in inef 
ficient resource usage , issues in which rendered images 
glitch , failures to respond timely to user input , delays , and 
so forth . 
[ 0018 ] Methods and systems used herein may bifurcate 
graphics rendering between the media player device and a 
multi - access edge compute ( “ MEC ” ) server in a manner that 
addresses ( e.g. , solves ) one or more of these issues . As will 
be described in more detail below , certain aspects of graph 
ics rendering may be handled by MEC servers that are 
communicatively coupled to the media player device with a 
relatively low latency ( e.g. , achieved by being located 
physically proximate to the media player device and / or by 
having powerful parallel computing resources available to 
perform computing tasks on demand ) . MEC servers may 
provide lower latency for performing graphics rendering 
tasks than other types of distributed computing servers ( e.g. , 
cloud servers , etc. ) that may be many miles away ( e.g. , 
dozens or hundreds of miles away ) and / or may have less 
powerful or fewer parallel computing resources available so 
as to be associated with relatively high latency when com 
municating with the media player device . Meanwhile , other 
aspects of the graphics rendering ( e.g. , aspects that are 
important for continuity in the user's experience to avoid 
glitching and so forth ) may be handled by the media player 
device locally . In this way , high quality images that fully 
utilize raytracing techniques to render light in a highly 
realistic manner can be presented on media player devices 
without latency or other issues even when a communication 
link between the media player device and the server expe 
riences issues or temporarily fails . At the same time , the 
processing load required by the media player device may be 
kept relatively low , improving battery life , performance of 
applications executing on the media player device , and so 
forth . 
[ 0019 ] To this end , and as will be described in more detail 
below , an exemplary lightmap management system imple 
mented by a MEC server may be configured to perform 
various operations to implement the bifurcating of graphics 
rendering described herein . For example , the lightmap man 
agement system may access graphics data representative of 
a 3D model of an object that is located within a 3D scene and 
that includes a surface point at a first location within the 3D 
scene ( along with various other surface points at other 
locations ) . The lightmap management system may also 
identify a second location ( within the 3D scene ) from which 
a light source ( e.g. , a direct or an indirect light source ) 
illuminates the object within the 3D scene . Based on ray 
tracing of virtual light rays from the second location to the 
first location , the lightmap management system may gener 
ate and / or update a dynamic lightmap for the object repre 
sented by the 3D model . For example , the computationally 
intensive raytracing techniques described above may be 
performed by the MEC server hosting the lightmap man 
agement system in any suitable way to generate the dynamic 
lightmap to be associated with a particular scene geometry 
in which the surface point of the object is at the first location 
and is illuminated by the light source from the second 
location . 
[ 0020 ] In response to the generating and / or updating of the 
dynamic lightmap , the lightmap management system may 
provide the dynamic lightmap to a media player device 
communicatively coupled to the MEC server and configured 
to apply the dynamic lightmap to the 3D model . For 

example , the media player device may be configured to 
present the 3D scene to a user of the media player device 
from a viewpoint selected by the user . The presenting of the 
3D scene by the media player device may include rendering 
an image that depicts the particular scene geometry from the 
selected viewpoint , and the applying of the dynamic light 
map to the 3D model may be performed as part of this 
rendering of the image . In accordance with these operations , 
a single frame is rendered . However , it will be understood 
that this process may be repeated in rapid succession to 
deliver frame - by - frame dynamic lightmaps that each include 
any number of objects with any number of surfaces and 
surface points accounted for by way of raytracing techniques 
by the MEC server . Such lightmaps may be utilized to 
continuously render a highly - accurate , high - quality video 
image depicting the 3D scene and objects included therein 
from the user - selected viewpoint as the viewpoint and / or the 
objects in the scene ( and surfaces thereof ) dynamically 
change and move . It will be understood that the operations 
described above may be performed in any suitable sequence 
and / or may be performed concurrently or in parallel with 
one another as may serve a particular implementation . 
[ 0021 ] Methods and devices described herein for bifurcat 
ing graphics rendering between a media player device and a 
MEC server may provide various benefits and advantages . 
For example , as mentioned above , one exemplary benefit is 
that media player devices that would otherwise not be 
capable or well - suited to perform raytracing techniques that 
result in very high - caliber graphics are enabled by methods 
and systems described herein to present such high - quality 
graphics based on dynamic lightmaps that are rendered in a 
distributed manner ( e.g. , on a MEC server rather than locally 
on the media player device ) . However , because such 
dynamic lightmaps are not crucial to the rendering of the 
geometry of the image , but , rather , just improve the realism 
and quality projected onto that geometry , the risk is minimal 
that glitching or other undesirable artifacts will seriously 
distract or even be noticed by a user if a communication link 
between the media player device and the MEC server should 
temporarily falter . Even in the event that a user does notice 
a decline in realism or quality of simulated lighting when 
network communications are temporarily interrupted , the 
decoupling of the light rendering and geometry rendering 
described herein allows the media player device to continue 
rendering the geometry of the scene at a steady framerate 
from the point of view of the user , thereby avoiding frame 
stuttering , dropped frames , and other artifacts that might 
otherwise interfere with fast - paced gameplay , cause the user 
to experience extended reality motion sickness , or result in 
other undesirable consequences . Moreover , due to the low 
latency associated with distributed computing performed by 
way of MEC technologies ( e.g. , as opposed to other distrib 
uted computing technologies such as cloud computing tech 
nologies ) , the system responsiveness provided by the media 
player device may be indistinguishable to the user from an 
implementation performed entirely locally on the media 
player device . 
[ 0022 ] As will be further described below , another benefit 
of methods and systems described herein relates to light 
maps being used as irradiance caches to improve image 
quality without increasing raytracing processing to track 
multiple reflections for each virtual light ray . Additionally , 
yet another exemplary benefit that will be described in more 
detail below is that images rendered at a relatively low level 
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of detail by a media player device ( e.g. , rendered using 
relatively few surface polygons or other mesh building 
techniques ) may be made to look more realistic by utilizing 
dynamic lightmaps rendered by the MEC server at a rela 
tively high level of detail ( e.g. , rendered using a relatively 
large number of surface polygons ) . Each of these and other 
benefits described herein may significantly improve the 
quality of graphics and the overall user experience without 
significantly increasing the processing required of media 
player devices ( e.g. , thereby helping with battery life , not 
requiring device upgrades , etc. ) . 
[ 0023 ] Various embodiments will now be described in 
more detail with reference to the figures . The disclosed 
methods and devices may provide one or more of the 
benefits mentioned above and / or various additional and / or 
alternative benefits that will be made apparent herein . 
[ 0024 ] FIG . 1 illustrates an exemplary lightmap manage 
ment system 100 ( “ system 100 % ) for bifurcating graphics 
rendering between a media player device and a MEC server . 
For example , as will be described in more detail below , 
lightmap management system 100 may be implemented on 
a MEC server that is communicatively coupled with a media 
player device and may be configured to enable or facilitate 
the bifurcating of the graphics rendering between the media 
player device and the MEC server . 
[ 0025 ] As shown , system 100 may include , without limi 
tation , a storage facility 102 and a processing facility 104 
selectively and communicatively coupled to one another . 
Facilities 102 and 104 may each include or be implemented 
by hardware and / or software components ( e.g. , processors , 
memories , communication interfaces , instructions stored in 
memory for execution by the processors , etc. ) . In some 
examples , facilities 102 and 104 may be distributed between 
multiple devices ( e.g. , multiple computers at a single MEC 
node , etc. ) and / or multiple locations as may serve a particu 
lar implementation . Each of facilities 102 and 104 within 
system 100 will now be described in more detail . 
[ 0026 ] Storage facility 102 may store and / or otherwise 
maintain executable data used by processing facility 104 to 
perfor any of the functionality described herein . For 
example , storage facility 102 may store instructions 106 that 
may be executed by processing facility 104. Instructions 106 
may be executed by processing facility 104 to perform any 
of the functionality described herein , and may be imple 
mented by any suitable application , software , code , and / or 
other executable data instance . Additionally , storage facility 
102 may also maintain any other data accessed , managed , 
used , and / or transmitted by processing facility 104 in a 
particular implementation . 
[ 0027 ] Processing facility 104 may be configured to per 
form ( e.g. , execute instructions 106 stored in storage facility 
102 to perform ) various functions associated with bifurcat 
ing graphics rendering between a media player device and a 
MEC server . To this end , processing facility 104 may be 
configured to access graphics data representative of a 3D 
model of an object located within a 3D scene and including , 
among various surface points of various surface of the 
object , a surface point located at a first location within the 
3D scene . Processing facility 104 may be further configured 
to identify a second location from which a light source 
illuminates the object within the 3D scene . For example , the 
second location may also be within the 3D scene ( e.g. , at a 
different location than the first location ) and may be a point 
associated with a direct light source that is producing light 

( e.g. , a point on a primary light source such as the sun in an 
outdoor 3D scene , a light fixture in an indoor 3D scene , etc. ) 
or a point associated with an indirect light source that is 
reflecting light ( e.g. , a point in the sky on a cloudy day in 
which the primary light source of the sun is blocked , a point 
on a secondary light source such as a wall or other object 
surface that reflects light originating from a primary light 
source or reflecting from another surface to propagate to a 
surface of the object at the first location ) . It will be under 
stood that the first and second locations of the surface point 
and the light source , respectively , may be apparent locations 
relative to a viewpoint of the user rather than , or in addition 
to , actual locations . For instance , if the sun is present as a 
primary light source in an image presented to a user , the 
identified second location may represent coordinates , within 
the image , of where the sun appears , rather than an actual 
location in world space that is millions of miles from the 
Earth . 
[ 0028 ] Because system 100 is implemented on powerful 
distributed computing resources ( e.g. , resources of a MEC 
server ) rather than on the more modest computing resources 
local to a media player device , processing facility 104 may 
be fully capable of performing computationally - intensive 
raytracing techniques to simulate virtual light rays propa 
gating around the 3D scene . Accordingly , based on raytrac 
ing of virtual light rays from the second location to the first 
location , processing facility 104 may generate or update a 
dynamic lightmap for the object represented by the 3D 
model . This dynamic lightmap may correspond to a single 
frame or a single moment in time when the object and the 
scene are situated in one particular configuration . More 
particularly , the dynamic lightmap may be associated with a 
particular scene geometry in which the surface point of the 
object is at the first location and is illuminated by the light 
source from the second location . 
[ 0029 ] In response to the generating and / or updating of the 
dynamic lightmap , processing facility 104 may provide the 
dynamic lightmap to a media player device ( not explicitly 
shown in FIG . 1 ) that is communicatively coupled to the 
MEC server implementing system 100. For example , the 
media player device may be configured to present the 3D 
scene to a user of the media player device from a viewpoint 
selected by the user . To present the 3D scene in this way , the 
media player device may render an image that depicts the 
particular scene geometry from the selected viewpoint . In 
order to render a high - quality image , this rendering may 
include applying the dynamic lightmap provided by system 
100 to the 3D model as the object is rendered in the image . 
[ 0030 ] In some examples , system 100 may be configured 
to operate in real time so as to provide , receive , process , 
and / or use the data described above ( e.g. , graphics data , 
dynamic lightmaps , 3D models , etc. ) immediately as the 
data is generated , updated , changed , or otherwise becomes 
available . As a result , system 100 may bifurcate graphics 
rendering between a media player device and a MEC server 
based on relevant , real - time data so as to allow the graphics 
rendering to happen responsively to user decisions that 
would affect the user's viewpoint of the 3D scene , that 
would affect objects within the scene , and so forth . As used 
herein , operations may be performed in “ real time ” when 
they are performed immediately and without undue delay . In 
some examples , real - time data processing operations may be 
performed in relation to data that is highly dynamic and time 
sensitive ( i.e. , data that becomes irrelevant after a very short 
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time ) . As such , real - time operations may perform bifurcated 
graphics rendering based on data that is relevant and up - to 
date . 
[ 0031 ] The methods described herein for bifurcating 
graphics rendering between a media player device and a 
MEC server may be performed , implemented , or used by 
implementations of system 100 configured for use in a 
variety of different types of use cases . To provide just a few non - limiting examples , implementations of system 100 may 
be deployed on a 5G , real - time enterprise ( “ RTE ” ) network 
( or any other suitable provider network in which MEC 
technology is deployed ) to enable extended reality applica 
tions ( e.g. , augmented or virtual reality applications , etc. ) , 
gaming applications ( e.g. , 3D games in which users perform 
tasks alone or by interacting with other users playing the 
game simultaneously ) , or any other applications in which it 
is desirable to render high - quality and / or low - latency graph 
ics . 
[ 0032 ] FIG . 2 illustrates an exemplary configuration 200 
within which system 100 may operate to bifurcate graphics 
rendering between a media player device and a MEC server 
in accordance with methods and systems described herein . 
Specifically , as shown in configuration 200 , system 100 is 
implemented by a MEC server 202 that is communicatively 
coupled , by way of a communication link 204 with a media 
player device 206 used by a user 208. MEC server 202 
resides on or is a part of a provider network 210 that also 
provides access to other networks such as the Internet 
( Internet 212 ) . System 100 was described above in relation 
to FIG . 1. Each of the other components shown in FIG . 2 
will now be described in more detail . 
[ 0033 ] Media player device 206 may be implemented as 
( or may be included within ) any suitable computing system 
or device as may be employed for performing any of the use 
cases or applications described herein . To this end , media 
player device 206 may include one or more display screens 
( e.g. , traditional display screens , partially transparent heads 
up display ( “ HUD ” ) screens , computer monitors , etc. ) con 
figured to display rendered graphics presented by media 
player device 206. Media player device 206 may be imple 
mented as a mobile device ( e.g. , smartphone , a tablet 
computing device , etc. ) , a virtual or augmented reality 
device ( e.g. , a head - mounted device configured to display 
graphics directly in front of each eye of user 208 ) , a portable 
or stationary computing device ( e.g. , a personal desktop or 
laptop computer , etc. ) , a television device , or any other 
system or device as may serve a particular implementation . 
[ 0034 ] User 208 may be anyone viewing graphics pre 
sented by media player device 206 and will be understood to 
have some degree of control over what graphics media 
player device 206 presents . For example , user 208 may 
indicate a particular viewpoint within the 3D scene from 
which user 208 wishes to view the world by moving an 
avatar around within the 3D scene , turning to look in 
different directions , and so forth . 
[ 0035 ] Provider network 210 may be implemented by a 
provider - specific wired or wireless communications net 
work ( e.g. , a cellular network used for mobile phone and 
data communications , a 5G network or network of another 
suitable technology generation , a cable or satellite carrier 
network , a mobile telephone network , etc. ) , and may be 
operated and / or managed by a provider entity such as a 
mobile network operator ( e.g. , a wireless service provider , a 
wireless carrier , a cellular company , etc. ) . The provider of 

provider network 210 may own or control all of the elements 
necessary to sell and deliver communications services to 
user 208 , including radio spectrum allocation , wireless net 
work infrastructure , back haul infrastructure , customer care , 
provisioning of devices , network repair for provider network 
210 , and so forth . 
[ 0036 ] In contrast , Internet 212 may include any intercon 
nected network infrastructure that is outside of provider 
network 210 and outside of the control of the provider . For 
example , Internet 212 may include the Internet , a wide area 
network , a content delivery network , and / or any other suit 
able network or networks managed by any third parties 
outside of the control of the provider of provider network 
210 . 
[ 0037 ] Both of provider network 210 and Internet 212 will 
be understood to provide data delivery between server - side 
provider systems and client - side systems and devices such 
as media player device 206. To this end , provider network 
210 and Internet 212 may implement or employ any suitable 
communication technologies , devices , media , protocols , or 
the like as may serve a particular implementation . 
[ 0038 ] MEC server 202 may represent one or more com 
puting systems ( e.g. , server computers ) , devices , nodes , or 
other collections of computing resources that are integrated 
within a provider network such as provider network 210 and 
configured for use by multiple users of the provider network . 
For example , MEC server 202 may be integrated within one 
or more radio access network ( “ RAN ” ) resources , core 
network resources , service access point ( “ SAP ” ) resources , 
or other suitable resources of provider network 210. As 
shown , MEC server 202 may be integrated within provider 
network 210 ( e.g. , deployed on provider network 210 as an 
edge node on the network so as to communicate with devices 
and systems connected to provider network 210 with low 
latency ) . For example , if provider network 210 includes or 
is implemented by 5G network technology , MEC server 202 
may include or be implemented as a 5G node in a fixed 5G 
deployment , a mobile 56 deployment ( e.g. , a network on 
wheels ) , or another suitable deployment . 
[ 0039 ] Because MEC server 202 is integrated within ( e.g. , 
implemented as part of ) provider network 210 , it will be 
understood that MEC server 202 is separate from client 
systems served by MEC server 202 such as media player 
device 206. Additionally , because a MEC server may 
include shared resources that can be leveraged by multiple 
client systems ( e.g. , multiple media player devices , etc. ) , it 
may be efficient and economical for MEC server 202 to 
employ a considerable wealth of computing power ( e.g. , 
significantly more computing power and resources than may 
be practical to include within media player device 206 ) . For 
instance , MEC server 202 may include a plurality of parallel 
processors ( e.g. , central processing units ( “ CPUs ” ) , graphics 
processing units ( “ GPUs ” ) , etc. ) for efficiently performing 
various processing - intensive operations ( e.g. , graphics ren 
dering operations , raytracing operations , etc. ) that may be 
performed by system 100 , as described above . 
[ 0040 ] Moreover , because MEC server 202 is deployed on 
provider network 210 , there may be a very low transport 
latency associated with exchanging data between MEC 
server 202 and media player device 206 , thereby allowing 
MEC server 202 to perform tasks for media player device 
206 with high responsiveness that will appear to user 208 to 
be instantaneous ( e.g. , as if the tasks are being performed 
locally on media player device 206 ) . In some examples , the 
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latency associated with operations performed by MEC 
server 202 may be unperceivable by user 208 , thereby 
enabling and bolstering the real - time nature of system 100 
described above . 
[ 0041 ] MEC server 202 may also be differentiated from 
computing resources deployed outside of provider network 
210. For example , cloud servers ( not explicitly shown in 
FIG . 2 ) may be available for processing client data such as 
data for media player device 206 , but these cloud servers 
may be operated by third parties other than the provider of 
provider network 210. As such , communication with such 
cloud servers may be performed only by way of provider 
network 210 and Internet 212 , rather than just by way of 
provider network 210 , potentially adding significant latency 
as compared to the latency achieved with communications to 
MEC server 202 directly by way of provider network 210 . 
Accordingly , while system 100 may be implemented by such 
cloud servers in certain implementations , it will be under 
stood that the benefits described herein of real - time and 
ultra - low - latency graphics rendering ( e.g. , graphics render 
ing with latency that is unperceivable by users ) are generally 
only possible when system 100 is implemented at the edge 
of provider network 210 by MEC server 202 , as shown in 
configuration 200 . 
[ 0042 ] As described above , system 100 , integrated within 
MEC server 202 , may be configured to generate dynamic , 
real - time lightmaps that are used by media player device 206 
to render and present higher quality graphics than media 
player device 206 would be able to produce using its own 
computing resources . For example , the graphics processing 
performed on MEC server 202 may employ raytracing 
techniques to ensure that lighting effects created by dynamic 
motion of objects and light sources within a 3D scene are 
accurately accounted for . In this sense , system 100 may 
perform lightmap generation as a dynamic service for media 
player device 206 , and , as will be described in more detail 
below , may stream the resulting lightmaps to media player 
device 206 as a video texture or the like . However , while the 
lightmap generation is performed on MEC server 202 by 
system 100 , it will be understood that the rendering 
described herein is bifurcated between MEC server 202 and 
media player device 206 such that certain other aspects of 
the rendering ( e.g. , certain aspects other than the lightmap 
generation ) are performed by media player device 206 rather 
than outsourced to distributed resources such as MEC server 
202 . 
[ 0043 ] To illustrate the interoperation of an exemplary 
implementation of system 100 with an exemplary imple 
mentation of media player device 206 to bifurcate graphics 
rendering in acco nce with methods and systems 
described herein , a specific and extended example will now 
be provided in connection with FIGS . 3-8 . 
[ 0044 ] FIG . 3 illustrates an exemplary performance 300 of 
various operations and communications between system 100 
and media player device 206 to bifurcate graphics rendering 
between media player device 206 and a MEC server imple 
menting system 100. Specifically , as time moves forward 
from the top of FIG . 3 to the bottom of FIG . 3 , performance 
300 shows certain operations 302 ( e.g. , operations 302-1 and 
302-2 ) that are performed by system 100 and other opera 
tions 304 ( e.g. , operations 304-1 and 304-2 ) that are per 
formed by media player device 206. Additionally , in con 
nection with operations 302 and / or 304 , performance 300 
shows certain communications 306 ( e.g. , communications 

306-1 and 306-2 ) between system 100 and media player 
device 206 to enable and facilitate operations 302 and / or 
304. In this way , performance 300 may progress until 
accurate , high - quality , raytraced graphics have been gener 
ated and are ready for presentation to user 208 of media 
player device 206. Each of operations 302 , operations 304 , 
and communications 306 will now be described in more 
detail . 
[ 0045 ] Performance 300 begins when system 100 receives 
communication 306-1 ( “ Graphics Data ( 3D Model ) ” ) , 
which , as illustrated , may originate from media player 
device 206 and may include graphics data representative of 
a 3D scene and one or more 3D models of objects included 
within the 3D scene . The graphics data included in commu 
nication 306-1 may be represented and / or encoded in any 
format suitable for graphics data , state data , or the like . In 
certain examples , as an alternative or in addition to receiving 
graphics data from media player device 206 by way of 
communication 306-1 , system 100 may receive similar 
graphics data by way of communication 306-2 from another 
suitable source ( “ From Central Repository ' ) . For instance , 
as indicated , such graphics data may originate from a central 
repository such as a game server or extended reality server 
responsible for providing and / or coordinating media data 
( e.g. , video game data , extended reality data , etc. ) for a 
plurality of media player devices . In other examples , graph 
ics data included within communication 306-2 may originate 
from other types of systems , from MEC server 202 ( e.g. , 
another part of the server distinct from the part implement 
ing system 100 ) , or from system 100 itself . 
[ 0046 ] At operation 302-1 ( “ Load Scene Graph ” ) , system 
100 may be configured to load and initialize a scene graph 
describing where objects are placed within the 3D scene . 
The 3D scene may include various objects including objects 
that help form the 3D scene or boundaries thereof ( e.g. , a 
ground object , wall objects , a ceiling object , etc. ) , as well as 
other objects found in the scene ( e.g. , avatars of participants 
involved in a video game or extended reality experience ; 
non - player characters controlled by the system ; inanimate 
objects such as furniture , cars , trees , etc .; and so forth ) . Each 
object in the 3D scene may be associated with a mesh 
represented in the scene graph . While a mesh may be 
represented or implemented in any suitable manner , the 
mesh may generally be thought of as a wireframe represen 
tation of an object onto which texture and lighting informa 
tion can be mapped during a rendering process . 
[ 0047 ] To illustrate an example , a mesh of an object such 
as a basketball will be considered . The mesh may define the 
spherical shape and size and location of the basketball object 
within the 3D scene , but texture data ( e.g. , representing an 
orange , bumpy texture with a pattern of black lines cutting 
through it ) and lighting data ( e.g. , indicating that the orange 
texture on the side facing lights in the room is to be rendered 
as a brighter orange than the orange texture on the side 
facing away from the lights ) may need to be mapped onto 
various surfaces ( each including various surface points ) of 
the basketball mesh before the basketball object can be fully 
rendered as a 3D object viewed from the perspective of an 
arbitrary viewpoint ( e.g. , a viewpoint selected by a user ) . 
[ 0048 ] Within the scene graph , each mesh of each object 
included within the 3D scene may be represented one or 
more times . For example , if there is one basketball object in 
the scene , a single basketball mesh may be included in the 
scene graph , while , if there are two basketball standards ( i.e. , 
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backboards , rims , nets , etc. ) in the scene , two instances of a 
basketball standard mesh may be included in the scene graph 
( corresponding to the two different locations within the 3D 
scene of the basketball standards ) . 
[ 0049 ] As time proceeds during a presentation of the 3D 
scene , objects ( including surface points thereof ) and / or light 
sources within the 3D scene may move with respect to one 
another . For instance , to continue with the example of a 
basketball - related scene , players and the basketball may 
continuously move around within the 3D scene , requiring 
continuous updates to the scene graph . As used herein , a 
particular configuration of objects and light sources as they 
are positioned at a particular moment in time or for a certain 
duration of time is referred to as a “ scene geometry . ” For 
example , in one exemplary scene geometry , players and the 
basketball may be on one side of the basketball court , while 
in another scene geometry , the players and the basketball 
may be on the other side of the basketball court , and so forth . 
The lighting information needed to accurately shade each 
surface point of each object in the scene may be different for 
each possible scene geometry . As such , for a dynamic 3D 
scene such as an action - packed basketball game , the scene 
geometry and corresponding lighting information may 
change from frame to frame . 
[ 0050 ] In the example of a basketball game , the objects 
such as players and the ball may be more dynamic than the 
primary light sources ( e.g. , light fixtures mounted above the 
basketball court ) , which may stay relatively static at fixed 
locations within the 3D scene . In other examples , however , 
the light sources themselves may also move dynamically . 
For example , a castle courtyard scene associated with a 
medieval - themed video game is considered . If the courtyard 
is illuminated by torches carried by various players and / or 
non - player characters , the primary light sources themselves 
( i.e. , the torches ) , as well as the other objects ( e.g. , the 
players , non - player characters , etc. ) may all be in dynamic 
motion , thereby creating a very complex lighting scenario to 
be simulated 
[ 0051 ] Regardless of how simple or complex the lighting 
of a particular 3D scene may be , system 100 may address the 
challenge of generating and updating dynamic lightmaps to 
be mapped onto surface points of each object for each scene 
geometry ( e.g. , for each frame of a video sequence in cases 
where objects and light sources are dynamically moving ) by 
producing and maintaining dynamic lightmaps that track 
each object for each scene geometry . For example , system 
100 may generate a lightmap for an object and update that 
lightmap frame by frame as the object moves through the 3D 
scene with respect to direct and indirect light sources that 
illuminate it . It will be understood that individual lightmaps 
may be associated with each instance of any object in the 
scene , rather than with each 3D model or object type . For 
example , even if the same 3D model is used for multiple 
objects in the scene ( e.g. , multiple basketball standards in 
the example mentioned above ) , each instance of the object 
( e.g. , each of the two basketball standards ) may be associ 
ated with its own unique dynamic lightmap to account for 
lighting that may be present at its own unique location 
within the scene . 
[ 0052 ] Dynamic lightmaps may be generated and updated 
in any manner as may serve a particular implementation . For 
example , as illustrated by operation 302-2 ( “ Perform Ray 
tracing ” ) , system 100 may generate and / or update dynamic 
lightmaps using raytracing technology that , as has been 

mentioned above , may be practical to perform on a server 
such as MEC server 202 while not being practical or 
possible to perform on media player device 206. To this end , 
system 100 may incorporate a raytracing kernel that operates 
over coordinates determined for the lightmap based on the 
scene graph loaded and defined at operation 302-1 . For 
example , system 100 may use face indices ( i.e. , indices 
indicative of where triangles forming each mesh of each 3D 
model are located in the 3D scene ) , barycentric coordinates 
( e.g. , coordinates into a barycentric coordinate system that is 
indicative of specific surface points on individual triangles 
indexed by the face indices ) , or any other indexing / coordi 
nate scheme to retrieve world - space locations and normals 
for various texture element ( “ texels ” ) that are to be associ 
ated with surface points represented in the dynamic light 
map . One advantage of indexing using face indices and 
barycentric coordinates in this way ( as opposed , for 
example , to merely indexing directly into world space ) is 
that the indexing may stay the same for an object even as the 
object moves through world space or transforms itself in 
various ways ( e.g. , if the object is not rigid but is capable of 
existing in different states ) . 
[ 0053 ] For each particular surface point identified and 
indexed in this way , a lighting integral may be performed 
over a hemisphere incident on the surface point to determine 
the amount of light incident on the surface point from direct 
and indirect sources in the 3D scene . More particularly , 
system 100 may use raytracing techniques to determine an 
intensity of virtual light rays that reach the surface point 
from a variety of directions in order to determine how bright 
lighting data associated with the point should be in the 
dynamic lightmap , as well as to determine what color the 
light should be and so forth . 
[ 0054 ] To illustrate a relatively simple example of how 
operation 302-2 may be performed for an exemplary object , 
FIGS . 4A and 4B show different views of an object repre 
sented by a 3D model and illuminated by a single light 
source . Specifically , FIG . 4A shows a perspective view of an 
object 402 implemented as a 3D geometric object having a 
plurality of faces 404 including a top face 404-1 , a plurality 
of side faces 404-2 through 404-7 , and a bottom face 404-8 . 
It will be understood that certain faces of block 402 are not 
visible from the perspective shown in FIG . 4A and are thus 
pointed to by a reference designator including a dotted arrow 
rather than a solid line . More particularly , as shown , faces 
404-6 through 404-8 will be understood to be on parts of 
object 402 that are not visible in FIG . 4A . 
[ 0055 ] Also shown in FIG . 4A is a light source 406 , which 
will be understood for the purposes of FIGS . 4A , 4B , and 5 
to be a direct light source and the only light source 
accounted for by operation 302-2 in this example . As shown , 
light source 406 illuminates object 402 by way of a plurality 
of virtual light rays 408 which system 100 determines may 
intersect with the various faces of object 402 based on the 
illustrated scene geometry ( i.e. , based on the location of 
object 402 with respect to light source 406 ) . 
[ 0056 ] FIG . 4B shows a top view of object 402 and light 
source 406 to more clearly illustrate how virtual light rays 
intersect with certain surface points of certain faces 404 of 
object 402 ( e.g. , faces 404-5 and 404-6 , and part , but not all , 
of face 404-3 ) while not providing any illumination for 
surface points of other faces 404 of object 402 ( e.g. , faces 
404-2 , 404-4 , 404-7 , and part , but not all , of face 404-3 ) . 
While the perspective of the top view provided by FIG . 4B 
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does not necessarily clarify how virtual light rays 408 
produced by light source 406 may interact with the top and 
bottom faces 404-1 and 404-8 , it will be understood that top 
face 404-1 is illuminated by light source 406 in this scene 
geometry while bottom face 404-8 is not . 
[ 0057 ] FIG . 5 illustrates an exemplary lightmap 500 for 
object 402 represented by the 3D model as illuminated by 
light source 406 in the scene geometry of FIGS . 4A and 4B . 
As shown , lightmap 500 may be implemented as a two 
dimensional image upon which each surface point of each 
face 404 of object 402 is given a lighting value . Specifically , 
as mentioned above , for this example of FIGS . 4A , 4B , and 
5 , only a single light source ( i.e. , light source 406 ) is 
accounted for . As a result , each surface point of each face 
404 is shown in FIG . 5 to be either white ( if illuminated 
directly by light source 406 ) or black ( if not illuminated 
directly by light source 406 ) . Specifically , as shown , all 
surface points of lightmap 500 associated with faces 404-1 , 
404-5 , and 404-6 are white ; all surface points of lightmap 
500 associated with faces 404-2 , 404-4 , 404-7 , and 404-8 are 
black ; and surface points of face 404-3 are either white or 
black depending on whether the surface points are in the 
shadow depicted in FIG . 4A . 
[ 0058 ] While FIG . 5 is illustrated in black and white , it 
will be understood that surface points of FIG . 5 might be 
more precisely illustrated by various shades based on the 
orientation and distance of each face 404 with resect to light 
source 406 . 
[ 0059 ] As illustrated in FIG . 5 , lightmap 500 is a repre 
sentation of how each surface point ( e.g. , each pixel , each 
voxel , etc. ) on each face 404 of object 402 is to be illumi 
nated when object 402 is rendered ( i.e. , when texture and 
lighting data is applied to the mesh of the 3D model for 
object 402 during the final rendering performed by media 
player device 206 ) . In examples involving only white light , 
a lightmap such as lightmap 500 may include only black , 
white , and grayscale values . However , in many real - world 
examples , primary and secondary light sources may produce 
or reflect light that is not completely white . Accordingly , 
lightmaps such as lightmap 500 may include not only 
represent the brightness of light at each surface point , but 
also the color of light that is to be simulated at each surface 
point . It will be understood that such colors represent the 
color of light intersecting surface points and is not to be 
confused with color properties of the surface point texture 
itself , which may be represented in texture data maps that 
are similar in concept to lightmap 500 but represent surface 
properties ( e.g. , texture properties , color properties , etc. ) of 
the surface of the object , rather than the light intersecting 
with the surfaces . In some implementations , lightmap data 
and texture data may be stored and handled separately , 
while , in other implementations , lightmap data and texture 
data may be multiplied so as to be stored and handled as a 
consolidated data structure ( e.g. , a consolidated texture 
lightmap or the like ) . 
[ 0060 ] Conventionally , lightmaps are computed once and 
maintained as static lightmaps . Shading and shadows are 
then either not accounted for or are added by way of 
shortcuts ( e.g. , putting a dark spot under an object , etc. ) that 
do not actually account for light sources and raytracing and 
therefore result in renderings that are at least somewhat 
lacking in realism . In contrast , due to the bifurcation of 
rendering the lightmaps ( performed on a MEC server having 
a wealth of state - of - the - art GPU resources at its disposal ) 

and performing other rendering tasks ( performed on the 
media player device ) , methods and systems described herein 
relate to dynamic lightmaps that may be continuously 
updated . 
[ 0061 ] For example , dynamic lightmaps may be continu 
ously updated for each frame as the scene geometry of a 3D 
scene changes ( e.g. , as the spatial relationship between 
object 402 and light source 406 changes over time ) . Accord 
ingly , if lightmap 500 is continuously updated in this way , it 
will be understood that lightmap 500 may be referred to as 
a " dynamic lightmap ” ( e.g. , dynamic lightmap 500 ) . 
[ 0062 ] As mentioned above , a light source that illuminates 
an object within a 3D scene may be a direct light source 
generating virtual light rays that are traceable , via the 
raytracing , from the direct light source immediately to the 
object . FIGS . 4A , 4B , and 5 have illustrated an example 
where only one such light source has been accounted for . 
Specifically , direct light source 406 , which may represent 
the sun or a light bulb or another such primary source of 
light , has been illustrated . It will be understood , however , 
that just as multiple objects may be included and accounted 
for in a 3D scene ( e.g. , by way of a set of dynamic lightmaps 
associated with the different objects ) , it may be desirable in 
certain 3D scenes to account for multiple light sources as 
objects and / or the light sources dynamically move in the 3D 
scene . For example , some of these light sources may be 
direct light sources such as light source 406 , while other 
light sources illuminating objects within the 3D scene may 
be indirect light sources ( e.g. , object surfaces , ambient light 
sources such as a window or a cloudy sky , etc. ) that reflect 
virtual light rays generated by direct light sources or reflect 
ing from additional indirect light sources . As such , the 
virtual light rays are traceable , via the raytracing , from the 
indirect light source to the object . 
[ 0063 ] To illustrate , FIGS . 6A , 6B , and 7 are similar to 
FIGS . 4A , 4B , and 5 , respectively , except that , in this 
example , both direct light source 406 and indirect light 
sources are accounted for . As a result , the lighting of object 
402 in FIGS . 6A , 6B , and 7 is more complex so as to account 
for virtual light rays 408 that originate directly from light 
source 406 , as well as virtual light rays 408 that reflect from 
surfaces of a wall object 602 in the scene , from surfaces of 
object 402 itself , and so forth . Specifically , as with FIG . 5A 
described above , FIG . 6A shows the same object 402 with 
the same faces 404-1 through 404-8 being illuminated by the 
same direct light source 406 producing virtual light rays 408 . 
Wall object 602 shown in FIG . 6A , however , is new to this 
example and was not present in FIG . 4A . As shown in FIG . 
6B , some of virtual light rays 408 are shown to reflect from 
wall object 602 to then illuminate , for example , faces 404-2 
and 404-7 of object 402. As a result , while faces 404-2 and 
404-7 are still not fully illuminated like , for instance , faces 
404-1 and 404-5 , a lighter shadow is shown on these faces 
than was depicted in the example of FIG . 4B . Similarly , as 
further shown , reflections of certain virtual light rays 408 
from face 404-3 onto face 404-4 and other similar reflections 
being accounted for have caused faces 404-3 and 404-4 to 
similarly be associated with more nuanced lighting infor 
mation than in the earlier example ( e.g. , depicted by way of 
different shading represented by different size and spacing of 
dots depicted in FIG . 6A in place of the completely black 
shading of FIG . 4A ) . 
[ 0064 ] FIG . 7 illustrates an exemplary lightmap 700 for 
object 402 represented by the 3D model as illuminated by 
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the multiple light sources in FIGS . 6A and 6B ( e.g. , light 
source 406 , wall object 602 , etc. ) . Similar to lightmap 500 
described above , lightmap 700 is shown to be implemented 
as a two - dimensional image upon which each surface point 
of each face 404 of object 402 is given a lighting value . 
Because direct and indirect light sources are accounted for 
in this example , however , each surface point of each face 
404 is shown in FIG . 7 to be black , white , or various shades 
of gray ( indicated by different patterns of differently - sized 
dots ) . Specifically , as with lightmap 500 , all surface points 
of lightmap 700 associated with faces 404-1 , 404-5 , and 
404-6 are still white as a result of virtual light rays 408 
received directly from direct light source 406. However , in 
contrast to the black surface points for faces 404-2 , 404-4 , 
404-7 , and 404-8 in lightmap 500 , lightmap 700 shows that 
only face 404-8 ( which will be understood to be facing down 
into the ground so as to block all light ) is completely black , 
while each of faces 404-2 , 404-4 , 404-7 , and the shaded part 
of face 404-3 , are different shades of gray representing how 
much light is reflected to each surface from indirect light 
sources ( e.g. , objects in the room such as wall object 602 , 
other faces of object 402 , or other objects not explicitly 
shown in FIGS . 6A and 6B ) . 
[ 0065 ] Various advantages may arise from accounting for 
secondary , indirect light sources in dynamic lightmap 700 in 
the ways described above . As one example , shading and 
shadows are made to look extremely realistic due to the fact 
that virtual light rays are simulated and modeled propagating 
through a scene rather than inaccurate shortcuts being taken . 
Another exemplary benefit is that dynamic lightmaps such 
as dynamic lightmap 700 may serve as irradiance caches to 
perform temporal convergence of the rendering equation . If 
lighting data is maintained for each surface point in the 
scene ( e.g. , in an overall set of dynamic lightmaps including 
dynamic lightmap 700 and other dynamic lightmaps for 
other objects in the scene ) , system 100 has no need to trace 
virtual light rays for multiple bounces on multiple objects 
because , as soon as a virtual light ray is traced from one 
surface point to another surface point for which lighting data 
is maintained , the second surface point may be treated as an 
indirect light source , thereby caching the irradiance associ 
ated with that point . As a result , even without increasing ray 
sample counts to explicitly account for multiple bounces , the 
lighting data for the whole scene will become progressively 
better for each dynamic lightmap generated and updated as 
a frame sequence of lightmaps progresses . By allowing 
dynamic lightmaps to serve as irradiance caches in this way , 
system 100 may avoid having to perform raytracing of 
multiple reflections even while the dynamic lightmaps being 
maintained become progressively more accurate from frame 
to frame . 
[ 0066 ] Returning to FIG . 3 , operation 302-2 may include 
raytracing operations such as described above to generate 
and / or update lightmaps like lightmaps 500 and 700. As 
mentioned , in some examples , lightmaps such as lightmaps 
500 and 700 may be continuously updated ( e.g. , frame by 
frame ) as dynamic lightmaps . Specifically , for example , 
system 100 may generate a dynamic lightmap for a first 
rendered frame associated with a particular scene geometry . 
The first rendered frame may be included within a rendered 
frame sequence that further includes a plurality of additional 
rendered frames associated with additional scene geometries 
in which the object and the light source are in different 
locations within the 3D scene . System 100 may then con 

tinuously update , for each of the additional rendered frames 
in the plurality of additional rendered frames included 
within the rendered frame sequence , the dynamic lightmap 
to correspond to the additional scene geometries in which 
the object and the light source are in the different locations 
within the 3D scene . 
[ 0067 ] To illustrate , FIG . 3 shows that , as this dynamic 
lightmap is generated and continuously updated as a 
dynamic lightmap , communication 306-3 ( “ Lightmap 
Frame Sequence ” ) may be transmitted from system 100 to 
media player device 206. For example , the dynamic light 
map of communication 306-3 may be provided by system 
100 to media player device 206 by streaming an encoded 
video stream representative of a lightmap frame sequence 
that includes a sequence of lightmap frames each depicting 
the dynamic lightmap as generated or updated for a respec 
tive time during a time period throughout which the 3D 
scene is presented by media player device 206. To achieve 
this , any video encoding and / or streaming technologies may 
be employed as may serve a particular implementation . 
[ 0068 ] To illustrate , FIG . 8 shows an exemplary lightmap 
frame sequence with a corresponding rendered frame 
sequence along a timeline for a 3D scene being presented to 
user 208 by media player device 206. Specifically , a plurality 
of lightmap frames 802-1 through 802-6 ( individually 
referred to herein as lightmap frames 802 and collectively 
referred to herein as lightmap frame sequence 802 ) are 
shown along the timeline to correspond to respective ren 
dered frames 804-1 through 804-4 ( e.g. , rendered frame 
804-1 corresponding to lightmap frame 802-1 , rendered 
frame 804-2 corresponding to lightmap frame 802-2 , etc. ) . It 
will be understood that rendered frames corresponding with 
lightmap frames 802-5 and 802-6 have not yet been gener 
ated at the " Current Time ” on the timeline , and are thus not 
shown in FIG . 8 . 
[ 0069 ] As shown in FIG . 8 , dotted lines indicate which 
lightmap frames 802 correspond with which rendered 
frames 804. For example , each rendered frame 804 will be 
understood to be generated based on an application of the 
lightmap frame 802 to which the rendered frame 804 is 
connected . While each lightmap frame 802 is shown to be 
connected to exactly one corresponding rendered frame 804 
in FIG . 8 , it will be understood that this relationship may not 
always be one - to - one as FIG . 8 depicts . For example , if 
bandwidth limitations or other factors limit the number of 
lightmap frames 802 that are provided to media player 
device 206 to be fewer than the number of rendered frames 
804 being generated , a single lightmap frame 802 may serve 
multiple rendered frames 804. In certain such examples , 
rather than using the same lightmap frame 802 on multiple 
rendered frames 804 , media player device 206 may inter 
polate between two consecutive lightmap frames 802 to 
generate an intermediate or interpolated lightmap frame 802 
that can be applied to one or more rendered frames 804. In 
any of these ways , many or all of the benefits of bifurcating 
graphics rendering described herein may be achieved ( at 
least to some degree ) while allowing great flexibility in the 
amount of real - time processing performed by system 100 , 
the amount of data transmitted over the communication link 
between system 100 and media player device 206 , and so 
forth . 
[ 0070 ] System 100 and media player device 206 may 
coordinate with one another to correlate lightmap frames 
802 and rendered frames 804 in any suitable manner . For 
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example , in certain implementations in which media player 
device 206 is configured to present the 3D scene in the 
sequence of rendered frames 804 that are each associated 
with different respective times during a time period through 
out which the 3D scene is presented , system 100 may be 
configured , as part of providing the dynamic lightmap , to 
provide metadata with each dynamic lightmap frame 802 . 
For example , as shown in FIG . 8 , the metadata provided in 
each lightmap frame 802 may be indicative of a timestamp 
for the dynamic lightmap ( e.g. , “ Time = 1001 , " 
“ Time = 1002 , ” etc. ) . Rendered frames 804 may each also be 
associated with a particular timestamp and media player 
device 206 may be configured to apply a particular lightmap 
frame 802 that is received from system 100 to a 3D model 
being rendered in a particular rendered frame 804 based on 
the respective timestamps . For example , as shown , lightmap 
frame 802-1 may be applied to one or more 3D models 
rendered in rendered frame 804-1 because both of these 
frames include timestamps indicative of the same time ( i.e. , 
“ Time = 1001 ” ) . 
[ 0071 ] It will be understood that each rendered frame 
804-1 in FIG . 8 may be representative of a rendered image 
depicting a particular scene geometry of the 3D scene ( e.g. , 
a scene geometry associated with the particular moment in 
time indicated in the timestamp ) from a viewpoint selected 
by user 208. Accordingly , if there are multiple objects visible 
to user 208 from the selected viewpoint , each rendered 
frame 804 may depict multiple objects that are associated 
with different dynamic lightmaps ( e.g. , a first lightmap such 
as lightmap 700 associated with object 402 , a second light 
map associated with wall object 602 , a third lightmap 
associated with the ground , etc. ) . Accordingly , in some 
implementations , each rendered frame 804 may actually be 
understood to correspond to more than one lightmap frame 
802 ( not explicitly shown ) . For example , rendered frame 
804-1 could correspond to multiple separate lightmap 
frames 802-1 with the same timestamp ( e.g. , one for object 
402 , one for wall object 602 , one for the ground object , etc. ) . 
[ 0072 ] In other implementations , each lightmap frame 802 
may represent dynamic lightmaps for a plurality of different 
objects . For example , a plurality of lightmaps associated 
with a plurality of objects may all be arranged ( e.g. , tiled ) 
together onto a single lightmap frame . More specifically , 
system 100 may tile , within each lightmap frame 802 , a 
dynamic lightmap for object 402 and an additional dynamic 
lightmap for an additional object ( e.g. , wall object 602 ) 
represented by an additional 3D model and included within 
the 3D scene . System 100 may thus provide this lightmap 
frame 802 to media player device 206 , and , upon receiving 
the lightmap frame 802 , media player device 206 may 
extract , as part of the presenting of the 3D scene to user 208 , 
the dynamic lightmap and the additional dynamic lightmap 
from the tiled lightmap frame 802 prior to performing the 
rendering that includes the applying of the dynamic light 
maps to the respective 3D models . 
[ 0073 ] As mentioned above , a primary benefit for bifur 
cating the rendering of lightmaps to MEC server 202 is that 
the computationally - intensive raytracing processing needed 
to perform frame - by - frame dynamic lightmaps for each of 
the objects in a 3D scene may only be performed by a 
computer , such as MEC server 202 , that includes significant 
graphics processing resources ( i.e. , more resources than may 
be available to media player device 206 alone ) . However , 
another significant benefit of bifurcating the rendering in this 

way relates to how important different aspects of rendering 
are to the continuity of experience of user 208. Certain 
rendering aspects such as rendering the geometry ( e.g. , 
drawing each object ) from the perspective of user 208 may 
be crucial to the continuity sensed by user 208 as user 208 
experiences the content . For example , if any amount of 
frame stuttering , dropped frames , or inaccurately rendered 
geometry occurs , user 208 may perceive this as a distracting 
glitch in the content . In some cases , such glitching could 
interfere with fast - paced gameplay , cause a user to experi 
ence extended reality motion sickness , or result in other 
negative consequences . Such consequences do not neces 
sarily result , however , from glitches in other aspects of 
rendering ( e.g. , lightmap rendering ) if the geometry of a 
scene is consistently rendered at a steady frame rate from the 
user's point of view . 
[ 0074 ] Specifically , for example , if lightmaps associated 
with one rendered frame 804 are used for several consecu 
tive rendered frames 804 ( e.g. , rather than each rendered 
frame 804 using updated , unique lightmaps ) , user 208 may 
not notice or perceive the slight lighting inaccuracy this 
would cause . Alternatively , user 208 may perceive the 
change but may not be adversely affected by it ( e.g. , 
experiencing motion sickness , having gameplay interfered 
with , etc. ) . Accordingly , lightmap generation is an ideal 
rendering task to outsource from media player device 206 to 
system 100 on MEC server 202 because , even if temporary 
connectivity issues arise with communication link 204 that 
cause a few lightmap frames 802 to not arrive in time to be 
applied to corresponding rendered frames 804 ( e.g. , until the 
connectivity issues are resolved ) , media player device 206 
may continue to employ previous lightmap frames 802 that 
have been received , and user 208 is unlikely to perceive or 
be adversely affected while experiencing the 3D scene . 
[ 0075 ] Additionally or alternatively , as shown in FIG . 8 , 
system 100 may have sufficient data to generate and provide 
lightmap frames 802 for at least a few frames ahead of a 
current time for which rendered frames 804 are being 
rendered and presented by media player device 206. For 
example , the providing of the dynamic lightmaps in light 
map frames 802 may include providing one or more pre 
dicted updates to the dynamic lightmaps for one or more 
future times during the time period . Specifically , as shown , 
the future times are later than a current time associated with 
a rendered frame being rendered and / or presented by media 
player device 206 as the one or more predicted updates are 
provided ( e.g. , rendered frame 802-4 ) . To illustrate , FIG . 8 
shows that lightmap frame 802-4 is fully generated and 
provided to media player device 206 even while rendered 
frame 804-4 ( the frame being rendered at the current time ) 
is still being rendered . Additionally , lightmap frames 802-5 
and 802-6 are shown to have also already been provided by 
system 100 before media player device 206 has even begun 
rendering frames for times 1005 and 1006 ( i.e. , frames that 
would be labeled as rendered frames 804-5 and 804-6 if they 
were shown in FIG . 8 ) . 
[ 0076 ] Returning to FIG . 3 , once media player device 206 
receives communication 306-3 from system 100 with light 
map frame sequence 802 , performance 300 shows that 
media player device 206 may be configured to perform 
operations 304-1 ( “ Render Images ” ) and 304-2 ( “ Apply 
Dynamic Lightmap ” ) based on the received lightmap frame 
sequence . It will be understood that , in certain implemen 
tations , communications 306 may be ongoing , streaming 
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communications and operations 302 and 304 may be per 
formed concurrently and in real time as data is exchanged in 
these data streams . 
[ 0077 ] Operation 304-1 may be performed in any suitable 
way . For example , for each rendered frame 804 generated by 
media player device 206 , polygons ( e.g. , triangles , etc. ) 
associated with 3D models of various objects in the 3D 
scene may be drawn in an image that is to represent the 3D 
scene from a particular viewpoint selected by user 208 . 
Texture may be applied to each polygon based on a texture 
map . Thereafter , operation 304-2 may be performed ( e.g. , as 
part of the rendering of the image in operation 304-1 ) to 
apply lighting data represented in the dynamic lightmap 
received from system 100. As this rendering is performed , it 
will be understood that media player device 206 may 
perform any conventional data and graphics processing tasks 
( e.g. , decoding video received from system 100 , rendering 
meshes and textures , etc. ) as may serve a particular imple 
mentation . However , because an updated , highly - accurate 
( e.g. , raytraced ) dynamic lightmap is available for use in 
applying lighting data to the rendering , the image generated 
by media player device 206 may appear significantly more 
realistic than would conventionally rendered images ren 
dered by applying non - dynamic and / or non - raytraced light 
maps . 
[ 0078 ] In certain examples , the bifurcated rendering of 
dynamic lightmaps and rendered images performed , respec 
tively , by system 100 and media player device 206 may be 
associated with the same level of detail . That is , in these 
examples , the level of detail to which dynamic lightmaps are 
rendered by system 100 may be the same as the level of 
detail for which polygons are rendered in rendered frames 
by media player device 206 . 
[ 0079 ] In other examples , however , the level of detail 
rendered by system 100 and media player device 206 may 
not necessarily be the same . For example , dynamic light 
maps generated or updated by system 100 based on raytrac 
ing may be generated or updated at a first level of detail , 
while images rendered by media player device 206 may 
include renderings of 3D model at a second level of detail 
that is lower than the first level of detail . As a result , the 
rendering of the images may include applying the dynamic 
lightmap generated or updated at the first level of detail to 
the 3D model rendered at the second level of detail that is 
lower than the first level of detail . As will be described 
below , this may provide various benefits because heavy 
computations performed by system 100 on MEC server 202 
may be leveraged to provide a rich level of detail to be 
enjoyed by the user without media player device 206 ( which , 
as described above , may lack the wealth of resources of 
MEC server 202 ) being required to perform such intensive 
computation to achieve the high level of detail . 
[ 0080 ] To illustrate , FIGS . 9A - 9E illustrate exemplary 
aspects of lightmaps being generated and images being 
rendered at different levels of detail . Specifically , as shown 
in FIG . 9A , an object 902 ( or a portion of such an object ) 
having a relatively intricate , bumpy texture is illuminated by 
a direct light source 904 that shines virtual light rays 906 to 
cause the pattern of light and shadow shown in FIG . 9A . 
FIG . 9B illustrates a lightmap 908 that accounts individually 
for each polygon that is to be applied by media player device 
206 if media player device 206 renders object 902 at a 
relatively high level of detail . For example , as shown in FIG . 
9C , media player device 206 may individually render each 

and every polygon 910 of object 902 implemented as 
triangles in this example ) and may use lightmap 908 to apply 
corresponding lighting data to each of these polygons 910 . 
[ 0081 ] FIGS . 9D and 9E , however , show an alternative 
approach that may result in a lighter computing load for 
media player device 206. In this example , system 100 may 
provide a lightmap 912 that , like lightmap 908 , accounts for 
all of the lighting information at a high level of detail . 
However , unlike lightmap 908 , lightmap 912 is configured 
to be applied to a single polygon 914 implemented as a 
rectangle in this example , as shown in FIG . 9E ) that is 
rendered at a different ( i.e. , lower ) level of detail than 
lightmap 912. By applying lightmap 912 to polygon 914 , 
rather than applying lightmap 908 to the large number of 
polygons 910 , media player device 206 may conserve sig 
nificant processing power while , at least in certain contexts , 
still rendering an image of object 902 that appears to have 
all the high level of detail intact ( e.g. , so as to be indistin 
guishable to the user from an image rendered using matched 
levels of detail as illustrated in FIGS . 9B and 9C ) . 
[ 0082 ] The respective levels of detail at which dynamic 
lightmaps and images are generated , updated , or otherwise 
rendered may be defined based on any suitable factors as 
may serve a particular implementation . For example , the 
level of detail at which lightmap 912 is generated may be 
based on a size of object 902 as presented within the 3D 
scene , based on a proximity ( within the 3D scene ) of a 
location of object 902 to a location associated with the 
viewpoint selected by the user , or the like . Accordingly , in 
contexts where the user may be unable to fully appreciate a 
high level of detail ( e.g. , because object 902 is too small or 
far away from the user's selected viewpoint ) , processing 
resources may be preserved by not generating even the 
dynamic lightmap at an unnecessarily high level of detail . 
[ 0083 ] Another advantage of being able to generate and 
provide lightmaps at different levels of detail ( besides the 
processing resources potentially saved by system 100 and 
media player device 206 ) is that lightmaps associated with 
different levels of detail may be streamed at different times 
based on factors including that status of the connectivity 
between system 100 and media player device 206. For 
example , while media player device 206 continues to use the 
same rendering ( e.g. , polygon 914 in FIG . 9E ) , system 100 
may provide different versions of lightmap 912 that have 
different amounts of detail shown . For example , when the 
viewpoint moves away from object 902 , system 100 may 
switch from providing a higher level of detail version to a 
lower level of detail version of lightmap 912. As another 
example , as the connectivity between system 100 and media 
player device 206 improves or degrades ( e.g. , based on 
network conditions ) , different versions of lightmap 912 
associated with different levels of detail may be automati 
cally provided in a manner analogous to a variable bit rate 
streaming scheme . 
[ 0084 ] As described above , systems and methods 
described herein may facilitate the real - time rendering of 
high - quality graphics in various types of applications and 
use cases . Certain special considerations may be made , 
however , for some of the applications and use cases that 
have been described . For example , an augmented or mixed 
reality use case will be considered in which it is desirable for 
a virtual object ( e.g. , an augmentation ) to be integrated into 
an image of the real - world environment in which the user is 
located . In conventional augmented reality implementations , 
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virtual objects are overlaid onto an image of the real - world 
environment as if the virtual objects are actually located in 
the real - world environment , but the real - world lighting of 
the real - world environment is not accounted for ( or at least 
is not fully accounted for by means of raytracing and so 
forth ) . In order to make a virtual object placed in a real 
world environment appear as realistic as possible , a light 
map management system implemented by a MEC server 
( e.g. , such as system 100 implemented by MEC server 202 ) 
may perform any of the following operations to account for 
the real - world lighting of the environment . 
[ 0085 ] First , the lightmap management system may access 
graphics data representative of a 3D model of an object that 
is to be added , within an extended reality representation 
( e.g. , an augmented reality representation , a mixed reality 
representation , a virtual reality representation , etc. ) of a 
real - world environment , as a virtual augmentation to the 
real - world environment and that includes a surface point at 
a first location within the real - world environment . The 
lightmap management system may receive , from a light 
detection system located within the real - world environment , 
data indicative of a second location within the real - world 
environment . For example , the second location may repre 
sent a location from which a real - world light source ( e.g. , a 
real - world direct or indirect light source ) is to illuminate the 
surface point of the object when the object is added to the 
real - world environment . The lightmap management system 
may generate or update a dynamic lightmap for the object 
represented by the 3D model . For example , the lightmap 
management system may generate or update the dynamic 
lightmap based on raytracing of virtual light rays from the 
second location to the first location . The dynamic lightmap 
may be associated with a particular scene geometry in which 
the surface point of the object is at the first location and is 
illuminated by the real - world light source from the second 
location . 
[ 0086 ] In response to the generating or updating of the 
dynamic lightmap , the lightmap management system may 
provide the dynamic lightmap to a media player device 
communicatively coupled to the MEC server . The media 
player device may be located within the real - world envi 
ronment so as to present the extended reality representation 
of the real - world environment to a user of the media player 
device from a viewpoint of the media player device within 
the real - world environment . As part of the presenting of the 
extended reality representation of the real - world environ 
ment by the media player device , the media player device 
may render an image that depicts the particular scene 
geometry from the viewpoint of the media player device 
within the real - world environment ( e.g. , the viewpoint 
selected by the user based on where the user has moved the 
media player device within the environment ) . This rendering 
may include applying the dynamic lightmap to the 3D model 
to thereby make the lighting on the object account for the 
real - world lighting in the scene and to make that object 
appear to actually be included in the scene more convinc 
ingly . 
[ 0087 ] To illustrate , FIG . 10 shows an exemplary extended 
reality representation of a real - world environment presented 
by an exemplary media player device . Specifically , FIG . 10 
illustrates an exemplary media player device 1000 display 
ing an image 1002 depicting a particular scene geometry in 
which a real - world environment 1004 ( i.e. , the same real 
world environment in which media player device 1000 is 

located together with a user of media player device 1000 
who is not shown in FIG . 10 ) includes a real - world light 
fixture 1006 shining light rays 1008 to a location at which 
object 402 is to be integrated as an augmentation or virtual 
object within real - world environment 1004 . 
[ 0088 ] As further shown in FIG . 10 , a light detection 
system 1010 is also located within real - world environment 
1004. Light detection system 1010 may be implemented as 
any suitable type of sensor configured to identify where 
real - world light originates within real - world environment 
1004 and to provide data indicative of the locations of light 
sources to media player device 1000 and / or the lightmap 
management system ( not shown in FIG . 10 ) . Accordingly , 
light detection system 1010 will be understood to be com 
municatively coupled , directly or indirectly to either or both 
of media player device 1000 and the MEC server hosting the 
lightmap management system . In some examples , light 
detection system 1010 may be integrated with media player 
device 1000. For example , light detection system 1010 may 
be implemented using a camera built into media player 
device 1000 . 
[ 0089 ] The lightmap management system coupled to 
media player device 1000 may access data associated with 
the location of real - world light source 1006 , as well as a 
location where object 402 is to be inserted as an augmen 
tation . As a result , the lightmap management system may 
generate and / or update a dynamic lightmap for object 402 
based on the data from light detection system 1010 in any of 
the ways described herein . Once the lightmap management 
system provides this dynamic lightmap to media player 
device 1000 ( e.g. , as a lightmap frame sequence or using any 
of the techniques described herein ) , media player device 
1000 may apply the dynamic lightmap to the 3D model and 
render object 402 at the appropriate location in a manner that 
makes it appear ( as shown ) as though real - world light source 
1006 and light rays 1008 are interacting with ( e.g. , casting 
shadows , shading , etc. ) on object 402 . 
[ 0090 ] FIG . 11 illustrates an exemplary method 1100 for 
bifurcating graphics rendering between a media player 
device and a multi - access edge compute server . While FIG . 
11 illustrates exemplary operations according to one 
embodiment , other embodiments may omit , add to , reorder , 
and / or modify any of the operations shown in FIG . 11. One 
or more of the operations shown in FIG . 11 may be per 
formed by system 100 , any components included therein , 
and / or any implementation thereof . 
[ 0091 ] In operation 1102 , a lightmap management system 
implemented by a MEC server may access graphics data 
representative of a 3D model of an object located within a 
3D scene and including a surface point at a first location 
within the 3D scene . Operation 1102 may be performed in 
any of the ways described herein . 
[ 0092 ] In operation 1104 , the lightmap management sys 
tem may identify by a second location within the 3D scene . 
The second location identified may be the location from 
which a light source illuminates the object within the 3D 
scene . Operation 1104 may be performed in any of the ways 
described herein . 
[ 0093 ] In operation 1106 , the lightmap management sys 
tem may generate or update a dynamic lightmap for the 
object represented by the 3D model . For example , the 
dynamic lightmap may be generated or updated based on 
raytracing of virtual light rays from the second location to 
the first location such that the dynamic lightmap is associ 
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ated with a particular scene geometry in which the surface 
point is at the first location and is illuminated by the light 
source from the second location . Operation 1106 may be 
performed in any of the ways described herein . 
[ 0094 ] In operation 1108 , the lightmap management sys 
tem may provide the dynamic lightmap to a media player 
device communicatively coupled to the MEC server . For 
example , the lightmap management system may provide the 
dynamic lightmap in response to the generating or updating 
of the dynamic lightmap in operation 1106. The media 
player device to which the dynamic lightmap is provided 
may be configured to present the 3D scene to a user of the 
media player device from a viewpoint selected by the user . 
For instance , the media player device may present the 3D 
scene by performing operations including rendering an 
image that depicts the particular scene geometry from the 
selected viewpoint . In certain examples , such rendering may 
involve applying the dynamic lightmap to the 3D model . 
Operation 1108 may be performed in any of the ways 
described herein . 
[ 0095 ] FIG . 12 illustrates an exemplary method 1200 for 
bifurcating graphics rendering between a media player 
device and a multi - access edge compute server . While FIG . 
12 illustrates exemplary operations according to one 
embodiment , other embodiments may omit , add to , reorder , 
and / or modify any of the operations shown in FIG . 12. One 
or more of the operations shown in FIG . 12 may be 
performed by system 100 , any components included therein , 
and / or any implementation thereof . 
[ 0096 ] In operation 1202 , a lightmap management system 
implemented by a MEC server may access graphics data 
representative of a 3D model of an object that is to be added , 
within an extended reality representation of a real - world 
environment , as a virtual augmentation to the real - world 
environment and that includes a surface point at a first 
location within the real - world environment . Operation 1202 
may be performed in any of the ways described herein . 
[ 0097 ] In operation 1204 , the lightmap management sys 
tem may receive data from a light detection system located 
within the real - world environment . For example , the data 
received from the light detection system may be indicative 
of a second location within the real - world environment . The 
second location may be the location from which a real - world 
light source is to illuminate the object when the surface point 
is added to the real - world environment . Operation 1204 may 
be performed in any of the ways described herein . 
[ 0098 ] In operation 1206 , the lightmap management sys 
tem may generate or update a dynamic lightmap for the 
object represented by the 3D model . In some examples , the 
generating or updating of the dynamic lightmap may be 
performed based on raytracing of virtual light rays from the 
second location to the first location . As such , the dynamic 
lightmap may be associated with a particular scene geometry 
in which the surface point is at the first location and is 
illuminated by the real - world light source from the second 
location . Operation 1206 may be performed in any of the 
ways described herein . 
[ 0099 ] In operation 1208 , the lightmap management sys 
tem may provide the dynamic lightmap to a media player 
device communicatively coupled to the MEC server . For 
example , the lightmap management system may provide the 
dynamic lightmap in response to the generating or updating 
or the dynamic lightmap in operation 1206. The media 
player device to which the dynamic lightmap is provided 

may be located within the real - world environment and 
configured to present the extended reality representation of 
the real - world environment to a user of the media player 
device from a viewpoint of the media player device within 
the real - world environment . For instance , the media player 
device may present the extended reality representation of the 
real - world environment by performing operations including 
rendering an image that depicts the particular scene geom 
etry from the viewpoint of the media player device within 
the real - world environment . In certain examples , such ren 
dering may involve applying the dynamic lightmap to the 
3D model . Operation 1208 may be performed in any of the 
ways described herein . 
[ 0100 ] In certain embodiments , one or more of the sys 
tems , components , and / or processes described herein may be 
implemented and / or performed by one or more appropriately 
configured computing devices . To this end , one or more of 
the systems and / or components described above may 
include or be implemented by any computer hardware 
and / or computer - implemented instructions ( e.g. , software ) 
embodied on at least one non - transitory computer - readable 
medium configured to perform one or more of the processes 
described herein . In particular , system components may be 
implemented on one physical computing device or may be 
implemented on more than one physical computing device . 
Accordingly , system components may include any number 
of computing devices , and may employ any of a number of 
computer operating systems . 
[ 0101 ] In certain embodiments , one or more of the pro 
cesses described herein may be implemented at least in part 
as instructions embodied in a non - transitory computer 
readable medium and executable by one or more computing 
devices . In general , a processor ( e.g. , a microprocessor ) 
receives instructions , from a non - transitory computer - read 
able medium , ( e.g. , a memory , etc. ) , and executes those 
instructions , thereby performing one or more processes , 
including one or more of the processes described herein . 
Such instructions may be stored and / or transmitted using 
any of a variety of known computer - readable media . 
[ 0102 ] A computer - readable medium ( also referred to as a 
processor - readable medium ) includes any non - transitory 
medium that participates in providing data ( e.g. , instruc 
tions ) that may be read by a computer ( e.g. , by a processor 
of a computer ) . Such a medium may take many forms , 
including , but not limited to , non - volatile media , and / or 
volatile media . Non - volatile media may include , for 
example , optical or magnetic disks and other persistent 
memory . Volatile media may include , for example , dynamic 
random access memory ( “ DRAM ” ) , which typically consti 
tutes a main memory . Common forms of computer - readable 
media include , for example , a disk , hard disk , magnetic tape , 
any other magnetic medium , a compact disc read - only 
memory ( “ CD - ROM ” ) , a digital video disc ( “ DVD ” ) , any 
other optical medium , random access memory ( “ RAM ” ) , 
programmable read - only memory ( " PROM " ) , electrically 
erasable programmable read - only memory ( “ EPROM ” ) , 
FLASH - EEPROM , any other memory chip or cartridge , or 
any other tangible medium from which a computer can read . 
[ 0103 ] FIG . 13 illustrates an exemplary computing device 
1300 that may be specifically configured to perform one or 
more of the processes described herein . For example , com 
puting device 1300 may implement a lightmap management 
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system such as system 100 , a device such as media player 
device 206 , or any other computing devices described 
herein . 
[ 0104 ] As shown in FIG . 13 , computing device 1300 may 
include a communication interface 1302 , a processor 1304 , 
a storage device 1306 , and an input / output ( “ I / O ” ) module 
1308 communicatively connected via a communication 
infrastructure 1310. While an exemplary computing device 
1300 is shown in FIG . 13 , the components illustrated in FIG . 
13 are not intended to be limiting . Additional or alternative 
components may be used in other embodiments . Compo 
nents of computing device 1300 shown in FIG . 13 will now 
be described in additional detail . 
[ 0105 ] Communication interface 1302 may be configured 
to communicate with one or more computing devices . 
Examples of communication interface 1302 include , without 
limitation , a wired network interface ( such as a network 
interface card ) , a wireless network interface ( such as a 
wireless network interface card ) , a modem , an audio / video 
connection , and any other suitable interface . 
[ 0106 ] Processor 1304 generally represents any type or 
form of processing unit capable of processing data or 
interpreting , executing , and / or directing execution of one or 
more of the instructions , processes , and / or operations 
described herein . Processor 1304 may direct execution of 
operations in accordance with one or more applications 1312 
or other computer - executable instructions such as may be 
stored in storage device 1306 or another computer - readable 
medium . 
[ 0107 ] Storage device 1306 may include one or more data 
storage media , devices , or configurations and may employ 
any type , form , and combination of data storage media 
and / or device . For example , storage device 1306 may 
include , but is not limited to , a hard drive , network drive , 
flash drive , magnetic disc , optical disc , RAM , dynamic 
RAM , other non - volatile and / or volatile data storage units , 
or a combination or sub - combination thereof . Electronic 
data , including data described herein , may be temporarily 
and / or permanently stored in storage device 1306. For 
example , data representative of one or more executable 
applications 1312 configured to direct processor 1304 to 
perform any of the operations described herein may be 
stored within storage device 1306. In some examples , data 
may be arranged in one or more databases residing within 
storage device 1306 . 
[ 0108 ] I / O module 1308 may include one or more I / O 
modules configured to receive user input and provide user 
output . One or more I / O modules may be used to receive 
input for a single virtual experience . I / O module 1308 may 
include any hardware , firmware , software , or combination 
thereof supportive of input and output capabilities . For 
example , I / O module 1308 may include hardware and / or 
software for capturing user input , including , but not limited 
to , a keyboard or keypad , a touchscreen component ( e.g. , 
touchscreen display ) , a receiver ( e.g. , an RF or infrared 
receiver ) , motion sensors , and / or one or more input buttons . 
[ 0109 ] I / O module 1308 may include one or more devices 
for presenting output to a user , including , but not limited to , 
a graphics engine , a display ( e.g. , a display screen ) , one or 
more output drivers ( e.g. , display drivers ) , one or more 
audio speakers , and one or more audio drivers . In certain 
embodiments , I / O module 1308 is configured to provide 
graphical data to a display for presentation to a user . The 
graphical data may be representative of one or more graphi 

cal user interfaces and / or any other graphical content as may 
serve a particular implementation . 
[ 0110 ] In some examples , any of the facilities described 
herein may be implemented by or within one or more 
components of computing device 1300. For example , one or 
more applications 1312 residing within storage device 1306 
may be configured to direct processor 1304 to perform one 
or more processes or functions associated with processing 
facility 104 of system 100. Likewise , storage facility 102 of 
system 100 may be implemented by or within storage device 
1306 . 
[ 0111 ] To the extent the aforementioned embodiments 
collect , store , and / or employ personal information provided 
by individuals , it should be understood that such information 
shall be used in accordance with all applicable laws con 
cerning protection of personal information . Additionally , the 
collection , storage , and use of such information may be 
subject to consent of the individual to such activity , for 
example , through well known " opt - in ” or “ opt - out ” pro 
cesses as may be appropriate for the situation and type of 
information . Storage and use of personal information may 
be in an appropriately secure manner reflective of the type 
of information , for example , through various encryption and 
anonymization techniques for particularly sensitive infor 
mation . 
[ 0112 ] In the preceding description , various exemplary 
embodiments have been described with reference to the 
accompanying drawings . It will , however , be evident that 
various modifications and changes may be made thereto , and 
additional embodiments may be implemented , without 
departing from the scope of the invention as set forth in the 
claims that follow . For example , certain features of one 
embodiment described herein may be combined with or 
substituted for features of another embodiment described 
herein . The description and drawings are accordingly to be 
regarded in an illustrative rather than a restrictive sense . 
What is claimed is : 
1. A method comprising : 
identifying a viewpoint within a 3D scene , the viewpoint 

selected by a user of a media player device presenting 
the 3D scene to the user ; 

receiving a dynamic lightmap for an object represented by 
a 3D model in the 3D scene , the dynamic lightmap 
generated or updated at a first level of detail determined 
based on the identified viewpoint ; and 

rendering an image for presentation to the user from the 
identified viewpoint , the rendering of the image includ 
ing : 
rendering the 3D model at a second level of detail that 

is lower than the first level of detail , and 
applying the dynamic lightmap generated or updated at 

the first level of detail to the 3D model rendered at 
the second level of detail . 

2. The method of claim 1 , wherein the first level of detail 
at which the dynamic lightmap is generated or updated is 
further determined based on a size of the object as presented 
within the 3D scene . 

3. The method of claim 1 , wherein the first level of detail 
at which the dynamic lightmap is generated or updated is 
determined based on the identified viewpoint by being 
determined based on a proximity , within the 3D scene , of a 
location of the object to a location associated with the 
identified viewpoint . 
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4. The method of claim 1 , wherein : 
the dynamic lightmap is associated with a particular scene 

geometry for the 3D model of the object in the 3D 
scene ; 

within the particular scene geometry , a surface point 
included on the 3D model is located at a first location 
within the 3D scene and is illuminated by a light source 
located at a second location within the 3D scene ; and 

the dynamic lightmap is generated or updated based on 
raytracing of virtual light rays from the second location 
to the first location . 

5. The method of claim 4 , wherein the light source that 
illuminates the surface point within the 3D scene is a direct 
light source generating the virtual light rays that are trace 
able , via the raytracing , from the direct light source imme 
diately to the surface point . 

6. The method of claim 4 , wherein the light source that 
illuminates the surface point within the 3D scene is an 
indirect light source reflecting the virtual light rays gener 
ated by a direct light source or reflecting from an additional 
indirect light source , the virtual light rays traceable , via the 
raytracing , from the indirect light source to the surface point . 

7. The method of claim 1 , wherein : 
when received , the dynamic lightmap for the object is 

included within a tiled lightmap frame together with an 
additional dynamic lightmap for an additional object 
represented by an additional 3D model in the 3D scene ; 
and 

the method further comprises extracting the dynamic 
lightmap and the additional dynamic lightmap from the 
tiled lightmap frame prior to the rendering of the image 
for presentation to the user . 

8. The method of claim 1 , wherein the receiving of the 
dynamic lightmap includes : 

receiving an encoded video stream representative of a 
lightmap frame sequence that includes a sequence of 
lightmap frames each depicting the dynamic lightmap 
as generated or updated for a respective time during a 
time period throughout which the 3D scene is presented 
by the media player device ; and 

decoding the encoded video stream to extract the lightmap 
frame sequence and the dynamic lightmap for each of 
the respective times during the time period . 

9. The method of claim 8 , further comprising : 
receiving , together with the sequence of lightmap frames 

for each of the respective times during the time period , 
metadata indicative of a respective timestamp for each 
of the respective times during the time period ; and 

rendering , based on the metadata and the sequence of 
lightmap frames , a sequence of images for presentation 
to the user during the time period , the sequence of 
images including the image and the rendering of the 
sequence of images including the rendering of the 
image . 

10. A system comprising : 
a memory storing instructions ; and 
a processor communicatively coupled to the memory and 

configured to execute the instructions to : 
identify a viewpoint within a 3D scene , the viewpoint 

selected by a user of a media player device present 
ing the 3D scene to the user ; 

receive a dynamic lightmap for an object represented 
by a 3D model in the 3D scene , the dynamic light 

map generated or updated at a first level of detail 
determined based on the identified viewpoint ; and 

render an image for presentation to the user from the 
identified viewpoint , wherein the processor renders 
the image by performing operations including : 
rendering the 3D model at a second level of detail 

that is lower than the first level of detail , and 
applying the dynamic lightmap generated or updated 

at the first level of detail to the 3D model rendered 
at the second level of detail . 

11. The system of claim 10 , wherein the first level of 
detail at which the dynamic lightmap is generated or updated 
is further determined based on a size of the object as 
presented within the 3D scene . 

12. The system of claim 10 , wherein the first level of 
detail at which the dynamic lightmap is generated or updated 
is determined based on the identified viewpoint by being 
determined based on a proximity , within the 3D scene , of a 
location of the object to a location associated with the 
identified viewpoint . 

13. The system of claim 10 , wherein : 
the dynamic lightmap is associated with a particular scene 

geometry for the 3D model of the object in the 3D 
scene ; 

within the particular scene geometry , a surface point 
included on the 3D model is located at a first location 
within the 3D scene and is illuminated by a light source 
located at a second location within the 3D scene ; and 

the dynamic lightmap is generated or updated based on 
raytracing of virtual light rays from the second location 
to the first location . 

14. The system of claim 13 , wherein the light source that 
illuminates the surface point within the 3D scene is a direct 
light source generating the virtual light rays that are trace 
able , via the raytracing , from the direct light source imme 
diately to the surface point . 

15. The system of claim 13 , wherein the light source that 
illuminates the surface point within the 3D scene is an 
indirect light source reflecting the virtual light rays gener 
ated by a direct light source or reflecting from an additional 
indirect light source , the virtual light rays traceable , via the 
raytracing , from the indirect light source to the surface point . 

16. The system of claim 10 , wherein : 
when received , the dynamic lightmap for the object is 

included within a tiled lightmap frame together with an 
additional dynamic lightmap for an additional object 
represented by an additional 3D model in the 3D scene ; 
and 

the processor is further configured to execute the instruc 
tions to extract the dynamic lightmap and the additional 
dynamic lightmap from the tiled lightmap frame prior 
to the rendering of the image for presentation to the 
user . 

17. The system of claim 10 , wherein the processor 
receives the dynamic lightmap by performing operations 
including : 

receiving an encoded video stream representative of a 
lightmap frame sequence that includes a sequence of 
lightmap frames each depicting the dynamic lightmap 
as generated or updated for a respective time during a 
time period throughout which the 3D scene is presented 
by the media player device ; and 
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decoding the encoded video stream to extract the lightmap 
frame sequence and the dynamic lightmap for each of 
the respective times during the time period . 

18. A non - transitory computer - readable medium storing 
instructions that , when executed , direct a processor of a 
computing device to : 

identify a viewpoint within a 3D scene , the viewpoint 
selected by a user of a media player device presenting 
the 3D scene to the user ; 

receive a dynamic lightmap for an object represented by 
a 3D model in the 3D scene , the dynamic lightmap 
generated or updated at a first level of detail determined 
based on the identified viewpoint ; and 

render an image for presentation to the user from the 
identified viewpoint , wherein the processor renders the 
image by performing operations including : 

rendering the 3D model at a second level of detail that 
is lower than the first level of detail , and 

applying the dynamic lightmap generated or updated at 
the first level of detail to the 3D model rendered at 
the second level of detail . 

19. The non - transitory computer - readable medium of 
claim 18 , wherein the first level of detail at which the 
dynamic lightmap is generated or updated is further deter 
mined based on a size of the object as presented within the 
3D scene . 

20. The non - transitory computer - readable medium of 
claim 19 , wherein the first level of detail at which the 
dynamic lightmap is generated or updated is determined 
based on the identified viewpoint by being determined based 
on a proximity , within the 3D scene , of a location of the 
object to a location associated with the identified viewpoint . 

* * * 


