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A function management device that manages, in a commu-
nication system including a plurality of pieces of customer
premises communication equipment and a server capable of
providing a function to the plurality of pieces of customer
premises communication equipment, the function provided
by the server, and includes a resource management unit
configured to collect resource information from the plurality
of pieces of customer premises communication equipment,
a network management unit configured to collect, from the
server, network band information of each of the functions,
the network band being between the plurality of pieces of
customer premises communication equipment and the
server, and a function processing unit configured to activate
a virtual machine on one of the plurality of pieces of
customer premises communication equipment on the basis
of the resource information and the network band informa-
tion to cause a first function selected on the basis of a band
occupancy ratio from among the functions provided by the
server to be executed.
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FUNCTION MANAGEMENT DEVICE,
FUNCTION MANAGEMENT METHOD, AND
COMMUNICATION SYSTEM

TECHNICAL FIELD

[0001] The present invention relates to a function man-
agement device, a function management method, and a
communication system.

BACKGROUND ART

[0002] Virtual customer premises equipment (CPE) which
aggregates functions of CPE deployed in a customer’s home
in a virtualized server has been considered. Introduction of
this virtual CPE in a server on a network (NW) side as part
of a carrier network along with an access switch or an edge
router of a carrier has been considered (see NPL 1 and NPL
2).

[0003] FIG. 1 is a diagram showing the concept of virtual
CPE. With respect to the virtual CPE, functions of a higher
layer such as the Dynamic Host Configuration Protocol
(DHCP), Network Address and Port Translation (NAPT),
and Firewall (FW) may be transferred to a network-side
server (hereinafter referred to as a virtual CPE server) from
the CPE, and these functions are implemented as applica-
tions on the virtual CPE server. In addition, virtualization
techniques can also be used at the virtual CPE server to add
a functional application needed for providing services in the
virtualized environment, enabling rapid and flexible addition
of functions and achieving a cost reduction. It is only
required that minimal functions such as a network connec-
tivity function may be implemented in CPE by using virtual
CPE, and as a result, a universal product such as a white box
switch or a single board computer can be used as CPE.

CITATION LIST

Non Patent Literature

[0004] NPL 1: NEC, vCPE virtualized Customer Premises
Equipment, Internet, URL <http://jpn.nec.com/tcs/vepe/in-
dex.html>, accessed Jan. 22, 2018

[0005] NPL 2: JUNIPER, Virtualized CPE—Juniper Net-
works, Internet, URL <https://www.juniper.net/jp/jp/solu-
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SUMMARY OF THE INVENTION

Technical Problem

[0006] If virtual CPE is used, the CPE needs to give a
request to a virtual CPE server for processing of functions
that are not implemented by the CPE, such as DHCP, NAPT,
or FW. However, if the CPE gives a request to the virtual
CPE server for mass processing or requests simultaneous
processing, a network band between the CPE and the virtual
CPE server is likely to be under pressure.

[0007] FIG. 2 is a diagram (part 1) showing a problem
occurring when virtual CPE is used. With respect to the CPE
of the related art that does not use virtual CPE, unauthorized
communication to a center base is blocked by the FW
function and filtering function of the CPE as shown in (A)
of FIG. 2. However, in a case in which a virtual CPE server
provides the FW function and filtering function, all com-
munication from user terminals is transmitted to the center
base as shown in (B) of FIG. 2. For example, in a case in
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which a user terminal performs mass transmission caused by
virus infection, the network bands are likely to be under
pressure and Internet communication is not likely to be
possible in the virtual CPE configuration of (B) of FIG. 2.
[0008] FIG. 3 is a diagram (part 2) showing a problem
occurring when virtual CPE is used. In CPE of the related art
that does not use virtual CPE, even if user terminals make
simultaneous calls due to a power failure or the like as
shown in (A) of FIG. 3, processing is performed on the CPE
side, and thus the network bands are not under pressure.
However, in a case in which the virtual CPE server provides
the functions, all communication from the user terminals is
transmitted to the center base as shown in (B) of FIG. 3. For
example, in the case in which the user terminals make
simultaneous calls due to a power failure or the like, network
bands are likely to be under pressure and Internet commu-
nication is not likely to be possible in the virtual CPE
configuration of (B) of FIG. 3.

[0009] The present invention aims to reduce or avoid
pressure on a network band between CPE and a virtual CPE
server caused by mass transmission or simultaneous calls
from user terminals in a virtual CPE configuration.

Means for Solving the Problem

[0010] A function management device according to an
embodiment of the present invention manages, in a com-
munication system including a plurality of pieces of cus-
tomer premises communication equipment and a server
capable of providing a function to the plurality of pieces of
customer premises communication equipment, the function
provided by the server, and includes,

[0011] a resource management unit configured to collect
resource information from the plurality of pieces of cus-
tomer premises communication equipment,

[0012] a network management unit configured to collect,
from the server, network band information of each of the
functions, the network band being between the plurality of
pieces of customer premises communication equipment and
the server, and

[0013] a function processing unit configured to activate a
virtual machine on one of the plurality of pieces of customer
premises communication equipment on the basis of the
resource information and the network band information and
to cause a first function to be executed, first function being
selected on the basis of a band occupancy ratio from among
the functions provided by the server.

[0014] A function management method according to an
embodiment of the present invention manages, in a com-
munication system including a plurality of pieces of cus-
tomer premises communication equipment and a server
capable of providing a function to the plurality of pieces of
customer premises communication equipment, the function
provided by the server, and includes,

[0015] collecting resource information from the plurality
of pieces of customer premises communication equipment,
[0016] collecting, from the server, network band informa-
tion of each of the functions, the network band being
between the plurality of pieces of customer premises com-
munication equipment and the server, and

[0017] activating a virtual machine on one of the plurality
of pieces of customer premises communication equipment
on the basis of the resource information and the network
band information to cause a first function to be executed, the
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first function being selected on the basis of a band occu-
pancy ratio from among the functions provided by the
server.

[0018] In addition, a communication system according to
an embodiment of the present invention is a communication
system including a plurality of pieces of customer premises
communication equipment, a server capable of providing a
function to the plurality of pieces of customer premises
communication equipment, and a function management
device that manages the function provided by the server, in
which

[0019] each of the plurality of pieces of customer premises
communication equipment includes

[0020] a resource management unit configured to manage
resource information indicating a resource status inside the
customer premises communication equipment,

[0021] the server includes

[0022] a network band management unit configured to
manage network band information indicating a network
band usage status of each of the functions, the network band
being between the plurality of pieces of customer premises
communication equipment and the server, and

[0023] the function management device includes

[0024] a resource management unit configured to collect
the resource information from the plurality of pieces of
customer premises communication equipment,

[0025] a network management unit configured to collect
the network band information from the server, and

[0026] a function processing unit configured to activate a
virtual machine on one of the plurality of pieces of customer
premises communication equipment on the basis of the
resource information and the network band information to
cause a first function to be executed, the first function being
selected on the basis of a band occupancy ratio from among
the functions provided by the server.

Effects of the Invention

[0027] According to the present invention, in a virtual
CPE configuration, it is possible to reduce or avoid pressure
on a network band between CPE and a virtual CPE server
caused by mass transmission and simultaneous calls from
user terminals.

BRIEF DESCRIPTION OF DRAWINGS

[0028] FIG. 1 is a diagram showing the concept of virtual
CPE.
[0029] FIG. 2 is a diagram (part 1) showing a problem

occurring when virtual CPE is used.

[0030] FIG. 3 is a diagram (part 2) showing a problem
occurring when virtual CPE is used.

[0031] FIG. 4 is a schematic diagram of a communication
system according to an embodiment of the present inven-
tion.

[0032] FIG. 5 is a functional configuration diagram of
CPE according to an embodiment of the present invention.
[0033] FIG. 6 is a functional configuration diagram of a
virtual CPE server according to an embodiment of the
present invention.

[0034] FIG. 7 is a functional configuration diagram of a
virtual CPE management device according to an embodi-
ment of the present invention.

Apr. 22,2021

[0035] FIG. 8 is a flowchart (part 1) of a function man-
agement method of the communication system according to
an embodiment of the present invention.

[0036] FIG. 9 is a flowchart (part 2) of the function
management method of the communication system accord-
ing to the embodiment of the present invention.

[0037] FIG. 10 is a diagram showing NW band manage-
ment and CPE resource management in a first embodiment
of the present invention.

[0038] FIG. 11 is a diagram showing function deployment
in CPE according to the first embodiment of the present
invention.

[0039] FIG. 12 is a diagram showing NW band manage-
ment after the function deployment in the CPE according to
the first embodiment of the present invention.

[0040] FIG. 13 is a diagram showing cancellation of the
function deployment in the CPE in the first embodiment of
the present invention.

[0041] FIG. 14 is a diagram showing NW band manage-
ment and CPE resource management in a second embodi-
ment of the present invention.

[0042] FIG. 15 is a diagram showing function deployment
in CPE according to the second embodiment of the present
invention.

[0043] FIG. 16 is a diagram showing NW band manage-
ment after the function deployment in the CPE according to
the second embodiment of the present invention.

[0044] FIG. 17 is a diagram showing cancellation of the
function deployment in the CPE in the second embodiment
of the present invention.

[0045] FIG. 18 is a diagram (part 1) showing a specific
example of the second embodiment of the present invention.
[0046] FIG. 19 is a diagram (part 2) showing the specific
example of the second embodiment of the present invention.
[0047] FIG. 20 is a diagram showing a hardware configu-
ration example of each device according to an embodiment
of the present invention.

DESCRIPTION OF EMBODIMENTS

[0048] Embodiments of the present invention will be
described below with reference to the drawings.

[0049] Overall Configuration of Communication System
and Function Management Method FIG. 4 is a schematic
diagram of a communication system according to an
embodiment of the present invention. The communication
system according to the embodiment of the present inven-
tion includes a plurality of pieces of CPE 10, a virtual CPE
server 20 capable of providing functions such as DHCP,
NAPT, FW, etc. for the CPE 10, and a virtual CPE man-
agement device 30 that manages the functions provided by
the virtual CPE server 20. Note that the virtual CPE man-
agement device 30 can manage the functions of a plurality
of virtual CPE servers 20.

[0050] The CPE 10 manages resource information indi-
cating a status of a resource included in the CPE 10. For
example, the CPE 10 monitors and manages free resources
of a CPU, a memory, and the like included in the CPE 10.
In addition, the CPE 10 executes the functions provided by
the virtual CPE server 20 on the CPE 10 in accordance with
an instruction of function deployment from the virtual CPE
management device 30 described below.

[0051] The virtual CPE server 20 manages network band
information indicating a network band usage status of each
of the functions between the CPE 10 and the virtual CPE
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server 20. For example, the virtual CPE server 20 monitors
and manages a network band usage status for each of the
functions provided by the virtual CPE server 20, such as
DHCP NAPT, FW, and the like.

[0052] The virtual CPE management device 30 collects
resource information from the CPE 10, collects network
band information from the virtual CPE server 20, activates
a virtual machine on any CPE 10 on the basis of the resource
information and the network band information, and causes a
function with a high band occupancy ratio from among the
functions provided by the virtual CPE server 20 to be
executed. For example, the virtual CPE management device
30 detects a function with a high band occupancy ratio from
the network band information. The function with a high
band occupancy ratio may be detected by comparing the
ratio to a threshold or may be selected in descending order
of band occupancy ratios. In addition, the virtual CPE
management device 30 determines, from the resource infor-
mation, whether the function with a high band occupancy
ratio is executable in the CPE 10, and if the function is
executable, the virtual CPE management device 30 activates
the virtual machine on the CPE 10 and gives an instruction
of function deployment to perform the function with a high
band occupancy ratio.

[0053] Referring to FIG. 5 to FIG. 9, the configurations
and process of the CPE 10, the virtual CPE server 20, and
the virtual CPE management device 30 will be further
described.

[0054] FIG. 5 is a functional configuration diagram of the
CPE 10 according to an embodiment of the present inven-
tion. The CPE 10 includes a system resource management
unit 110, a virtual machine activation function unit 120, and
an input/output unit.

[0055] The system resource management unit 110
includes a system resource collecting unit 111 that collects
resource statuses inside the CPE 10, a system resource
calculating unit 112 that calculates free resources, and a
resource information storage unit 113 that stores information
of the resources. Note that free resources may be calculated
by a CPE resource calculating unit 312 of the virtual CPE
management device 30, which will be described below.

[0056] The virtual machine activation function unit 120
includes a CPE command receiving unit 121 that receives an
instruction of function deployment (or cancellation of the
function deployment) to perform a function with a high band
occupancy ratio on the CPE 10 from the virtual CPE
management device 30, a virtual machine activation execut-
ing unit 122 that activates a virtual machine (or cancels the
activation of the virtual machine) on the CPE 10, and a
function processing executing unit 123 that executes a
function instructed by the virtual CPE management device
30 on the virtual machine (or cancels the execution of the
function). In addition, the virtual machine activation func-
tion unit 120 includes a virtual machine information col-
lecting unit 124 that collects an amount of traffic to be
processed by a function executed on the virtual machine of
the CPE 10, and a virtual machine information storage unit
125 that stores information of the virtual machine.

[0057] FIG. 6 is a functional configuration diagram of the
virtual CPE server 20 according to an embodiment of the
present invention. The virtual CPE server 20 includes a
virtual CPE function unit 210, an NW band management
unit 220, and an input/output unit.
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[0058] The virtual CPE function unit 210 includes a
virtual CPE transmitting/receiving unit 211 that receives,
from the virtual CPE management device 30, an instruction
of function deployment (or cancellation of the function
deployment) to execute the function to be provided to the
CPE 10 on the virtual CPE server 20, a virtual CPE
operating unit 212 that realizes a virtualized environment for
performing the function deployment instructed by the virtual
CPE management device 30, and a function processing
executing unit 213 that executes processing of the function
(or cancels the execution of the function) to be provided to
the CPE 10 in accordance with an instruction of the virtual
CPE management device 30.

[0059] The NW band management unit 220 includes an
NW band information collecting unit 221 that collects a
network usage status between the CPE 10 and the virtual
CPE server 20, an NW band information calculating unit
222 that calculates a total band used between the CPE 10 and
the virtual CPE server 20 and a band occupancy ratio of each
function, and an NW band information storage unit 223 that
stores information of the NW band. As will be described
below, if specific CPE 10 exhibits a high band occupancy
ratio and the virtual CPE management device 30 gives the
specific CPE 10 an instruction of function deployment, the
NW band information calculating unit 222 calculates a band
occupancy ratio by CPE and by function. Note that the total
band used and the band occupancy ratio may be calculated
by an NW band calculating unit 322 of the virtual CPE
management device 30, which will be described below.
[0060] FIG. 7 is a functional configuration diagram of the
virtual CPE management device 30 according to an embodi-
ment of the present invention. The virtual CPE management
device 30 includes a CPE resource management unit 310, an
NW band management function unit 320, and a function
processing unit 330.

[0061] The CPE resource management unit 310 includes a
CPE resource collecting unit 311 that collects resource
information from the CPE 10, the CPE resource calculating
unit 312 that checks whether there are sufficient free
resources for executing a function with a high band occu-
pancy ratio on the CPE 10, and a CPE resource information
storage unit 313 that stores resource information collected
from the CPE 10.

[0062] The NW band management function unit 320
includes an NW band information collecting unit 321 that
collects NW band information from the virtual CPE server
20, the NW band calculating unit 322 that detects whether a
total band used between the CPE 10 and the virtual CPE
server 20 exceeds a threshold and detects a function with a
high band occupancy ratio, and an NW band information
storage unit 323 that stores information of NW bands
collected from the virtual CPE server 20. As will be
described below, if specific CPE 10 exhibits a high band
occupancy ratio and the virtual CPE management device 30
gives the specific CPE 10 an instruction of function deploy-
ment, the NW band calculating unit 322 detects a combi-
nation of CPE with a high band occupancy ratio and a
function.

[0063] The function processing unit 330 includes a CPE
command unit 331 that gives the CPE 10 an instruction of
function deployment, a virtual machine activation command
unit 332 that activates a virtual machine on the CPE 10, a
function processing command unit 333 that causes a func-
tion to be executed on the virtual machine of the CPE 10,
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and a function information storage unit 334 that stores
setting information of the function to be executed on the
virtual machine of the CPE 10. In addition, the function
processing unit 330 includes a virtual machine information
collecting unit 335 that collects information of a virtual
machine such as an operation state of a function executed on
the virtual machine of the CPE 10 and an amount of traffic
to be processed, and a virtual machine information storage
unit 336 that stores the collected information of the virtual
machine.

[0064] FIG. 8 is a flowchart (part 1) of a function man-
agement method of the communication system according to
an embodiment of the present invention.

[0065] In step S101, the NW band information collecting
unit 221 of the virtual CPE server 20 collects a network
usage status between the CPE 10 and the virtual CPE server
20 and stores the network usage status in the NW band
information storage unit 223. The NW band information
calculating unit 222 calculates a band occupancy ratio by
function.

[0066] In step S102, the system resource collecting unit
111 of the CPE 10 collects resource statuses inside the CPE
10 and stores the resource statuses in the resource informa-
tion storage unit 113. The system resource calculating unit
112 calculates free resources.

[0067] In step S103, the NW band information collecting
unit 321 of the virtual CPE management device 30 collects
NW band information from the virtual CPE server 20 via the
input/output unit and stores the NW band information in the
NW band information storage unit 323. Note that, the NW
band information collecting unit 321 may collect the NW
band information by making a request to the virtual CPE
server 20 or may collect the NW band information trans-
mitted autonomously (e.g., periodically) by the virtual CPE
server 20.

[0068] In step S104, the CPE resource collecting unit 311
of the virtual CPE management device 30 collects resource
information from the CPE 10 via the input/output unit and
stores the resource information in the CPE resource infor-
mation storage unit 313. Note that the CPE resource col-
lecting unit 311 may collect resource information by making
a request to the CPE 10, or may collect resource information
transmitted autonomously (e.g., periodically) by the CPE
10.

[0069] Note that steps S101 and S102 may be performed
in any order, and steps S103 and S104 may be performed in
any order as well.

[0070] In step S105, the NW band calculating unit 322 of
the virtual CPE management device 30 detects that a total
band used between the CPE 10 and the virtual CPE server
20 exceeds a threshold.

[0071] In step S106, the NW band calculating unit 322 of
the virtual CPE management device 30 detects a function
with a high band occupancy ratio from the NW band
information stored in the NW band information storage unit
323.

[0072] Instep S107, the CPE resource calculating unit 312
of the virtual CPE management device 30 checks that there
are sufficient free resources for executing the function with
a high band occupancy ratio on the CPE 10.

[0073] In step S108, the CPE command unit 331 of the
virtual CPE management device 30 determines to deploy a
function from the virtual CPE server 20 to the CPE 10, and
the virtual machine activation command unit 332 activates a
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virtual machine on the CPE 10 via the CPE command unit
331 and the input/output unit. For example, the CPE 10 is
assumed to have an environment for performing virtualiza-
tion techniques and the virtual machine is activated on the
CPE 10 due to a command from the virtual machine acti-
vation command unit 332. Furthermore, the function pro-
cessing command unit 333 causes the function to be
executed on the virtual machine of the CPE 10 using the
setting information stored in the function information stor-
age unit 334 via the CPE command unit 331 and the
input/output unit. For example, the CPE 10 is assumed to
have a functional application for providing the function on
the virtual machine, and the function is assumed to be
executed on the CPE 10 due to a command from the function
processing command unit 333. If there is no functional
application in the CPE 10, it is also possible to transmit a
functional application from the function processing com-
mand unit 333.

[0074] In step S109, the CPE command receiving unit 121
receives, via the input/output unit, an instruction of function
deployment from the virtual CPE management device 30,
and the virtual machine activation executing unit 122 acti-
vates the virtual machine on the CPE 10. Furthermore, the
function processing executing unit 123 executes the function
instructed by the virtual CPE management device 30 on the
virtual machine.

[0075] FIG. 9 is a flowchart (part 2) of the function
management method of the communication system accord-
ing to the embodiment of the present invention. FIG. 9 is
performed after the function with a high band occupancy
ratio is deployed from the virtual CPE server 20 to the CPE
10.

[0076] In step S111, the NW band information collecting
unit 221 of the virtual CPE server 20 collects a network
usage status between the CPE 10 and the virtual CPE server
20 and stores the network usage status in the NW band
information storage unit 223. The NW band information
calculating unit 222 calculates a band occupancy ratio by
function. Here, after the function is deployed from the
virtual CPE server 20 to the CPE 10, the band occupancy
ratio of the function decreases and may be 0% when the
function is deployed to all pieces of the CPE 10.

[0077] In step S112, the virtual machine information col-
lecting unit 124 of the CPE 10 collects an amount of traffic
to be processed by the function executed on the virtual
machine of the CPE 10 and stores the amount of traffic in the
virtual machine information storage unit 125.

[0078] In step S113, the NW band information collecting
unit 321 of the virtual CPE management device 30 collects
NW band information from the virtual CPE server 20 via the
input/output unit and stores the NW band information in the
NW band information storage unit 323. Note that, the NW
band information collecting unit 321 may collect the NW
band information by making a request to the virtual CPE
server 20 or may collect the NW band information trans-
mitted autonomously (e.g., periodically) by the virtual CPE
server 20.

[0079] In step S114, the virtual machine information col-
lecting unit 335 of the virtual CPE management device 30
collects, via the input/output unit, the amount of traffic of the
function executed on the virtual machine from the CPE 10
and stores the amount of traffic in the virtual machine
information storage unit 336. Note that the virtual machine
information collecting unit 335 may collect virtual machine
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information by making a request to the CPE 10 or may
collect virtual machine information transmitted autono-
mously (e.g., periodically) by the CPE 10.

[0080] Note that steps S111 and S112 may be performed in
any order, and steps S113 and S114 may be performed in any
order as well.

[0081] In step S115, the NW band calculating unit 322 of
the virtual CPE management device 30 detects that the total
band used between the CPE 10 and the virtual CPE server
20 does not exceed the threshold even if the function being
executed on the virtual machine of the CPE 10 is caused to
be executed in the virtual CPE server 20. In particular, if the
value obtained by adding the amount of traffic of the
function executed on the virtual machine of the CPE 10 to
the total band used between the CPE 10 and the virtual CPE
server 20 is less than or equal to a threshold, the function
being executed on the virtual machine of the CPE 10 can be
caused to be executed in the virtual CPE server 20.

[0082] In step S116, the CPE command unit 331 of the
virtual CPE management device 30 determines to deploy the
function from the CPE 10 to the virtual CPE server 20, and
the function processing command unit 333 cancels the
execution of the function on the virtual machine of the CPE
10 via the CPE command unit 331 and the input/output unit.
In addition, the virtual machine activation command unit
332 cancels the activation of the virtual machine via the CPE
command unit 331 and the input/output unit.

[0083] Instep S117, the CPE command receiving unit 121
receives, via the input/output unit, the cancellation of the
function deployment from the virtual CPE management
device 30, and the function processing executing unit 123
cancels the execution of the function instructed by the
virtual CPE management device 30. Furthermore, the virtual
machine activation executing unit 122 cancels the activation
of the virtual machine.

[0084] Note that, although FIG. 8 and FIG. 9 show an
example of giving an instruction of function deployment to
all pieces of the CPE, it is also possible to give an instruction
of function deployment to specific CPE.

First Embodiment

[0085] Referring to FIG. 10 to FIG. 13, an example in
which the virtual CPE management device 30 controls
packets flowing into a network by giving an instruction of
function deployment to all pieces of CPE 10 #1 to #n will be
described. Steps S103 to S109 and S114 to S117 of FIG. 10
to FIG. 13 correspond to steps S103 to S109 and S114 to
S117 of FIG. 8 and FIG. 9, respectively.

[0086] First, a process performed in a case in which mass
transmission to a function B occurs due to virus infection or
the like will be described.

[0087] Prior to steps S103 and S104 of FIG. 10, the NW
band information collecting unit 221 of each of virtual CPE
servers 20 #1 to #m collects a network usage status between
the CPE 10 #1 to #n and the virtual CPE servers 20 #1 to #m,
and the system resource collecting unit 111 of each of the
CPE 10 #1 to #n collects a resource status in each of the CPE
10 #1 to #n.

[0088] In step S103, the NW band information collecting
unit 321 of the virtual CPE management device 30 collects
NW band information from the virtual CPE servers 20 #1 to
#m. From the collected NW band information, the NW band
calculating unit 322 can calculate the band being used
between the CPE 10 #1 to #n and the virtual CPE servers 20
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#1 to #m among all NW bands of 1 Gbps and a use ratio of
the band. In addition, the NW band calculating unit 322 can
calculate a band occupancy ratio by function.

[0089] In step S104, the CPE resource collecting unit 311
of the virtual CPE management device 30 collects resource
information from the CPE 10 #1 to #n. The CPE resource
collecting unit 311 may collect information of free resources
from the CPE 10 #1 to #n, or the CPE resource calculating
unit 312 may calculate free resources.

[0090] In step S105, it is assumed that traffic for the
function B flowing into the CPE 10 #1 to #n increases,
thereby increasing traffic for the function B flowing into the
virtual CPE servers 20 #1 to #m. The NW band calculating
unit 322 of the virtual CPE management device 30 detects
that 800 Mbps out of all NW bands of 1 Gbps is being used
between the CPE 10 #1 to #n and the virtual CPE servers 20
#1 to #m and the use ratio of the band is 80%. Here, it is
assumed that the bands of the network are likely to be under
pressure when the use ratio of the band exceeds 70%. The
NW band calculating unit 322 detects that the use ratio of the
band exceeds a threshold 70%.

[0091] In step S106, the NW band calculating unit 322 of
the virtual CPE management device 30 detects that the band
occupancy ratio of the function B is 60% and the band
occupancy ratio is high.

[0092] In step S107 of FIG. 11, the CPE resource calcu-
lating unit 312 of the virtual CPE management device 30
checks free resources of the CPE 10 #1 to #n to confirm that
there are sufficient free resources for executing the function
B on the CPE 10 #1 to #n. Note that, if there are no sufficient
free resources in some pieces of the CPE 10, for example, if
there are no sufficient free resources in the CPE 10 #2, the
subsequent processing is performed for all pieces of the CPE
10 #1 and #3 to #n except the CPE 10 #2.

[0093] In step S108, the CPE command unit 331 of the
virtual CPE management device 30 determines to deploy the
function B from the virtual CPE servers 20 #1 to #m to the
CPE 10 #1 to #n, and the virtual machine activation com-
mand unit 332 activates a virtual machine on the CPE 10 #1
to #n. Further, the function processing command unit 333
causes the function B to be executed on the virtual machines
of the CPE 10 #1 to #n.

[0094] Instep S109, the virtual machine activation execut-
ing unit 122 of the CPE 10 activates the virtual machines on
the CPE 10 #1 to #n. Furthermore, the function processing
executing unit 123 executes the function B on the virtual
machines. As a result, the traffic for the function B flowing
into the virtual CPE servers 20 #1 to #m decreases. The NW
band calculating unit 322 detects that 600 Mbps of all NW
bands of 1 Gbps is being used between the CPE 10 #1 to #n
and the virtual CPE servers 20 #1 to #m and the use ratio of
the band is 60% and detects that the use ratio of the band is
below the threshold 70%. In addition, it is detected that the
band occupancy ratio of the function B is 0%. The execution
of'the function B in the virtual CPE servers 20 #1 to #m may
be or may not be canceled.

[0095] Next, processing in a case in which virus infection
or the like, which has caused mass transmission of the
function B, is eliminated will be described.

[0096] Prior to step S114 of FIG. 12, the NW band
information collecting unit 221 of each of the virtual CPE
servers 20 #1 to #m collects a network usage status between
the CPE 10 #1 to #n and the virtual CPE servers 20 #1 to #m,
and the NW band information collecting unit 321 of the
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virtual CPE management device 30 collects NW band infor-
mation from the virtual CPE servers 20 #1 to #m. In
addition, the virtual machine information collecting unit 124
of each of the CPE 10 #1 to #n collects an amount of traffic
to be processed by the function B.

[0097] In step S114, the virtual machine information col-
lecting unit 335 of the virtual CPE management device 30
collects amounts of traffic for the function B from the CPE
10 #1 to #n and aggregates the collected amounts of traffic.
Here, it is assumed that the total amount of traffic for the
function B executed on the virtual machines of the CPE 10
#1 to #n is 50 Mbps.

[0098] In step S115, the NW band calculating unit 322 of
the virtual CPE management device 30 detects that, even if
the amount of traffic 50 Mbps of the function B executed on
the virtual machines of the CPE 10 #1 to #n is added to the
total band used 600 Mbps between the CPE 10 #1 to #n and
the virtual CPE servers 20 #1 to #m, the addition result is
below the threshold 70%.

[0099] In step S116 of FIG. 13, the function processing
command unit 333 of the virtual CPE management device
30 cancels the execution of the function B on the virtual
machines of the CPE 10 #1 to #n, and in step S117, the
function processing executing unit 123 of each of the CPE
10 #1 to #n cancels the execution of the function B
instructed by the virtual CPE management device 30. As a
result, it is detected that traffic for the function B flows from
the CPE 10 #1 to #n to the virtual CPE servers 20 #1 to #m,
the total band used between the CPE 10 #1 to #n and the
virtual CPE servers 20 #1 to #m is 650 Mbps, and the use
ratio of the band is 65%.

[0100] In addition, the virtual machine activation com-
mand unit 332 of the virtual CPE management device 30
cancels activation of the virtual machines, and in step S117,
the virtual machine activation executing unit 122 of each of
the CPE 10 #1 to #n cancels the activation of the virtual
machines.

Second Embodiment

[0101] Referring to FIGS. 14 to FIG. 17, an example in
which the virtual CPE management device 30 controls
packets flowing into a network from specific CPE 10 by
giving an instruction of function deployment to the specific
CPE 10 will be described. Steps S103 to S109 and S114 to
S117 of FIG. 14 to FIG. 17 correspond to steps S103 to S109
and S114 to S117 of FIG. 8 and FIG. 9, respectively.
[0102] First, processing in a case in which simultaneous
calls from specific CPE 10 to the function A of the virtual
CPE server 20 occur due to a power failure, virus infection,
or the like will be described.

[0103] Prior to steps S103 and S104 of FIG. 14, the NW
band information collecting unit 221 of each of the virtual
CPE servers 20 #1 to #m collects a network usage status
between the CPE 10 #1 to #n and the virtual CPE servers 20
#1 to #m, and the system resource collecting unit 111 of each
of the CPE 10 #1 to #n collects a resource status inside the
CPE 10 #1 to #n.

[0104] In step S103, the NW band information collecting
unit 321 of the virtual CPE management device 30 collects
NW band information from the virtual CPE servers 20 #1 to
#m. From the collected NW band information, the NW band
calculating unit 322 can calculate the band being used
between the CPE 10 #1 to #n and the virtual CPE servers 20
#1 to #m among all NW bands of 1 Gbps and a use ratio of
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the band. In addition, the NW band calculating unit 322 can
calculate a band occupancy ratio by CPE and by function.
[0105] In step S104, the CPE resource collecting unit 311
of the virtual CPE management device 30 collects resource
information from the CPE 10 #1 to #n. The CPE resource
collecting unit 311 may collect information of free resources
from the CPE 10 #1 to #n, or the CPE resource calculating
unit 312 may calculate free resources.

[0106] In step S105, it is assumed that traffic for the
function A flowing into the CPE 10 #1 increases, thereby
increasing traffic for the function A flowing into virtual CPE
servers 20 #1 to #m. The NW band calculating unit 322 of
the virtual CPE management device 30 detects that 900
Mbps out of all NW bands of 1 Gbps is being used between
the CPE 10 #1 to #n and the virtual CPE servers 20 #1 to #m
and the use ratio of the band is 90%. Here, it is assumed that
the bands of the network are likely to be under pressure
when the use ratio of the band exceeds 70%. The NW band
calculating unit 322 detects that the use ratio of the band
exceeds the threshold 70%.

[0107] In step S106, the NW band calculating unit 322 of
the virtual CPE management device 30 detects that the band
occupancy ratio of the function A is 60% and the band
occupancy ratio is high. In addition, the NW band calculat-
ing unit 322 detects that the band occupancy ratio of the CPE
10 #1 is 60%, and the function A occupies 90% of the
percentage, so the band occupancy ratio of the function A of
the CPE 10 #1 is high.

[0108] In step S107 of FIG. 15, the CPE resource calcu-
lating unit 312 of the virtual CPE management device 30
checks free resources of the CPE 10 #1 to confirm that there
are sufficient free resources for executing the function A on
the CPE 10 #1.

[0109] In step S108, the CPE command unit 331 of the
virtual CPE management device 30 determines to deploy the
function A to the CPE 10 #1, and the virtual machine
activation command unit 332 activates a virtual machine on
the CPE 10 #1. Further, the function processing command
unit 333 causes the function A to be executed on the virtual
machine of the CPE 10 #1.

[0110] Instep S109, the virtual machine activation execut-
ing unit 122 of the CPE 10 activates the virtual machine on
the CPE 10 #1. Furthermore, the function processing execut-
ing unit 123 executes the function A on the virtual machine.
As a result, the traffic for the function A flowing into the
virtual CPE servers 20 #1 to #m decreases. The NW band
calculating unit 322 detects that 600 Mbps of all NW bands
of 1 Gbps is being used between the CPE 10 #1 to #n and
the virtual CPE servers 20 #1 to #m and the use ratio of the
band is 60% and detects that the use ratio of the band is
below the threshold 70%. In addition, it is detected that the
band occupancy ratio of the function A is 30%. Note that,
because the processing of the function A on the CPE #1 is
not performed in the virtual CPE servers 20 #1 to #m, the
band occupancy ratio of the function A on the CPE 10 #1 is
0%.

[0111] Next, processing in a case in which a power failure,
virus infection, or the like, which has caused simultaneous
calls from specific CPE 10 to the function A of the virtual
CPE server 20, is eliminated will be described.

[0112] Prior to step S114 of FIG. 16, the NW band
information collecting unit 221 of each of the virtual CPE
servers 20 #1 to #m collects a network usage status between
the CPE 10 #1 to #n and the virtual CPE servers 20 #1 to #m,
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and the NW band information collecting unit 321 of the
virtual CPE management device 30 collects NW band infor-
mation from the virtual CPE servers 20 #1 to #m. In
addition, the virtual machine information collecting unit 124
of the CPE 10 #1 collects an amount of traffic to be
processed by the function A.

[0113] In step S114, the virtual machine information col-
lecting unit 335 of the virtual CPE management device 30
collects the amount of traffic of the function A from the CPE
10 #1 and aggregates the collected amount of traffic. Here,
it is assumed that the total amount of traffic for the function
A executed on the virtual machine of the CPE 10 #1 is 10
Mbps.

[0114] In step S115, the NW band calculating unit 322 of
the virtual CPE management device 30 detects that, even if
the amount of traffic 10 Mbps of the function A executed on
the virtual machines of the CPE 10 #1 is added to the total
band used 600 Mbps between the CPE 10 #1 to #n and the
virtual CPE servers 20 #1 to #m, the addition result is below
the threshold 70%.

[0115] In step S116 of FIG. 17, the function processing
command unit 333 of the virtual CPE management device
30 cancels the execution of the function A on the virtual
machine of the CPE 10 #1, and in step S117, the function
processing executing unit 123 of the CPE 10 #1 cancels the
execution of the function A instructed by the virtual CPE
management device 30. As a result, it is detected that traffic
for the function A flows from the CPE 10 #1 to the virtual
CPE servers 20 #1 to #m, the total band used between the
CPE 10 #1 to #n and the virtual CPE servers 20 #1 to #m is
610 Mbps, and the use ratio of the band is 61%.

[0116] Furthermore, the virtual machine activation com-
mand unit 332 of the virtual CPE management device 30
cancels the activation of the virtual machine, and in step
S117, the virtual machine activation executing unit 122 of
the CPE 10 #1 cancels the activation of the virtual machine.

SPECIFIC EXAMPLE

[0117] Referring to FIG. 18 and FIG. 19, an example in
which a user terminal contained in specific CPE #2 is
infected with a virus and a simultaneous attack via Ping has
occurred will be described as a specific example of the
second embodiment. Steps S105 to S109 of each of FIG. 18
and FIG. 19 correspond to steps S105 to S109 of FIG. 8,
respectively.

[0118] When a user terminal contained in specific CPE #2
is infected with a virus and a Ping attack on 50.1.1.1, starts,
virtual CPE #2 transmits packets to the virtual CPE server 20
as usual. The virtual CPE server 20 blocks the packets
destined for 50.1.1.1 using its security function.

[0119] In step S105, the NW band calculating unit 322 of
the virtual CPE management device 30 detects that 900
Mbps of an entire NW band of 1 Gbps is being used between
the CPE 10 #1 to #n and the virtual CPE server 20 due to the
Ping attack on 50.1.1.1, and that the use ratio 90% of the
band exceeds the threshold 70%.

[0120] In step S106, the NW band calculating unit 322 of
the virtual CPE management device 30 detects that the band
occupancy ratio of the security function is 90% so the band
occupancy ratio is high. In addition, the NW band calculat-
ing unit 322 detects that the band occupancy ratio of the CPE
10 #2 is 100%, and the security function occupies 100% of
the percentage, so the band occupancy ratio of the security
function of the CPE 10 #2 is high.
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[0121] Instep S107, the CPE resource calculating unit 312
of the virtual CPE management device 30 checks free
resources of the CPE 10 #2 to confirm that there are
sufficient free resources for executing the security function
on the CPE 10 #2.

[0122] In step S108 of FIG. 19, the CPE command unit
331 of the virtual CPE management device 30 determines to
deploy the security function to the CPE 10 #2, and the virtual
machine activation command unit 332 activates a virtual
machine on the CPE 10 #2. Further, the function processing
command unit 333 causes the security function to be
executed on the virtual machine of the CPE 10 #2. At this
time, parameters such as the destination address (50.1.1.1)
and the protocol type (Ping) are also notified to the CPE 10
#2.

[0123] Instep S109, the virtual machine activation execut-
ing unit 122 of the CPE 10 #2 activates the virtual machine
on the CPE 10 #2. In addition, the function processing
executing unit 123 performs the security function on the
virtual machine to block the Ping packets destined for
50.1.1.1. As a result, Ping attack traffic flowing into the
virtual CPE server 20 decreases to 0% and the band occu-
pancy ratio of the security function decreases to 0%. The
NW band calculating unit 322 detects that 0 Mbps of the
entire NW band of 1 Gbps is being used between the CPE
10 #1 to #n and the virtual CPE servers 20 and the use ratio
of the band is 0%, and detects that the use ratio of the band
is below the threshold 70%.

[0124] Thus, pressure on the network band can be elimi-
nated by deploying the security function to the CPE 10 #2.

Effects of Embodiment of Present Invention

[0125] According to an embodiment of the present inven-
tion, in the virtual CPE configuration, a situation in which a
network band between the CPE and the virtual CPE server
is under pressure due to mass transmission caused by virus
infection of a user terminal or simultaneous calls caused by
a power failure, or the like can be reduced or avoided. As a
result, the effects on other normal communication can be
reduced. In this manner, resources of the CPE can be
efficiently used because functions are deployed in the CPE
only at abnormal times, such as that of mass transmission
and simultaneous calling. In addition, functions can be
aggregated to the virtual CPE server in normal times.
[0126] Hardware Configuration Example

[0127] FIG. 20 shows a hardware configuration example
of'each device (the CPE 10, the virtual CPE server 20, or the
virtual CPE management device 30) according to an
embodiment of the present invention. Each device may be a
computer configured using a processor such as a central
processing unit (CPU) 151, a memory device 152 such as a
random access memory (RAM) and a read only memory
(ROM), a storage device 153 such as a hard disk, and the
like. For example, functions and processing of each device
are achieved by the CPU 151 executing data and programs
stored in the storage device 153 or the memory device 152.
In addition, input of data to each device may be performed
from an input/output interface device 154, and output of the
data from each device may be performed from the input/
output interface device 154.

Supplement

[0128] Although each device according to an embodiment
of the present invention is described using functional block
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diagrams for convenience in explanation, each device
according to an embodiment of the present invention may be
realized in hardware, software, or a combination thereof. For
example, an embodiment of the present invention may be
realized by a program that enables a computer to perform the
functions of each of the devices according to the examples
of the present invention, a program that causes the computer
to perform the steps of the method according to the examples
of the present invention. Furthermore, each of the functional
units may be used in combination as necessary. In addition,
a method according to an embodiment of the present inven-
tion may also be performed in a different order from that
shown in the embodiments.

[0129] Although a technique for reducing or avoiding
pressure on a network band between CPE and a virtual CPE
server caused by mass transmission, simultaneous calls, or
the like from user terminals in a virtual CPE configuration
has been described, the present invention is not limited to the
above-described embodiments, and various modifications
and applications are possible within the scope of the claims.

REFERENCE SIGNS LIST

[0130] 10 CPE

[0131] 110 System resource management unit

[0132] 111 System resource collecting unit

[0133] 112 System resource calculating unit

[0134] 113 Resource information storage unit

[0135] 120 Virtual machine activation function unit
[0136] 121 CPE command receiving unit

[0137] 122 Virtual machine activation executing unit
[0138] 123 Function processing executing unit
[0139] 124 Virtual machine information collecting unit
[0140] 125 Virtual machine information storage unit
[0141] 20 Virtual CPE server

[0142] 210 Virtual CPE function unit

[0143] 211 Virtual CPE transmitting/receiving unit
[0144] 212 Virtual CPE operating unit

[0145] 213 Function processing executing unit
[0146] 220 NW band management unit

[0147] 221 NW band information collecting unit
[0148] 222 NW band information calculating unit
[0149] 223 NW band information storage unit
[0150] 30 Virtual CPE management device

[0151] 310 CPE resource management unit

[0152] 311 CPE resource collecting unit

[0153] 312 CPE resource calculating unit

[0154] 313 CPE resource information storage unit
[0155] 320 NW band management function unit
[0156] 321 NW band information collecting unit
[0157] 322 NW band calculating unit

[0158] 323 NW band information storage unit
[0159] 330 Function processing unit

[0160] 331 CPE command unit

[0161] 332 Virtual machine activation command unit
[0162] 333 Function processing command unit
[0163] 334 Function information storage unit

[0164] 335 Virtual machine information collecting unit
[0165] 336 Virtual machine information storage unit

1. A function management device that manages, in a
communication system including a plurality of pieces of
customer premises communication equipment and a server,
functions provided by the server to the plurality of pieces of
customer premises communication equipment, the function
management device comprising:
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a resource management unit, including one or more
processors, configured to collect resource information
from the plurality of pieces of customer premises
communication equipment;

a network management unit, including one or more pro-
cessors, configured to collect, from the server, network
band usage information for each of the functions, the
network band being used for communication between
the plurality of pieces of customer premises commu-
nication equipment and the server, and select, from
among the functions provided by the server, a first
function based on the network band usage information;
and

a function processing unit, including one or more proces-
sors, configured to activate a virtual machine on one of
the plurality of pieces of customer premises commu-
nication equipment based on the resource information
and the network band usage information to cause the
first function to be executed.

2. The function management device according to claim 1,

wherein

the function processing unit is configured to activate the
virtual machine on each of the plurality of pieces of
customer premises communication equipment to cause
the first function to be executed in response to a
determination that a total band used between the plu-
rality of pieces of customer premises communication
equipment and the server exceeds a threshold and a
determination that there are sufficient free resources for
performing the first function on each of the plurality of
pieces of customer premises communication equip-
ment.

3. The function management device according to claim 1,

wherein
the network management unit is configured to collect
network band usage information by piece of customer
premises communication equipment and by function,
and
the function processing unit is configured to:
detect a combination of a piece of customer premises
communication equipment and the first function in
response to a determination that a total band used
between the plurality of pieces of customer premises
communication equipment and the server exceeds a
threshold; and

in response to a determination that there are sufficient
free resources for performing the first function on the
detected customer premises communication equip-
ment, activate a virtual machine on the detected
customer premises communication equipment and
cause the first function to be executed.

4. The function management device according to claim 2,

wherein

after activating the virtual machine on one of the plurality
of pieces of customer premises communication equip-
ment to execute the first function, the function process-
ing unit is configured to cancel activation of the virtual
machine and execution of the first function in response
to a determination that a value obtained by adding the
total band used between the plurality of pieces of
customer premises communication equipment and the
server to an amount of traffic to be processed by the first
function of the customer premises communication
equipment is less than a threshold.
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5. A function management method of a function manage-
ment device that manages, in a communication system
including a plurality of pieces of customer premises com-
munication equipment and a server, functions provided by
the server to the plurality of pieces of customer premises
communication equipment, the function management
method comprising:

collecting resource information from the plurality of
pieces of customer premises communication equip-
ment;

collecting, from the server, network band usage informa-
tion for each of the functions, the network band being
used for communication between the plurality of pieces
of customer premises communication equipment and
the server;

selecting, from among the functions provided by the
server, a first function based on the network band usage
information; and

activating a virtual machine on one of the plurality of
pieces of customer premises communication equipment
based on the resource information and the network
band usage information to cause the first function to be
executed.

6. A communication system comprising:

aplurality of pieces of customer premises communication
equipment, wherein each of the plurality of pieces of
customer premises communication equipment includes
a resource management unit, including one or more
processors, configured to manage resource information
indicating a resource status inside the customer prem-
ises communication equipment;

a server configured to provide functions to the plurality of
pieces of customer premises communication equip-
ment, wherein the server includes a network band
management unit, including one or more processors,
configured to manage network band information for
each of the functions, the network band information
indicating a usage status of a network band that is used
for communication between the plurality of pieces of
customer premises communication equipment and the
server; and

a function management device configured to manage the
functions provided by the server, wherein the function
management device includes
a resource management unit, including one or more

processors, configured to collect the resource infor-
mation from the plurality of pieces of customer
premises communication equipment,

a network management unit, including one or more
processors, configured to collect the network band
information from the server and select, from among
the functions provided by the server, a first function
based on the network band information, and

a function processing unit, including one or more
processors, configured to activate a virtual machine
on one of the plurality of pieces of customer prem-
ises communication equipment based on the
resource information and the network band informa-
tion to cause the first function to be executed.

7. The function management method according to claim 5
further comprising:

determining whether a total band used between the plu-
rality of pieces of customer premises communication
equipment and the server exceeds a threshold; and
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determining whether there are sufficient free resources for
performing the first function on each of the plurality of
pieces of customer premises communication equip-
ment,
wherein activating the virtual machine on one of the
plurality of pieces of customer premises communica-
tion equipment based on the resource information and
the network band usage information to cause the first
function to be executed comprises:
activating a virtual machine on one of the plurality of
pieces of customer premises communication equip-
ment based on the resource information and the
network band usage information to cause the first
function to be executed in response to (i) determin-
ing that the total band used between the plurality of
pieces of customer premises communication equip-
ment and the server exceeds the threshold, and (ii)
determining that there are sufficient free resources
for performing the first function on each of the
plurality of pieces of customer premises communi-
cation equipment.
8. The function management method according to claim 7

further comprising:

after activating the virtual machine on one of the plurality
of pieces of customer premises communication equip-
ment to execute the first function:
obtaining a value by adding the total band used
between the plurality of pieces of customer premises
communication equipment and the server to an
amount of traffic to be processed by the first function
of'the customer premises communication equipment;
determining whether the value is less than a threshold;
and
in response to determining that the value is less than the
threshold, canceling activation of the virtual machine
and execution of the first function.
9. The function management method according to claim 5

further comprising:

collecting network band usage information by piece of
customer premises communication equipment and by
function;
determining whether a total band used between the plu-
rality of pieces of customer premises communication
equipment and the server exceeds a threshold;
in response to determining that the total band used
between the plurality of pieces of customer premises
communication equipment and the server exceeds the
threshold, detecting a combination of a piece of cus-
tomer premises communication equipment and the first
function; and
determining whether there are sufficient free resources for
performing the first function on the detected customer
premises communication equipment, and
wherein activating the virtual machine on one of the
plurality of pieces of customer premises communica-
tion equipment based on the resource information and
the network band usage information to cause the first
function to be executed comprises:
in response to determining that there are sufficient free
resources for performing the first function on the
detected customer premises communication equip-
ment,
activating a virtual machine on the detected piece of
customer premises communication equipment based on
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the resource information and the network band usage
information to cause the first function to be executed.

10. The communication system according to claim 6,

wherein

the function processing unit of the function management
device is configured to activate the virtual machine on
each of the plurality of pieces of customer premises
communication equipment to cause the first function to
be executed in response to a determination that a total
band used between the plurality of pieces of customer
premises communication equipment and the server
exceeds a threshold and a determination that there are
sufficient free resources for performing the first func-
tion on each of the plurality of pieces of customer
premises communication equipment.

11. The communication system according to claim 10,

wherein

after activating the virtual machine on one of the plurality
of pieces of customer premises communication equip-
ment to execute the first function, the function process-
ing unit of the function management device is config-
ured to cancel activation of the virtual machine and
execution of the first function in response to a deter-
mination that a value obtained by adding the total band
used between the plurality of pieces of customer prem-

10
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ises communication equipment and the server to an
amount of traffic to be processed by the first function of
the customer premises communication equipment is
less than a threshold.
12. The communication system according to claim 6,
wherein
the network management unit of the function manage-
ment device is configured to collect network band
usage information by piece of customer premises com-
munication equipment and by function, and
the function processing unit of the function management
device is configured to:
detect a combination of a piece of customer premises
communication equipment and the first function in
response to a determination that a total band used
between the plurality of pieces of customer premises
communication equipment and the server exceeds a
threshold; and
in response to a determination that there are sufficient free
resources for performing the first function on the
detected customer premises communication equip-
ment, activate a virtual machine on the detected cus-
tomer premises communication equipment and cause
the first function to be executed.
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