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K - MEANS CLUSTERING BASED DATA count noise is reflected , and performing K - means clustering 
MINING SYSTEM AND METHOD USING on the histogram based on a number of clusters . 

THE SAME Generating the plurality of initial buckets may include 
receiving input information including the plurality of points , 

CROSS - REFERENCE TO RELATED an information protection level for protecting first informa 
APPLICATION tion and second information on the plurality of final buckets 

generated based on the data , an information protection level 
This application claims priority to and the benefit of ratio indicating a protection ratio of the first information and 

Korean Patent Application No. 10-2018-0053366 filed in the second information , and the number of clusters for perform 
Korean Intellectual Property Office on May 9 , 2018 , the 10 ing the K - means clustering . 
entire contents of which are incorporated herein by refer Generating the plurality of initial buckets may include 

calculating the first threshold for limiting a number of points 
to be included in each of the plurality of final buckets 

BACKGROUND generated based on the data and the second threshold for 
15 limiting a number of times a same bucket is divided . 

( a ) Field The first threshold may be calculated based on the number 
of points , and the second threshold may be calculated based 

The present invention relates to a K - means clustering on the number of points and a dimension of coordinates 
based data mining system and a K - means clustering method forming the data . 
using the same . Generating the plurality of buckets may include reflecting 

the count noise to each of the initial buckets and then 
( b ) Description of the Related Art determining whether a number of points included in each of 

the initial buckets in which the count noise is reflected is 
It is necessary to preventing personal information from greater than the first threshold , when the number of points 

being exposed when disclosing data and when disclosing the 25 included in a certain initial bucket among the initial buckets 
results of algorithms that utilize the data . There have is greater than the first threshold , determining whether a 
recently been several studies such as k - anonymity and number of times the certain initial bucket has been divided 
1 - diversity in order to prevent the personal information from is greater than the second threshold , and when the number 
being exposed in the public data . However , when an attacker of times the certain initial bucket has been divided is not 
has background knowledge of the data , the personal infor- 30 greater than the second threshold , generating the plurality of 
mation can be exposed through a minimality attack . new buckets by dividing the certain initial bucket . 
On the other hand , a technique of protecting data using A process of generating the plurality of new buckets may 

differential privacy is more secure than the existing tech- be repeated for a certain new bucket satisfying a first 
niques because it can probabilistically hide data existence of condition that a number of points included in the certain new 
a certain person regardless of the attacker's background 35 bucket is not greater than the first threshold and a second 
knowledge . Therefore , data disclosure techniques using the condition that a number of times the certain new bucket has 
differential privacy have been studied variously and tech- been divided is greater than the second threshold , and the 
niques for disclosing the results of data mining as well as the new bucket satisfying the first condition and the second 
data disclosure also have been studied . condition may be determined as the final bucket . 

The differential privacy is generally satisfied by inserting 40 Receiving the input information may include calculating 
Laplacian - distributed noise . In the histogram , the differen- a first information protection level for protecting the first 
tial privacy is established by inserting noise of Lap ( 1/8 ) into information and a second information protection level for 
the frequency of each bucket . The greater the number of protecting the second information by using the information 
buckets , the finer the data can be represented , but the less protection level , and the information protection level ratio . 
data is used because of the number of insertions of noise is 45 The first information may be reference information for a 
increased . bucket section to be divided to protect the section informa 

tion for each of the plurality of new buckets , and the second 
SUMMARY information may be reference information for generating the 

count noise to protect the number of points included in each 
An embodiment of the present invention provides a data 50 of the plurality of new buckets . 

mining system and a K - means clustering method using the A plurality of points included in each of the plurality of 
same , using a differentially private K - means clustering algo- new buckets may be distributed in a quad - tree manner . 
rithm using a quad - tree . According to yet another embodiment of the present 

According another embodiment of the present invention invention , a data mining system including a histogram 
provides a method of performing K - means clustering by a 55 generating module and a K - means clustering module is 
data mining system is provided . The method generating a provided . The histogram generating module receives input 
plurality of initial buckets by dividing data including a information including data including a plurality of points 
plurality of points each being expressed in coordinate infor- each being expressed by coordinates information , an infor 
mation , reflecting a count noise in a number of points mation protection level for protecting first information and 
included in each of the initial buckets and then generating a 60 second information on a plurality of final buckets to be 
plurality of new buckets by dividing at least one initial generated based on the data , an information protection level 
bucket among the initial buckets based on a first threshold ratio indicating a protection ratio of the first information and 
and a second threshold , generating a plurality of final second information , and a number of clusters for performing 
buckets from the plurality of initial buckets or the plurality K - means clustering , generates a plurality of final buckets 
of new buckets , generating a histogram including section 65 from the data by using a quad - tree and the received infor 
information for each of the final buckets and a number of mation , and generates a histogram satisfying differential 
points included in each of the final buckets in which the privacy by protecting information on the plurality of final 
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buckets . The K - means clustering module distributes the modified in various different ways , all without departing 
histogram satisfying the differential privacy and the data into from the spirit or scope of the present invention . Accord 
clusters corresponding to the number of clusters . ingly , the drawings and description are to be regarded as 

The histogram generating module may calculate a first illustrative in nature and not restrictive . Like reference 
threshold for limiting a number of points to be included in 5 numerals designate like elements throughout the specifica 
each of the plurality of final buckets data and a second tion . 
threshold for limiting a number of times a same bucket is Throughout the specification , unless explicitly described 
divided . The first threshold may be calculated based on the to the contrary , the word “ comprise ” or “ include ” is under 
number of points , and the second threshold may be calcu stood to imply the inclusion of stated elements but not the 
lated based on the number of points and a dimension of 10 exclusion of any other elements . 
coordinates forming the data . There are differentially private Lloyd clustering and dif 

The histogram generating module may calculate a first ferentially private k - means clustering using an extended 
information protection level for protecting the first informa uniform - grid , as the existing differentially private algo 
tion and a second information protection level for protecting rithms . 
the second information by using the information protection 15 The differentially private Lloyd algorithm computes a 
level and the information protection level ratio . The first new cluster assuming that data belongs to the nearest cluster 
information may be reference information for a bucket among clusters obtained in the previous step . During this 
section to be divided to protect section information for each process , each iteration computes a sum of coordinates and 
of the plurality of final buckets , and the second information the number of points in a cluster and a pre - calculated noise 
may be reference information for generating a count noise to 20 Lap ( 2 * maxIter / ? ) is inserted to each iteration . The iterations 
protect the number of points included in each of the plurality are repeated a predetermined iteration times ( maxIter ) such 
of final buckets . that the ? - differential privacy is satisfied . 
The histogram generating module may check a distribu- Since this algorithm is started by setting the total number 

tion of the received data and generates a plurality of initial ( max Iter ) of iterations before finding the cluster and an 
buckets by dividing the data , and generate a plurality of new 25 information protection level is divided by the number of 
buckets by determining whether a number of points included iterations , an amount of inserted noise is increased as the 
in each of the initial buckets in which the count noise is number of repetitions is increased . On the other hand , if the 
reflected is greater than the first threshold and determining number of iterations is decreased , the algorithm can be 
whether a number of times each of the initial buckets has terminated before a center of the cluster is found . 
been divided is greater than the second threshold . The differentially private k - means clustering using the 

According to an embodiment of the present invention , extended uniform - grid finds for data distribution satisfying 
compared to the conventional histogram - based algorithms , the differential privacy so that the inserted noise does not 
the number of buckets used to represent data distribution is increase even if being averaged over the number of times 
reduced , but there are fewer errors in clusters . and uses the general k - means algorithm using the data 

35 distribution not the differentially private algorithm . There 
BRIEF DESCRIPTION OF THE DRAWINGS fore , the noise is inserted once regardless of the number of 

iterations of the clustering algorithm . 
FIG . 1 is a structural diagram of a data mining system However , a histogram is generated by dividing data with 

according to an embodiment of the present invention . the uniform - grid in order to find for the data distribution 
FIG . 2 is a flowchart of a clustering method according to 40 satisfying the differential privacy . In this case , if the amount 

an embodiment of the present invention . of data increases or the information protection level 
FIG . 3 is a drawing showing an example of a histogram increases , the number of sections , called buckets , into which 

satisfying differential privacy according to an embodiment the data is divided increases . As the number of buckets 
of the present invention . increases , the data distribution can be finely expressed , but 
FIG . 4 is a diagram showing an example of a histogram 45 the amount of inserted noise increases because the noise is 

using a quad - tree according to an embodiment of the present inserted as many as the number of buckets . 
invention . To address this issue , an embodiment of the present 
FIG . 5 is a diagram showing an example of a histogram invention uses a differentially private k - means clustering 

satisfying differential privacy according to an embodiment algorithm using a quad - tree for expressing the data distri 
of the present invention . 50 bution while reducing the number of buckets . Hereinafter , an 
FIG . 6 is a diagram exemplifying a relative clustering embodiment of the present invention is described in detail 

performance difference according to an information protec with reference to the drawings . 
tion level ratio in an embodiment of the present invention . FIG . 1 is a structural diagram of a data mining system 

FIG . 7 is a diagram exemplifying a relative clustering according to an embodiment of the present invention . 
performance difference according to an information protec- 55 As shown in FIG . 1 , a data mining system 100 operated 
tion level in an embodiment of the present invention . by at least one processor includes a histogram generating 
FIG . 8 is a diagram exemplifying a bucket number module 110 and a K - means clustering module 120 . 

according to an information protection level in an embodi- The histogram generating module 110 receives data , an 
ment of the present invention . information protection level ? , an information protection 

60 level ratio R and the number of clusters from the outside . 
DETAILED DESCRIPTION OF THE The data is a set of points that can be expressed in 

EMBODIMENTS coordinates . That is , coordinate values of points that can be 
expressed in n - dimensional coordinates ( where ‘ n ’ is an 

In the following detailed description , only certain integer ) are referred to as the data . 
embodiments of the present invention have been shown and 65 The histogram generating module 110 calculates a first 
described , simply by way of illustration . As those skilled in information protection level & and a second information 
the art would realize , the described embodiments may be protection level & z by using the information protection level 
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e and the information protection level ratio R. When calcu- to the above - described method and the number of buckets 
lating the first information protection level ; and the second generated from the initial bucket is not limited to any one 
information protection level £ 2 , the information protection number . Further , the method of determining whether the 
level ratio R and the information protection level ? is same bucket is divided into the data the number of which is 
multiplied to calculate a noise to be inserted in a bucket 5 greater than the second threshold can be performed in 
section and a noise to be reflected in the number of points various manners and an embodiment of the present is not within the bucket . limited to any one method . While it is described in an embodiment of the present The histogram generating module 110 generates a histo invention that the information protection level is divided so 
that the first information protection level ?z is R * £ and the 10 count noise in the number of leaf nodes of each bucket and 

gram including count information generated by inserting the 
second information protection level ez is ( 1 - R ) * ? . However , section information of final buckets which are generated by the present invention is not limited thereto . 
The histogram generating module 110 calculates a first the division . Such a histogram becomes a histogram satis 

threshold and a second threshold . The first and second fying the differential privacy . 
thresholds are reference information for appropriately 15 The K - means clustering module 120 calculates a distance 
expressing data distribution in a quad - tree manner so that the between a center of the cluster and distributed individual 
number of points included in one bucket is less than the first points by using the cluster number information received by 
threshold and the same bucket is divided the second thresh- the histogram generating module 110 , assigns the distance to 
old times or less , when the bucket is generated . the cluster and then outputs cluster center information as 
The histogram generating module 110 divides the data 20 many as the number of clusters . That is , clustering is 

received from the outside into a plurality of initial buckets , performed by using a K - means clustering algorithm . In this 
the number of initial buckets being a predetermined number . case , the points are distributed in the center of the plurality 
The initial buckets are generated by dividing the data so that of buckets according to the histogram satisfying the differ 
intervals of the data domain have a uniform interval . ential privacy 

The histogram generating module 110 generates a histo- 25 The K - means clustering module 120 outputs a result of 
gram using a quad - tree from the initial buckets which are clustering the data . Here , the result of clustering is not 
divided with a uniform - grid . That is , the histogram gener limited to any one form and a detailed description of 
ating module 110 checks whether there is an initial bucket performing K - means clustering on data is omitted in an 
including points the number of which is greater than the first embodiment of the present invention because the K - means 
threshold , for each of the initial buckets . 30 clustering algorithm is already known . 

If there is the initial bucket including points the number A method of performing clustering using the above 
of which is greater than the first threshold , the histogram described data mining system 100 is described with refer 
generating module 110 determines whether the number of ence to FIG . 2 
times initial bucket has been divided is greater than the FIG . 2 is a flowchart of a clustering method according to 
second threshold . If the number of times the initial bucket 35 an embodiment of the present invention . 
has been divided is not greater than the second threshold , the As shown in FIG . 2 , a data mining system 100 receives 
histogram generating module 110 divides a section of the data including a plurality of points in the form of coordi 
initial bucket into a plurality of new buckets . However , if it nates , an information protection level , an information pro 
is determined that the number of times the bucket has been tection level ratio and a number of clusters ( S100 ) . The data 
divided is greater than the second threshold , the histogram 40 mining system 100 then calculates the first information 
generating module 110 stops dividing the initial bucket . protection level and the second information protection level 

Here , when checking whether there is the initial bucket based on the information protection level and the informa 
including points the number of which is greater than the first tion protection level ratio ( S101 ) . The first information 
threshold , the histogram generating module 110 first counts protection level is calculated by multiplying the information 
the correct number of points within the initial bucket and 45 protection ratio by the information protection level ( R * £ ) . 
then compares a value obtained by inserting a count noise in The second information protection level is calculated by 
the counted number with the first threshold . To this end , the multiplying the information protection level by a value 
histogram generating module 110 calculates the count noise obtained by subtracting the information protection ratio 
in consideration of the second information protection level . from one ( ( 1 - R ) * 8 ) . 
This is to ensure that the number of points included in each 50 The data mining system 100 calculates a first threshold 
bucket is not exposed to the outside , which is referred to as and a second threshold ( S102 ) . Here , the first threshold is 
satisfying privacy . reference information for allowing the number of points 

For example , it is assumed that the first threshold is 10 , included in one bucket to be less than the first threshold 
the number of points included in a certain initial bucket is 9 when the bucket is generated , in order to appropriately 
and the count noise is calculated to be 2.1 . Then , the 55 express data distribution in a quad - tree manner . Further , the 
histogram generating module 110 calculates that the certain second threshold is reference information for dividing the 
initial bucket has 11.1 points obtained by inserting the noise , same bucket the second threshold times or less . While the 
2.1 in the number of actual points , 9 . first threshold and the second threshold are described , by 

Therefore , the histogram generating module 110 deter way of example , by using the following Equation 1 , they are 
mines that the number of points in the certain initial bucket 60 not limited thereto . 
is 11.1 , which exceeds 10 , i.e. , the first threshold . As a result , 
the histogram generating module 110 divides the certain 
initial bucket . The section of the certain initial bucket First threshold = 1 / 1000 * n Eq tion 1 

divided by the histogram generating module 110 becomes a Second threshold = -logn - 1 section satisfying the differential privacy . logn 
Here , the method of dividing the initial bucket or the new 

bucket generated by dividing the initial bucket is not limited 

1 
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Here , is an integer that is the number of points and denotes TABLE 1 
a dimension of original data . Input : data D = { x1 , ... , xn } , x ER When the first information protection level , the second information protection level e 
information protection level , the first threshold and the information protection level ratio R 
second threshold are calculated through the above - described Output : cx } process , the data mining system 100 generates a plurality of € 1R * € , € 2 ( 1 – R ) * E 
initial buckets from the data received in step S100 ( S103 ) . maxDepth logn – 1 , Threshold 

At this time , the initial buckets are generated as many as T = build Quadtree ( D , € 1 , maxDepth , Threshold ) a predetermined number and a size of a section of each 10 find leaf nodes in Quad Tree T 
initial bucket , that is , a data domain , is the same for all the 5 . 
initial buckets . fi = f ; + Lap ( 1 / € 2 ) 

r ; = center of leaf node's rectangle 
When the initial buckets are generated , the data mining D ' « D ' + { ( ri , f ; ' ) } 

C « Kmeans ( D ' , k ) system 100 inserts a count noise in the number of points Return C = { C1 , ... , Ck } included in each initial bucket ( S104 ) . In some embodi 
ments , the count noise may be expressed as Lap ( 1 / € 2 ) . Here , 
Lap ( x ) denotes a random variable sampled from the Laplace As shown in Table 1 , the data mining system 100 receives 
distribution with scale parameter x . For each of the buckets the original data D , the information protection level ? to be 
in which the count noise is inserted , the data mining system 20 applied to the quad - tree , the information protection level 
100 determines whether the number of points included in ratio R and the number of clusters k . 
each initial bucket is not greater than the first threshold The data mining system 100 which has received the 
( S105 ) . If the data is divided into uniform intervals based on information protection level and the original data divides the 
the conventional technique , buckets are generated in the information protection level into a first information protec 
data - free region to increase the number of noise insertions 25 tion level ? and a second information protection level & z . 
and the data distribution cannot be appropriately expressed The data mining system 100 may divide the information 
since the data is divided into uniform intervals in the protection level so that the first information protection level 
data - crowded region . Therefore , the processing in step S105 & j is R * £ and the second information protection level ez is 

( 1 - R ) * £ . When calculating the first information protection can solve this problem . level and the second information protection level , the infor 
If there is a bucket having points the number of which is mation protection level ratio and the information protection 

greater than the first threshold , the data mining system 100 level is multiplied to obtain a noise to be inserted in the 
determines whether the number of times the bucket has been bucket section and a noise to be reflected in the number of 
divided is greater than the second threshold ( S106 ) . Here , points in the bucket section . 
the method of determining how many times the same bucket Then , the data mining system 100 calculates a first 
has been divided by the data mining system 100 may be threshold Threshold and a second threshold maxDepth . The 
performed in various ways , so that its detailed description is first threshold may be calculated as 1 / 1000 * n , which corre 
omitted in an embodiment of the present invention . sponds to an upper threshold of the number of points 

included in the bucket . The second threshold may be cal If the number of times is not greater than the second culated as threshold , the data mining system 100 divides the bucket to 
generate new buckets ( S107 ) . Then , the processing after step 
S104 is repeated to determine a final bucket satisfying 
conditions in steps S105 and S106 . 
However , if the number of times is greater than the second 

threshold , or if there is no bucket including points the so that the bucket formed in any region is divided maxDepth 
number of which the number is greater than the first thresh- times or less . Here , ‘ n ’ is an integer that is the number of 
old , the data mining system 100 generates a histogram that points and ' d ' is a dimension of the original data . 
includes section information of each of final buckets which Upon calculating the first information protection level 
are generated by division and the number of points in which 50 from the information protection level and calculating the 
the count noise is inserted in each final bucket ( S108 ) . Such first threshold and the second threshold , the data mining 
a histogram satisfies differential privacy . system 100 generates a quad - tree T by using the original 
When the histogram is generated in step S108 , the data data , the first information protection level , the first threshold 

and the second threshold . The quad - tree is generated to mining system 100 performs clustering on data received in step $ 100 by using a K - means clustering algorithm , by 55 obtain a bucket domain of a histogram . Because the quad 
referring to the generated histogram ( S109 ) . tree is generated by inserting a noise associated with the first 

protection level in a base domain , one bucket domain is not When the clustering is performed in step S109 , assuming exactly exposed to the outside , that is , information about the 
that the points in each bucket exist in a center of each bucket bucket domain is exposed with being protected . 
as many as the number of points in which the count noise is This embodiments is be described with reference to FIG . inserted , the clustering is performed by the number of 3 
clusters received in step S100 . Since the method of cluster FIG . 3 is a drawing showing an example of a histogram ing the histogram by the K - means clustering algorithm is the satisfying differential privacy according to an embodiment same as a general clustering method , its detailed description of the present invention . 
is omitted in an embodiment of the present invention . As shown in FIG . 3 , it is assumed that points represented 

The above - described method may be represented by an by circles are distributed at various positions and each point 
algorithm as in below Table 1 . is formed in two - dimensional coordinates . 
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Conventionally , a bucket is divided with the uniform - grid A range R of the received data shows minimum and 
so that the respective bucket sections have the same interval . maximum values between which points can exist . For 
However , in an embodiment of the present invention , when example , height and weight may be represented by ( 0 cm , 
the quad - tree is generated by using the first information 200 cm ) and ( 0 kg , 100 kg ) . 
protection level , the first threshold and the second threshold , 5 Once the data domain is determined , the longest distance 
the number of buckets is reduced and the respective bucket between the points , i.e. , a diagonal length , in a space formed 
sections do not have the same interval so that the informa- by the data range is found . If there are k points which are 
tion of the histogram including the number of points separated by the diagonal length , these k points are used as 
included in each bucket and the section information of each the centers of clusters . 
bucket can be protected . Since the longest distance length is found , the k points 

Referring to FIG . 3 again , the data mining system 100 may be not separated by length in the beginning . Therefore , 
calculates the number f of points in the bucket of the the data mining system 100 samples arbitrary points and 
histogram after determining the bucket domain in which the determines whether the sampled points are separated by 
information of the histogram is protected . When calculating 15 length . If the sampled points are separated by length , the 
the number of points included in one bucket , the noise sampled points are used arbitrary as the centers of the 
associated with the second information protection level is clusters . However , even if the sampling is repeated for the 
reflected in the number of points in the bucket . This is maximum number of iterations , the points separated by 
described with reference to FIG . 4 and FIG . 5 . length may not be found . In this case , length is reduced to 
FIG . 4 is a diagram showing an example of a histogram 20 relax the condition ( for example , length may be reduced to 

using a quad - tree according to an embodiment of the present length * 0.9 ) so that the points can be found even if they are invention and FIG . 5 is a diagram showing an example of a slightly separated . The k - points to be selected as the centers histogram satisfying differential privacy according to an of the clusters are found by repeating this process . embodiment of the present invention . The information protection level ratio R used in the A numeral shown in FIG . 4 denotes the number of points 
located in each of the buckets generated in FIG . 4 and a 25 above - described algorithm is a ratio for determining how the 
numeral shown in FIG . 5 denotes the number of points first information protection level and the second information 
generated by reflecting the noise to the number of points in protection level are divided . This is described with reference 
the bucket . Because the noise calculated by the second to FIG . 6 . 

information protection level is reflected into the number of FIG . 6 is a diagram exemplifying a relative clustering 
points included in each bucket calculated in FIG . 4 as shown performance difference according to an information protec 
in FIG . 5 , the number of points in each bucket cannot be tion level ratio in an embodiment of the present invention . 
accurately exposed to the outside so that the information can As shown in FIG . 6 , in an error ( performance ) according 
be protected . to an information protection level ratio R , if the information 

Referring to FIG . 3 again , after reflecting the noise into 35 protection level ratio R is small , less noise Lap ( 1 / R * £ ) is 
the number of points in each bucket , the data mining system inserted when the quad - tree is calculated so that the data 
100 performs the K - means clustering , assuming that all the distribution may not be finely found , but more noise Lap 
points are located at an center r , of each bucket . The ( 1 / ( 1 - R ) * £ is inserted in the number of points in each bucket clustering is performed by the number of clusters received as so that the number of points may be relatively accurate . 
an input and the cluster centers are outputted as many as the In a case of e = 0.05 , it can be confirmed that the relative 
number of clusters . An algorithm for finding the cluster clustering performance is good at R = 0.15 . The information centers for the clustering may be shown as in below Table protection level ratio R used in an embodiment of the present 2. Accordingly , in some embodiments , after the cluster invention is not limited to 0.15 . centers are set by using , for example , the algorithm shown FIG . 7 is a diagram exemplifying a relative clustering in Table 2 , the K - means clustering may be performed . 45 performance difference according to an information protec 

tion level in an embodiment of the present invention and TABLE 2 FIG . 8 is a diagram exemplifying a bucket number according 
Input : data domain = { m and M1 , ( m? , M , ) } to an information protection level in an embodiment of the 

the number of clusters k present invention . 
Output : cluster centers ç = { C1 , ... , CK } FIG . 7 shows a relative clustering performance difference 1. length ( E ; ( M ; – m ; ) ) 
2. While ( 1 ) according to an information protection level ? . Although the 

for ( i = 0 ; i < 100 ; ++ i ) performance varies depending on the information security 
C = random sample k centers in domain R level ? , there is a performance improvement of up to 25 % . 
flag This means that the quad - tree finds for the more appropriate for i , j in C 55 data distribution for k - means clustering than an algorithm of if | e - c ; \ < length 

flag generating a histogram by division with the uniform - grid . 
In an embodiment of the present invention , the number of 

return C = { C1 , buckets may be generated differently according to the infor length length * 0.9 mation protection level ? . The number of buckets generated 
60 according to the information protection level ? is as shown 

When the clustering begins , the center coordinates of the in FIG . 8 . 
clusters should be determined . If the centers of initial While the number of buckets increases as the information 
clusters are gathered in one place , the clustering is not protection level & increases in the differentially private 
performed properly . Therefore , the algorithm shown in Table k - means clustering using the extended uniform - grid ( EU 
2 is an algorithm for finding distant points to be set to the 65 GKDP ) , a small number of leaf nodes ( buckets ) can be 
centers of the clusters . The algorithm shown in Table 2 is an maintained regardless of the information protection level € 
example , and the present invention is not limited thereto . in an embodiment of the present invention ( QuadkDP ) . This 

40 

50 0.5 

& true 

3 . 
4 . 
5 . 
6 . 
7 . 
8 . 
9 . 
10 . 
11 . 

false 
if flag true 



US 11,016,995 B2 
11 12 

means that the number of noise insertions can be reduced threshold and a second condition that a number of times the 
and the clustering can be performed faster for a large amount certain new bucket has been divided is greater than the 
of data . second threshold , and the new bucket satisfying the first 

While this invention has been described in connection condition and the second condition is determined as the final 
with what is presently considered to be practical exemplary 5 bucket . 
embodiments , it is to be understood that the invention is not 7. The method of claim 6 , wherein receiving the input 
limited to the disclosed embodiments . On the contrary , it is information comprises calculating a first information pro 
intended to cover various modifications and equivalent tection level for protecting the first information and a second 
arrangements included within the spirit and scope of the information protection level for protecting the second infor 
appended claims . 10 mation by using the information protection level and the 

What is claimed is : information protection level ratio , and 
1. A method of performing K - means clustering by a data wherein the first information is reference information for 

mining system , the method comprising : a bucket section to be divided to protect the section 
generating a plurality of initial buckets by dividing data information for each of the plurality of new buckets , 

including a plurality of points each being expressed in 15 and the second information is reference information for 
coordinate information ; generating the count noise to protect the number of 

inserting a count noise in a number of points included in points included in each of the plurality of new buckets . 
each of the initial buckets , and then generating a 8. The method of claim 7 , wherein a plurality of points 
plurality of new buckets by dividing at least one initial included in each of the plurality of new buckets are distrib 
bucket among the initial buckets based on a first 20 uted in a quad - tree manner . 
threshold and a second threshold ; 9. A data mining system , comprising : 

generating a plurality of final buckets from the plurality of a histogram generating module that receives input infor 
initial buckets or the plurality of new buckets ; mation including data including a plurality of points 

generating a histogram including section information for each being expressed by coordinates information , an 
each of the final buckets and a number of points 25 information protection level for protecting first infor 
included in each of the final buckets in which the count mation and second information on a plurality of final 
noise is inserted ; and buckets to be generated based on the data , an informa 

performing K - means clustering on the histogram based on tion protection level ratio indicating a protection ratio 
a number of clusters . of the first information and second information , and a 

2. The method according to claim 1 , wherein generating 30 number of clusters for performing K - means clustering , 
the plurality of initial buckets comprises receiving input generates a plurality of final buckets from the data by 
information including the plurality of points , an information using a quad - tree and the received information , and 
protection level for protecting first information and second generates a histogram satisfying differential privacy by 
information on the plurality of final buckets generated based protecting information on the plurality of final buckets ; 
on the data , an information protection level ratio indicating 35 and 
a protection ratio of the first information and second infor- a K - means clustering module that distributes the histo 
mation , and the number of clusters for performing the gram satisfying the differential privacy and the data 
K - means clustering . into clusters corresponding to the number of clusters . 

3. The method of claim 2 , wherein generating the plurality 10. The data mining system of claim 9 , wherein the 
of initial buckets comprises calculating the first threshold for 40 histogram generating module calculates a first threshold for 
limiting a number of points to be included in each of the limiting a number of points to be included in each of the 
plurality of final buckets generated based on the data , and plurality of final buckets data and a second threshold for 
the second threshold for limiting a number of times a same limiting a number of times a same bucket is divided , and 
bucket is divided . wherein the first threshold is calculated based on the 

4. The method of claim 3 , wherein the first threshold is 45 number of points , and the second threshold is calcu 
calculated based on the number of points , and the second lated based on the number of points and a dimension of 
threshold is calculated based on the number of points and a coordinates forming the data . 
dimension of coordinates forming the data . 11. The data mining system of claim 10 , wherein the 

5. The method of claim 4 , wherein generating the plurality histogram generating module calculates a first information 
of buckets comprises : 50 protection level for protecting the first information and a 

inserting the count noise to each of the initial buckets and second information protection level for protecting the sec 
then determining whether a number of points included ond information by using the information protection level 
in each of the initial buckets in which the count noise and the information protection level ratio , and 
is inserted is greater than the first threshold ; wherein the first information is reference information for 

when the number of points included in a certain initial 55 a bucket section to be divided to protect section infor 
bucket among the initial buckets is greater than the first mation for each of the plurality of final buckets , and the 
threshold , determining whether a number of times the second information is reference information for gener 
certain initial bucket has been divided is greater than ating a count noise to protect the number of points 
the second threshold ; and included in each of the plurality of final buckets . 

when the number of times the certain initial bucket has 60 12. The data mining system of claim 11 , wherein the 
been divided is not greater than the second threshold , histogram generating module : 
generating the plurality of new buckets by dividing the checks a distribution of the received data and generates a 
certain initial bucket . plurality of initial buckets by dividing the data ; and 

6. The method of claim 5 , wherein a process of generating generates a plurality of new buckets by determining 
the plurality of new buckets is repeated for a certain new 65 whether a number of points included in each of the 
bucket satisfying a first condition that a number of points initial buckets in which the count noise is reflected is 
included in the certain new bucket is not greater than the first greater than the first threshold and determining whether 
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a number of times each of the initial buckets has been 
divided is greater than the second threshold . 

13. The data mining system of claim 12 , wherein the 
plurality of new buckets differ in a plurality of new bucket 
sections and a number of data included in each of the 5 
plurality of new buckets . 

14. The data mining system of claim 12 , wherein the 
histogram generating module generates a histogram includ 
ing a number of points included in each of the final buckets 
in which the count noise is reflected and section information 10 
for each of the final buckets . 


