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by Wei HAN et al . , which is hereby incorporated by refer 
ence in its entirety . 

. 

include the person's age and gender , and in this case , the 
attributes also include a value to characterize age and a value 
to characterize gender . 
[ 0007 ] A size of a graph is on the order of terabytes 
( terabytes ) . A graph may contain billions of nodes and 
trillions of edges . Therefore , a graph can be divided into a 
plurality of subgraphs , and the plurality of subgraphs can be 
distributed on a plurality of devices , that is , a large graph can 
be divided into a plurality of smaller subgraphs stored in 
different devices . 
[ 0008 ] A node sampling phase is one of main causes of 
graph - related delays . Each node and edge have an associated 
performance cost , and therefore , accessing data in a large 
graph may result in very high overall communication cost 
( for example , latency caused and bandwidth consumed ) . 
Because information transmission between devices 
increases a delay , a delay in a distributed graph also 
increases accordingly . 
[ 0009 ] It would be beneficial to reduce a delay associated 
with a large graph ( especially a distributed graph ) . 

TECHNICAL FIELD 

[ 0002 ] The present disclosure relates to the field of com 
puters , and specifically , to a computer - implemented method , 
a system , and a non - transitory computer - readable storage 
medium . 

BACKGROUND 

SUMMARY 

of 

a 

[ 0003 ] A graph ( graph ) is a type of data structure or 
database that is stored and executed by a computing system 
and used to model a set of objects and connections ( rela 
tionships ) between the objects in the set . The objects are 
represented as nodes ( or vertices ) in the graph connected or 
linked through edges . A characteristic or attribute of an 
object is associated with a node used to represent the object . 
[ 0004 ] A graph can be used to identify dependency , clus 
ter , similarity , match , category , flow , cost , centrality , and the 
like in a large dataset . Graphs are used in various tyi 
applications . The various types of applications widely 
include but are not limited to graph analysis and graph 
neural networks ( Graph Neural Networks , GNN for short ) , 
and more specifically , include applications such as an online 
shopping engine , social networking , a recommendation 
engine , a mapping engine ( mapping engine ) , failure analy 
sis , network management , and a search engine . Unlike in 
applications for facial recognition , where the sampled nodes 
( pixels ) close to each other may be grouped , in the foregoing 
types of applications , the sampled nodes may be separated 
from each other by a plurality of hops ( hop ) ( that is , two 
sampled nodes are spaced apart by a plurality of other 
nodes ) , and access may be performed randomly or irregu 
larly . 
[ 0005 ] Graphs allow for faster retrieval and navigation of 
complex hierarchies that are difficult to model in relational 
systems . A large number of processing operations associated 
with graphs include a graph traversal operation , such as 
pointer chasing which reads a node to determine one or more 
edges , where the identified edge or edges point to and are 
connected to one or more other nodes , the one or more other 
nodes may in turn be read to determine corresponding other 
edges , and so on . 
[ 0006 ] Graph data generally includes node structure infor 
mation and attributes . The node structure information may 
include , for example , information for identifying a node ( for 
example , a node identity , or a node identifier , which may be 
simply referred to as a node ID ) and information for iden 
tifying a neighbor node of the node . The attributes may 
include features or properties of an object and values of 
these features or properties . The object is represented by the 
node , and the features or properties of the object are asso 
ciated with the node used to represent the object . For 
example , if the object represents a person , its features may 

[ 0010 ] Embodiments of the present disclosure provide a 
solution to resolve the foregoing problem . In general , the 
embodiments of the present disclosure describe methods and 
systems for prefetching in a distributed graph architecture . 
[ 0011 ] More specifically , in some embodiments of the 
present disclosure , a graph stored in a computing system is 
logically divided into a plurality of subgraphs , where the 
plurality of subgraphs are stored on a plurality of different 
interconnected ( or coupled ) devices in the computing sys 
tem , and nodes of the subgraphs include hub nodes ( hub 
node ) connected to adjacent subgraphs . 
[ 0012 ] In some embodiments of the present disclosure , 
each interconnected ( or coupled ) device stores attributes and 
node identifiers ( identifier , ID for short ) of the hub nodes of 
the plurality of subgraphs on other interconnected ( or 
coupled ) devices . In addition , a software or hardware 
prefetch engine on the device prefetches attributes and a 
node identifier associated with a sampled node . 
[ 0013 ] Further , in some embodiments of the present dis 
closure , a prefetcher of a device connected ( or coupled ) to 
the interconnected ( or coupled ) devices can prefetch attri 
butes , node identifiers and other node structure information 
of nodes of a subgraph on any interconnected ( or coupled ) 
device to another interconnected ( or coupled ) device that 
requires or may require the node attributes and node struc 
ture information . In some embodiments of the present dis 
closure , a traffic monitor is provided on an interface device 
to monitor traffic , and when the traffic is small , the interface 
device prefetches node attributes . 
[ 0014 ] According to a first embodiment of the present 
disclosure , a computer - implemented method is provided , 
including : accessing a plurality of hub nodes in a graph , 
where the graph includes a plurality of nodes and is logically 
divided into a plurality of subgraphs , the subgraph includes 
at least one of the hub nodes , and each of the hub nodes in 
the subgraph separately connects the subgraph to another 
subgraph in the plurality of subgraphs ; storing attributes and 
node structure information associated with hub nodes of a 
first subgraph in the plurality of subgraphs in a second 
device , where the second device is further configured to 
store information of a second subgraph in the plurality of 
subgraphs ; and storing attributes and node structure infor 
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mation associated with hub nodes of the second subgraph in 
a first device , where the first device is further configured to 
store information of the first subgraph . 
[ 0015 ] In some embodiments , the attributes and node 
structure information associated with the hub nodes of the 
first subgraph and the attributes and node structure infor 
mation associated with the hub nodes of the second sub 
graph include one or more of the following attributes and 
node structure information : a corresponding attribute value , 
a corresponding node identifier , and a corresponding node 
structure . 
[ 0016 ] In some embodiments , the method further includes : 
prefetching the attributes and node structure information 
associated with a hub node of the first subgraph into a 
prefetch buffer of the first device when a gap between the 
hub node of the first subgraph and a root node of the first 
subgraph is a single hop . 
[ 0017 ] In some embodiments , the method further includes : 
prefetching the attributes and node structure information 
associated with a hub node of the second subgraph into a 
prefetch buffer of the first device when a hub node of the first 
subgraph is sampled , a gap between the hub node of the first 
subgraph and a root node of the first subgraph is a single 
hop , and a gap between the hub node of the first subgraph 
and the hub node of the second subgraph is a single hop . 
[ 0018 ] In some embodiments , the method further includes : 
acquiring node identifiers of a plurality of nodes adjacent to 
a root node that is adjacent to a first hub node , sampling at 
least one subset of the nodes corresponding to these node 
identifiers , and prefetching attributes of the nodes in the 
sampled subset into a prefetch buffer of the first device . 
[ 0019 ] In some embodiments , the method further includes : 
prefetching attributes and node structure information asso 
ciated with one of the plurality of nodes into a buffer of a 
third device , where the third device is coupled to the first 
device and the second device . 
[ 0020 ] In some embodiments , the method further includes : 
using the third device to monitor traffic , where when a 
measured value of the traffic meets a threshold , the prefetch 
ing is performed . 
[ 0021 ] In some embodiments , in response to a request 
from the first device , the prefetching includes : acquiring 
node identifiers of a plurality of nodes adjacent to a second 
hub node on the second device ; sampling at least one subset 
of the nodes corresponding to these node identifiers ; and 
extracting attributes of the nodes in the subset into the buffer 
of the third device . 
[ 0022 ] According to a second embodiment of the present 
disclosure , a system is provided , including : a processor ; a 
storage unit connected ( or coupled ) to the processor ; and a 
plurality of interconnected ( or coupled ) devices connected 
( or coupled ) to the storage unit , where the plurality of 
interconnected ( or coupled ) devices include a first device 
and a second device , the first device includes a memory and 
at least one buffer , and the second device includes a memory 
and at least one buffer ; where the first device is configured 
to store information of nodes of a first subgraph of a graph , 
the second device is configured to store information of nodes 
of a second subgraph of the graph , and the graph includes a 
plurality of subgraphs ; the nodes of the first subgraph 
include a first hub node , the nodes of the second subgraph 
include a second hub node , and the first hub node and the 
second hub node are connected to each other through an 
edge ; and the first device stores attributes and node structure 

information associated with the second hub node , and the 
second device stores attributes and node structure informa 
tion associated with the first hub node . 
[ 0023 ] In some embodiments , the first device includes an 
access engine , and the access engine is configured to : 
prefetch node identifiers of a plurality of nodes adjacent to 
a root node that is adjacent to the first hub node , sample at 
least one subset of the nodes corresponding to the node 
identifiers , and acquire attributes of the nodes in the subset . 
[ 0024 ] In some embodiments , the attributes and node 
structure information associated with the first hub node and 
the attributes and node structure information associated with 
the second hub node include one or more of the following 
attributes and node structure information : a corresponding 
attribute value , a corresponding node identifier , and a cor 
responding node structure . 
[ 0025 ] In some embodiments , when a gap between the 
first hub node and a root node of the first subgraph is a single 
hop , the attributes and node structure information associated 
with the first hub node are prefetched into a prefetch buffer 
of the first device . 
[ 0026 ] In some embodiments , when the first hub node is 
separated from a root node and sampled , and a gap between 
the first hub node and the second hub node is a single hop , 
the attributes and node structure information associated with 
the second hub node are prefetched into a prefetch buffer of 
the first device . 
[ 0027 ] In some embodiments , the system further includes : 
a third device connected ( or coupled ) to the first device and 
the second device , where the third device includes a prefetch 
buffer , and the third device prefetches attributes and node 
structure information associated with one of the plurality of 
nodes into a prefetch buffer . 
[ 0028 ] In some embodiments , the third device further 
includes a traffic monitor , and when traffic measured by the 
traffic monitor meets a threshold , the third device prefetches 
the attributes and node structure information associated with 
the node into the prefetch buffer . 
[ 0029 ] In some embodiments , the third device is config 
ured to : in response to a request from the first device , acquire 
node identifiers of a plurality of nodes adjacent to the second 
hub node on the second device , sample at least one subset of 
the nodes corresponding to the node identifiers , and extract 
attributes of the nodes in the subset into the prefetch buffer 
of the third device . 
[ 0030 ] In some embodiments , the first device includes a 
field programmable logic gate array , the second device 
includes a field programmable logic gate array , and the third 
device includes a memory - over - fabric connected ( or 
coupled ) to the first device and the second device . 
[ 0031 ] According to a third embodiment of the present 
disclosure , a non - transitory computer - readable storage 
medium is further provided , including computer - executable 
instructions stored thereon , where the computer - executable 
instructions include : a first instruction , used to access a 
graph , where the graph includes a plurality of subgraphs , the 
plurality of subgraphs include a first subgraph and a second 
subgraph , the first subgraph includes a first node set having 
a first hub node , and the second subgraph includes a second 
node set having a second hub node , and the first subgraph 
and the second subgraph are connected through an edge 
connecting the first hub node and the second hub node ; a 
second instruction , used to store attributes and node struc 
ture information associated with the second hub node in a 
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stored on and executed by a computing system according to 
some embodiments of the present disclosure ; 
[ 0041 ] FIG . 2A illustrates a schematic block diagram of 
components in an example computing system according to 
some embodiments of the present disclosure ; 
[ 0042 ] FIG . 2B illustrates a schematic diagram of a map 
ping relationship between subgraphs of an example distrib 
uted graph and devices in a computing system according to 
some embodiments of the present disclosure ; 
[ 0043 ] FIG . 3 illustrates a schematic block diagram of 
selected elements or selected components of a device for 
storing and computing subgraphs according to some 
embodiments of the present disclosure ; 
[ 0044 ] FIG . 4 illustrates a schematic diagram of elements 
of two adjacent subgraphs in a distributed graph according 
to some embodiments of the present disclosure ; 
[ 0045 ] FIG . 5 illustrates a schematic block diagram of an 
interface device connected ( or coupled ) to a device for 
storing and computing subgraphs according to 
embodiments of the present disclosure ; and 
( 0046 ] FIG . 6 illustrates a schematic flowchart of a com 
puter - implemented method according to some embodiments 
of the present disclosure . 

a 

a 

DETAILED DESCRIPTION 

first device , where the first device further stores information 
associated with the first subgraph ; and a third instruction , 
used to store attributes and node structure information 
associated with the first hub node in a second device , where 
the second device further stores information associated with 
the second subgraph . 
[ 0032 ] In some embodiments , the non - transitory com 
puter - readable storage medium further includes : a fourth 
instruction , used to prefetch the attributes and node structure 
information associated with the first hub node into a prefetch 
buffer of the first device when a gap between the first hub 
node and a root node of the first subgraph is a single hop . 
[ 0033 ] In some embodiments , the non - transitory com 
puter - readable storage medium further includes : a fifth 
instruction , used to prefetch the attributes and node structure 
information associated with the second hub node into a 
prefetch buffer of the first device when the first hub node is 
sampled , a gap between the first hub node and a root node 
of the first subgraph is a single hop , and a gap between the 
first hub node and the second hub node is a single hop . 
[ 0034 ] In some embodiments , the non - transitory com 
puter - readable storage medium further includes : a sixth 
instruction , used to acquire node identifiers of a plurality of 
nodes adjacent to a root node that is adjacent to the first hub 
node ; a seventh instruction , used to sample at least one 
subset of the nodes corresponding to these node identifiers ; 
and an eighth instruction , used to prefetch attributes of the 
nodes in the subset into a prefetch buffer of the first device . 
[ 0035 ] In some embodiments , the non - transitory com 
puter - readable storage medium further includes : a ninth 
instruction , used to prefetch attributes and node structure 
information associated with one of the plurality of nodes 
into a buffer of a third device , where the third device is 
coupled to the first device and the second device . 
[ 0036 ] In some embodiments , the non - transitory com 
puter - readable storage medium further includes : a tenth 
instruction , used to use the third device to monitor traffic , 
and prefetch attributes and node structure information asso 
ciated with the node into the buffer of the third device when 
a measured value of the traffic meets a threshold . 
[ 0037 ] Therefore , according to the embodiments of the 
present disclosure , latency associated with an operation of 
transmitting information between a plurality of intercon 
nected ( or coupled ) devices is eliminated , thereby reducing 
an overall communication cost of the computing system . In 
addition to communication cost reduction , resources of the 
computing system are utilized more efficiently . 
[ 0038 ] Those of ordinary skill in the art will appreciate the 
foregoing objective , other objectives , and advantages pro 
vided by various embodiments of the present disclosure after 
reading the following detailed description of the embodi 
ments shown in the drawings . 

[ 0047 ] Reference will now be made in detail to various 
embodiments of the present disclosure , examples of which 
are illustrated in the accompanying drawings . While the 
disclosure is described in conjunction with these embodi 
ments , it should be understood that it is not intended to limit 
the present disclosure to these embodiments . On the con 
trary , the present disclosure is intended to cover alternatives , 
modifications and equivalents as may be included within the 
spirit and scope of the present disclosure as defined by the 
appended claims . In addition , in the following detailed 
description , numerous specific details are set forth in order 
to provide a thorough understanding of the present disclo 
sure . However , it should be understood that the present 
disclosure may be practiced without these specific details . In 
other instances , well - known methods , procedures , compo 
nents and circuits have not been described in detail so as not 
to obscure the present disclosure . 
[ 0048 ] Some portions of the detailed descriptions which 
follow are presented in terms of procedures , logic blocks , 
processing and other symbolic representations of operations 
on data bits within computer memory . These descriptions 
and representations are the means used by those skilled in 
the data processing arts to most effectively convey the 
substance of their work to others skilled in the art . In this 
application , a procedure , logic block , process , or the like , is 
conceived to be a self - consistent sequence of steps or 
instructions leading to a desired result . The steps are those 
requiring physical manipulations of physical quantities . 
Usually , although not necessarily , these quantities take the 
form of electrical or magnetic signals capable of being 
stored , transferred , combined , compared , and otherwise 
manipulated in a computing system . It has proven conve 
nient at times , principally for reasons of common usage , to 
refer to these signals as transactions , bits , values , elements , 
symbols , characters , samples , pixels , or the like . 
[ 0049 ] It should be borne in mind , however , that all of 
these and similar terms are to be associated with the appro 
priate physical quantities and are merely convenient labels 
applied to these quantities . Unless otherwise specifically 

BRIEF DESCRIPTION OF THE DRAWINGS 

[ 0039 ] The accompanying drawings are incorporated in 
this specification and form a part of this specification , where 
the same / similar reference numerals depict same / similar 
elements . The accompanying drawings illustrate some 
embodiments of the present disclosure , and together with the 
detailed description , serve to explain principles of the pres 
ent disclosure . 
[ 0040 ] FIG . 1 illustrates a schematic diagram of an 
example distributed graph architecture of graphs that are 
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stated as apparent from the following discussions , it is 
appreciated that throughout the present disclosure , discus 
sions utilizing terms such as " accessing ” , “ prefetching " , 
" sampling ” , “ sending ” , “ writing ” , “ reading ” , “ dividing ” , 
" requesting " , " storing " , " recording " , " transferring " , " select 
ing ” , refer to actions and processes ( for example , the method 
shown in FIG . 6 ) of a device or computing system or similar 
electronic computing device or system ( for example , the 
systems shown in FIG . 2A , FIG . 2B , FIG . 3 , and FIG . 5 ) . A 
computing system or similar electronic computing device 
manipulates and transforms data represented as physical 
( electronic ) quantities within memories , registers or other 
such information storage , transmission or display devices . 
[ 0050 ] Some elements or embodiments described herein 
may be discussed in a general context of computer - execut 
able instructions residing on a specific form of computer 
readable storage medium ( for example , program modules ) 
executed by one or more computers or other devices . By 
way of example and not limitation , computer - readable stor 
age media may include non - transitory computer storage 
media and communication media . Generally , program mod 
ules include routines , programs , objects , components , data 
structures , and the like , for performing particular tasks or 
implementing particular abstract data types . The function 
ality of the program modules may be combined or distrib 
uted as desired in various embodiments . 
[ 0051 ] Computer storage media include volatile and non 
volatile , removable and non - removable media implemented 
in any method or technology for storage of information ( for 
example , computer readable instructions , data structures , 
program modules , or other data ) . Computer storage media 
include , but are not limited to , a double data rate ( Double 
Data Rate , DDR for short ) memory , a random access 
memory ( Random Access Memory , RAM for short ) , a static 
random access memory ( Static Random Access Memory , 
SRAM for short ) , or a dynamic random access memory 
( Dynamic Random Access Memory , DRAM for short ) , a 
read only memory ( Read Only Memory , ROM for short ) , an 
electrically erasable programmable read only memory 
( Electrically Erasable Programmable Read Only Memory , 
EEPROM for short ) , a flash memory ( Flash Memory , such 
as Solid State Drive ( SSD for short ) ) or other memory 
technologies , a compact disk read only memory ( Compact 
Disk Read Only Memory , CD - ROM for short ) , a digital 
versatile disk ( Digital Versatile Disk , DVD for short ) or 
other optical storage , a magnetic cassette ( Magnetic Cas 
sette ) , a magnetic tape ( Magnetic Tape ) , a magnetic disk 
storage ( Magnetic Disk Storage ) or other magnetic storage 
devices , or any other medium which can be used to store the 
desired information and which can be accessed to retrieve 
the information . 
[ 0052 ] Communication media may embody computer 
executable instructions , data structures , and program mod 
ules , and include any information delivery media . By way of 
example and not limitation , communication media include 
wired media such as a wired network or direct - wired con 
nection , and wireless media such as acoustic , radio fre 
quency ( Radio Frequency , RF ) , infrared , and other wireless 
media . Combinations of any of the above may also be 
included within the scope of computer readable media . 
[ 0053 ] FIG . 1 illustrates a schematic diagram of an 
example distributed graph architecture of graphs that are 
stored on and executed by a computing system ( for example , 
computing systems shown in FIG . 2A , FIG . 2B , FIG . 3 , and 

FIG . 5 ) according to some embodiments of the present 
disclosure . In the example shown in FIG . 1 , a graph 100 is 
logically divided into three communities ( community ) or 
subgraphs 102 , 104 , and 106. However , the number of 
subgraphs is not limited thereto . The graph 100 includes a 
plurality of nodes ( each node is represented as a square in 
FIG . 1 ) . 
[ 0054 ] Typically , a community is a subset of nodes in a 
graph , so that the number of edges within the community is 
greater than the number of edges linking the community to 
the rest of the graph . The graph 100 may be logically divided 

mmunities or subgraphs by using community detec 
tion algorithms such as , but not limited to : Kernighan - Lin 
( Kernighan - Lin , K - L for short ) algorithm ; Girvan - Newman 
( Girvan - Newman ) algorithm ; multi - level ( multi - level ) algo 
rithm ; leading eigenvector ( leading eigenvector ) algorithm ; 
and Louvain ( Louvain ) algorithm . 
[ 0055 ] Each node in the graph 100 represents an object , 
and attributes and structure information of the object is 
associated with a node representing the object . Attributes of 
a node / object may include one or more features or properties 
of the object ( for example , if the object represents a person , 
the features may include the person's age and / or gender ) , 
and attribute data may include values of the one or more 
features ( for example , a numeric value to characterize the 
person's age and a flag to identify the person's gender ) . 
Structure information of a node / object may include , for 
example , information for identifying a node ( for example , a 
node identifier ) and information for identifying other nodes 
connected to the node . 
[ 0056 ] Through one or more hub nodes , each subgraph is 
connected to adjacent subgraphs through corresponding 
edges . For example , in FIG . 1 , a subgraph 102 includes hub 
nodes 121 , 122 , and 123 , which are connected to hub nodes 
161 and 162 of a subgraph 104 through corresponding 
edges . The hub nodes in the subgraph 102 are similarly 
connected to hub nodes in a subgraph 106 and vice versa , 
hub nodes in the subgraph 104 are similarly connected to the 
hub nodes in the subgraph 106 . 
[ 0057 ] Neighboring or adjacent subgraphs ( for example , 
the subgraphs 102 and 104 ) are connected to each other 
through a single hop ( single hop ) , for example , an edge 110 
connects a hub node 121 to a hub node 161. Nodes of 
subgraphs in the graph 100 are also connected to each other 
through edges . 
[ 0058 ] FIG . 2A illustrates a block diagram of components 
in an example computing system 200 according to some 
embodiments of the present disclosure . The computing 
system 200 may be configured to store and execute a 
distributed graph architecture of the graph 100 the 
example shown in FIG . 1 . 
[ 0059 ] In the example shown in FIG . 2A , the computing 
system 200 includes a plurality of central processing units 
( Central Processing Units , CPU for short ) , for example , 
including a CPU 202. In an embodiment of the present 
disclosure , each CPU includes or is coupled to a correspond ing graphics processing unit ( Graphics Processing Unit , 
GPU for short ) , such as a GPU 204. In some embodiments , 
each CPU is connected ( or coupled ) to a corresponding 
top - of - rack ( Top - Of - Rack , TOR for short ) switch ( such as a 
TOR switch 206 ) via a network interface card ( Network 
Interface Card , NIC for short ) ( such as a NIC 208 ) . 
[ 0060 ] In this embodiment of the present disclosure , each 
CPU is also connected ( or coupled ) to a corresponding 

a 
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device or integrated circuit , for example , connected ( or 
coupled ) to devices 211 , 212 , 213 ... N ( that is , devices 
211 — N ) . In the embodiment shown in FIG . 2A , each of the 
devices 211 – N is a field programmable gate array ( Field 
Programmable Gate Array , FPGA for short ) . 
[ 0061 ] In this embodiment of the present disclosure , the 
devices 211 — N are interconnected ( or coupled ) in a par 
ticular manner , so that among these devices , any device can 
communicate with any other device , transmit data to any 
other device , and receive data from any other device . In 
some embodiments , the devices 211 — N are interconnected 
( or coupled ) through a fully connected local area network 
( Fully Connected Local Network , FCLN for short ) 216. In 
the following description ( shown in conjunction with FIG . 
3 ) , in some embodiments , each of the devices 211 – N is 
connected ( or coupled ) to an interface device 316 , and the 
interface device 316 is , for example , a memory - over - fabric 
( Memory - Over - Fabric , MoF for short ) . 
[ 0062 ] FIG . 2B illustrates a schematic diagram of a map 
ping relationship between the example subgraphs 102 , 104 , 
and 106 to the devices 211 - N according to some embodi 
ments of the present disclosure . In these embodiments , each 
of the devices 211 — N stores and computes its own sub 
graph . In an example , the subgraph 102 is stored and 
computed by the device 211 , the subgraph 106 is stored and 
computed by the device 212 , and the subgraph 104 is stored 
and computed by the device 213 . 
[ 0063 ] FIG . 3 illustrates a schematic block diagram of 
selected elements or selected components of a device ( for 
example , a device 211 ) for storing and computing subgraphs 
according to some embodiments of the present disclosure . 
As described herein , the device 211 also helps to prefetch 
node attributes and node structure information ( for example , 
node identifiers ) . Configurations and functions of each of 
other devices 212 , 213 ... N ( that is , the devices 212 — N ) 
shown in FIGS . 2A and 2B are similar to those of the device 
211. The devices 211 — N may include elements or compo 
nents other than those shown and described herein , and the 
elements or components may be coupled in a way shown in 
the figure or in other ways . 
[ 0064 ] In an example , the device 211 is described in terms 
of the functions performed by some modules in the device 
211. Although the modules are described and illustrated as 
separate modules , the present disclosure is not limited 
thereto . In other words , for example , combinations of these 
modules / functions can be integrated into a single module 
that performs a plurality of functions . 
[ 0065 ] In the embodiment of FIG . 3 , the example device 
211 includes a command encoder 302 and a command 
decoder 304 that are coupled to a command scheduler 306 . 
The device 211 includes or is coupled to a communication 
( communications ) interface 308 ( for example , an advanced 
extensible interface , Advanced Extensible Interface ) to com 
municate with other devices ( for example , a CPU 202 ) of the 
system 200 shown in FIG . 2A . 
[ 0066 ] The device 211 is also coupled to a storage unit via 
a load unit ( load unit , LD unit for short ) 310. As described 
above , the device 211 may store and compute the subgraph 
102. The storage unit includes a memory 312 on the device 
211 ( for example , a DDR memory ) for storing attributes , 
node identifiers , and other node structure information of 
nodes in the subgraph 102. The storage unit further includes 

a main memory 314 ( for example , a RAM ) , and the main 
memory 314 is coupled to the device 211 and the other 
devices 212 - N . 
[ 0067 ] The device 211 is also coupled to the other devices 
212 — N via an interface device 316 ( for example , an MoF ) 
to access subgraphs on the other devices . The following 
further describes the interface device 316 with reference to 
FIG . 5 . 

[ 0068 ] It should be noted that the device 211 shown in 
FIG . 3 includes a prefetcher 320 , one or more buffers 322 
with a prefetch buffer 323 , a neighbor acquisition module 
332 , a sample acquisition module 334 , an attribute acquisi 
tion module 336 , and an encoding acquisition module 338 . 
The prefetch buffer 323 is configured to store prefetched 
node attributes . 
[ 0069 ] In the exemplary device 211 , the prefetcher 320 , 
the prefetch buffer 323 , the neighbor acquisition module 
332 , the sample acquisition module 334 , the attribute acqui 
sition module 336 , and the encoding acquisition module 338 
constitute elements of an access engine ( Access Engine , 
AXE for short ) implemented on the device 211. The access 
engine may be implemented in hardware or software , or a 
combination of hardware and software . 
[ 0070 ] In an embodiment of the present disclosure , 
because the number of hub nodes is relatively small , the 
attributes and node structure information ( for example , node 
identifiers ) of all hub nodes in all subgraphs of the graph 100 
( see FIG . 1 ) can be stored by each of the devices 211 – N in 
the system 200 ( see FIG . 2A ) . 
[ 0071 ] In the subgraphs of the graph 100 ( see FIG . 1 ) , a 
node of interest can be referred to as a root node in this 
specification . For example , a node can be selected and 
attributes of that node ( root node ) can be read or acquired . 
[ 0072 ] However , in some cases , not all attributes of the 
root node may be known . For example , if an object repre 
sented by the root node is a person , the person's age may be 
recorded , but the person's gender may not be recorded . 
However , by using a comm nmunity detection algorithm ( used 
to organize and divide the nodes in the graph 100 into a 
plurality of communities or a plurality of subgraphs ) , an 
unknown attribute of the root node is deduced or estimated 
from attributes of adjacent nodes ( the adjacent nodes 
described herein are nodes connected to the root node by a 
single hop ) . Optionally , the unknown attribute of the root 
node can be deduced or estimated based on attributes of 
nearby nodes ( the nearby nodes described herein are nodes 
connected to the root node by a plurality of hops ) . 
[ 0073 ] Referring to FIG . 3 , the neighbor acquisition mod 
ule 332 is configured to determine and extract from the 
memory 312 the node identifiers of the nodes adjacent to or 
near the root node . The node identifiers constitute a rela 
tively small amount of data , and therefore , obtaining those 
node identifiers consumes only a relatively small amount of 
system resources ( for example , bandwidth ) . 
[ 0074 ] The sample acquisition module 334 then samples 
the nodes with the node identifiers identified by the neighbor 
acquisition module 332. The samples obtained from sam 
pling may include all nodes identified by the neighbor 
acquisition module 332 , or only include a subset of these 
nodes . For example , a subset of the nodes may be selected 
randomly or based on weights assigned to the nodes . The 
weight of a node may be determined , for example , based on a 



US 2022/0417324 A1 Dec. 29 , 2022 
6 

a distance of the node from the root node , and the distance 
is measured by the number of hops between the node and the 
root node . 
[ 0075 ] Afterwards , the attribute acquisition module 336 
acquires from the memory 312 the attributes of the nodes 
sampled by the sample acquisition module 334. As 
described above , if the samples obtained through sampling 
by the sample acquisition module 334 include only a 
selected subset of nodes , the amount of data ( attributes ) 
obtained is reduced , thereby consuming fewer system 
resources . 

[ 0076 ] Next , the encoding acquisition module 338 
encodes the acquired attributes and writes them into a main 
memory ( for example , a RAM 314 ) , where the attributes can 
be accessed for other processing when necessary . 
[ 0077 ] In an embodiment of the present disclosure , when 
a root node in a subgraph stored in the device 211 ( see FIG . 
3 ) is selected , and the root node is separated from hub nodes 
of the subgraph by a single hop ( single hop ) , the device 211 
may prefetch the attributes from the memory 312 into the 
buffer 322. In this case , hub nodes of adjacent subgraphs 
stored on a device ( for example , the device 212 ) adjacent to 
the device 211 are separated from the root node by two hops 
( two hops ) . In this case , waiting time can be reduced by 
prefetching the attributes of the hub nodes of the subgraphs 
on the device 211 into the prefetch buffer 323 , and prefetch 
ing the attributes of the hub nodes of adjacent subgraphs ( for 
example , stored on the device 212 ) into the prefetch buffer 
323. Then , if one of the above hub nodes is sampled , its 
attributes can be acquired directly from the prefetch buffer 
323 . 
[ 0078 ] In addition , if one of the above hub nodes is 
sampled , the device 211 may send a request to another 
device ( for example , the device 212 ) through the interface 
device 316 , to prefetch attributes of nodes adjacent to the 
hub nodes on the another device . 
[ 0079 ] FIG . 4 illustrates a schematic diagram of elements 
in two adjacent subgraphs 102 and 106 in the graph 100 
according to some embodiments of the present disclosure . In 
this example , a hub node 415 of the subgraph 102 and a hub 
node 425 of the subgraph 106 are connected by a single hop 
through an edge 405 , which means that the hub node 415 of 
the subgraph 102 and the hub node 425 of the subgraph 106 
are first - hop neighbor nodes to each other . The subgraph 102 
includes a node 413 adjacent to the hub node 415 , which 
means that the node 413 and the hub node 415 are connected 
by a single hop through an edge 414. In this example , the 
node 413 and the hub node 425 are connected by two hops 
through the edge 414 and the edge 405. Similarly , the 
subgraph 106 includes a node 423 adjacent to the hub node 
425. In this example , the node 413 is not a hub node , and 
may be referred to as an internal node or a non - hub node in 
the present disclosure . The subgraph 102 is stored and 
computed by the device 211 ( which may be referred to as a 
first device herein ) , and the subgraph 106 is stored and 
computed by the device 212 ( which may be referred to as a 
second device herein ) . 
[ 0080 ] In some embodiments , when the node 413 is 
selected as the root node , the attributes of the hub node 415 
may be prefetched into the prefetch buffer 323 of the first 
device 211. Similarly , when the node 423 is selected as the 
root node , the attributes of the hub node 415 may be 
prefetched into the prefetch buffer of the second device 212 . 
In addition , when the node 413 is selected as the root node , 

the attributes of the hub node 425 may be prefetched into the 
prefetch buffer 323 of the first device 211. Similarly , when 
the node 423 is selected as the root node , the attributes of the 
hub node 425 may be prefetched into the prefetch buffer of 
the second device 212 . 
[ 0081 ] Through the prefetching operations as described 
above , waiting time associated with transferring information 
between the interconnected ( or coupled ) devices can be 
reduced or eliminated in many cases , thereby reducing an 
overall communication cost of the computing system . 
[ 0082 ] FIG . 5 illustrates a schematic block diagram of an 
interface device 316 ( for example , an MoF ) according to 
some embodiments of the present disclosure . In addition to 
the elements or components shown and described below , the 
device 316 may include other elements or components . The 
device 316 may be coupled to the devices 211 – N in the 
computing system 200 shown in FIG . 2A , and may be 
referred to as a third device in the present disclosure . 
[ 0083 ] The device 316 is coupled to the device 211 , and 
optionally , to an access engine ( AxE ) on the device 211. In 
the example shown in FIG . 5 , the device 316 includes : an 
assembler ( assembler ) 502 , configured to assemble and 
route data packets for data transfers between the devices in 
the computing system 200 ; a dissembler ( dissembler ) 504 , 
configured to disassemble the data packets and arbitrate the 
data transfers , and a scheduler 506. The device 316 further 
includes an interface and other functional modules 508 to 
perform other functions , such as flow control and error 
detection , and interfaces with the devices 212_N . 
[ 0084 ] In some embodiments , the device 316 further 
includes a prefetcher and a prefetch buffer 510. The 
prefetcher may prefetch attributes and node structure infor 
mation ( for example , node identifiers ) of nodes adjacent to 
hub nodes and store these attributes in the prefetch buffer 
510. In the above example ( for example , the example shown 
in FIG . 4 ) , when the hub node 425 on the second device 212 
is sampled by the first device 211 , the nodes ( for example , 
the node 423 ) adjacent to the hub node may also be sampled 
by the first device 211. In this case , in some embodiments , 
in response to sampling the hub node 425 on the second 
device 212 , attributes of one or more nodes adjacent to the 
hub node are prefetched into the prefetch buffer 510 on the 
device 316 , and then the device 211 can access and read the 
prefetch buffer 510 to acquire the attributes of the one or 
more nodes . 
[ 0085 ) More specifically , in conjunction with FIG . 3 and 
FIG . 4 , in some embodiments , for example , when the hub 
node 415 or the hub node 425 is sampled by the device 211 , 
the neighbor acquisition module 332 of the device 211 sends 
a request to the device 316 for acquiring node identifiers , 
which are recorded on the second device 212 , of nodes ( for 
example , the node 423 ) adjacent or near to the hub node 425 . 
In response to a request from the sample acquisition module 
334 , nodes ( with node identifiers identified by the neighbor 
acquisition module 332 of the device 211 , for example , the 
node 423 ) are sampled and attributes of these nodes are 
stored in the prefetch buffer 510 on the device 316. If a node 
is sampled , attributes of the node stored in the prefetch 
buffer 510 are sent by the device 316 to the first device 211 . 
To be specific , in some embodiments , the operation of 
prefetching the attributes of the node is performed in 
response to a request from the attribute acquisition module 
336 of the device 211 . 
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[ 0086 ] Further , other more aggressive prefetching 
schemes can be used , where attributes can be prefetched 
from nodes that are more than a single hop or two hops away 
from the root node . 
[ 0087 ] The prefetching through the device 316 further 
reduces waiting time associated with the information trans 
fer between the interconnected ( or coupled ) devices , thereby 
further reducing the overall communication cost of the 
computing system . 
[ 0088 ] In some embodiments , the device 316 further 
includes a traffic monitor 516. For example , the traffic 
monitor 516 monitors traffic ( for example , bandwidth con 
sumed ) in the device 316. For example , when the traffic is 
low ( for example , below a threshold ) , node attributes are 
prefetched into the prefetch buffer 510 on the device 316 . 
Therefore , in addition to communication overheads reduc 
tion , resources of the computing system are utilized more 
efficiently . 
[ 0089 ] The embodiments of the present disclosure signifi 
cantly reduce a worst - case / long - tail delay . Compared with a 
reference scheme in which the hub nodes are not stored on 
the devices 211 – N , simulation results of the embodiments 
of the present disclosure show that : as described above , the 
delay can be reduced by 47.6 % by storing the hub nodes of 
all the devices 211 – N in each device ; in further combina 
tion of the improvement with the prefetch buffers and 
prefetch schemes on the devices 211 — N , the delay can be 
reduced by 49.5 % ; and in combination of the foregoing 
improvement with the prefetch buffer and prefetch scheme 
on the device 316 , the delay can be reduced by 74.8 % . 
[ 0090 ] FIG . 6 illustrates a schematic flowchart 600 of a 
computer - implemented method according to some embodi 
ments of the present disclosure . All or some of the opera 
tions represented by the blocks in flowchart diagram 600 can 
be implemented as computer - executable instructions resid 
ing on a specific form of non - transitory computer - readable 
storage medium , and may be executed by a computing 
system such as the computing system 200 shown in FIG . 2A . 
In one example discussed below , a graph is logically divided 
into : a first subgraph stored and computed by a first device , 
and a second subgraph stored and computed by a second 
device . This scheme can be easily extended to more than two 
subgraphs and devices . 
[ 0091 ] In block 602 shown in FIG . 6 , with reference to 
FIG . 4 , the hub nodes 415 and 425 in the graph 100 are 
accessed . The graph is logically divided into a plurality of 
subgraphs including a plurality of hub nodes , and the 
plurality of hub nodes are used to connect the subgraphs , as 
described above . 
[ 0092 ] In block 604 , attributes and node structure infor 
mation ( for example , node identifiers ) associated with the 
hub nodes ( for example , the node 415 ) of the first subgraph 
102 are stored in the second device 212. The second device 
212 is further configured to store information of the second 
subgraph 106 , and store attributes and node structure infor 
mation ( for example , node identifiers ) associated with the 
hub nodes ( for example , the node 425 ) of the second 
subgraph into the first device 211 , where the first device 211 
is further configured to store information of the first sub 
graph . The attributes include one or more node features or 
properties and their respective values , and as discussed 
above , the node structure information includes node identi 
fiers and other structure information . 

[ 0093 ] In block 606 , node attributes are prefetched . 
Examples of the prefetch schemes are described above and 
below . However , the embodiments of the present disclosure 
are not limited to those examples . 
[ 0094 ] In some embodiments , with reference to FIG . 3 , 
node identifiers of the nodes adjacent to the root node ( the 
root node being a root node adjacent to the hub node , for 
example , the node 413 adjacent to the hub node 415 ) are 
determined or acquired , at least one subset of these nodes is 
sampled , and attributes of the nodes in the sampled subset 
are prefetched into the prefetch buffer 323 of the first device 
211 . 
[ 0095 ] In some embodiments , when a gap between a hub 
node of the first subgraph and the root node ( for example , the 
node 413 ) of the first subgraph is a single hop ( for example , 
through the edge 414 ) , the attributes associated with the hub 
node ( for example , the node 415 ) of the first subgraph 102 
are prefetched into the prefetch buffer 323 of the first device 
211 . 
[ 0096 ] In some embodiments , when a hub node ( for 
example , the node 415 ) of the first subgraph 102 is sampled , 
a gap between the hub node of the first subgraph 102 and a 
root node ( for example , the node 413 ) of the first subgraph 
is a single hop , and a gap between the hub node of the first 
subgraph and the hub node of the second subgraph is a single 
hop ( for example , through the edge 405 ) , the attributes 
associated with the hub node ( for example , the node 425 ) of 
the second subgraph 106 are prefetched into in the prefetch 
buffer 323 of the first device 211 . 
[ 0097 ] In some embodiments , with reference to FIG . 5 , 
attributes and node structure information ( for example , node 
IDs ) associated with nodes ( for example , internal nodes or 
non - hub nodes ) are prefetched into the prefetch buffer 510 
of the third device 316 ( for example , an MoF ) , where the 
third device 316 communicates ( is coupled ) with the first 
device 211 and the second device 212. More specifically , in 
these embodiments , in response to a request from the first 
device , node identifiers , which are on the second device , of 
nodes adjacent to the second hub node 425 are determined 
or acquired ; at least one subset of these nodes is sampled ; 
and the attributes of the sampled nodes are prefetched into 
the buffer 510 of the third device 316. In some embodiments , 
the device 316 is further configured to monitor traffic . In this 
case , if a measured value of traffic meets a threshold , the 
device 316 performs the prefetching . 
[ 0098 ] Please note that the meaning of the word " coupled ” 
within various embodiments of the present disclosure indi 
cates that elements can be directly connected or those 
elements can be indirectly coupled together by one or more 
intervening elements . 
[ 0099 ] While the foregoing disclosure has set forth various 
embodiments using specific block diagrams , flowcharts , and 
examples , each block diagram component , flowchart step , 
operation , and / or component described and / or illustrated 
herein may be individually configured using a wide range of 
configurations implemented individually and / or collectively . 
In addition , any disclosure of components contained within 
other components should be considered as an example 
because many other architectures can be used to implement 
the same functionality . 
[ 0100 ] Although the subject matter has been described in 
a language specific to structural features and / or method 
ological acts , it should be understood that the subject matter 
defined in the present disclosure is not necessarily limited to 
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the specific features or acts described herein . Rather , the 
specific features and acts described herein are disclosed as 
examples of implementing the present disclosure . 
[ 0101 ] Embodiments of the present disclosure are thus 
described . While the present disclosure has included the 
description of specific embodiments , the present disclosure 
should not be construed as limited by these embodiments , 
but should be construed in accordance with the appended 
claims . 
What is claimed is : 
1. A computer - implemented method , comprising : 
accessing a plurality of hub nodes in a graph , wherein the 

graph comprises a plurality of nodes and is logically 
divided into a plurality of subgraphs , the subgraph 
comprises at least one of the hub nodes , and each of the 
hub nodes in the subgraph separately connects the 
subgraph to another subgraph in the plurality of sub 
graphs ; 

storing attributes and node structure information associ 
ated with the hub nodes of a first subgraph in the 
plurality of subgraphs in a second device , wherein the 
second device is further configured to store information 
of a second subgraph in the plurality of subgraphs ; and 

storing attributes and node structure information associ 
ated with the hub nodes of the second subgraph in a first 
device , wherein the first device is further configured to 
store information of the first subgraph . 

2. The method according to claim 1 , further comprising : 
prefetching the attributes and node structure information 
associated with a hub node of the first subgraph into a 
prefetch buffer of the first device when a gap between the 
hub node of the first subgraph and a root node of the first 
subgraph is a single hop . 

3. The method according to claim 1 , further comprising : 
prefetching the attributes and node structure information 
associated with a hub node of the second subgraph into a 
prefetch buffer of the first device when a hub node of the first 
subgraph is sampled , a gap between the hub node of the first 
subgraph and a root node of the first subgraph is a single 
hop , and a gap between the hub node of the first subgraph 
and the hub node of the second subgraph is a single hop . 

4. The method according to claim 1 , within the attributes 
and node structure information associated with the hub 
nodes of the first subgraph and the attributes and node 
structure information associated with the hub nodes of the 
second subgraph comprise one or more of the following 
attributes and node structure information : a corresponding 
attribute value , a corresponding node identifier , and a cor 
responding node structure . 

5. The method according to claim 1 , further comprising : 
acquiring node identifiers of a plurality of nodes adjacent to 
a root node that is adjacent to a first hub node , sampling at 
least one subset of the nodes corresponding to these node 
identifiers , and prefetching attributes of the nodes in the 
sampled subset into a prefetch buffer of the first device . 

6. The method according to claim 1 , further comprising : 
prefetching attributes and node structure information asso 
ciated with one of the plurality of nodes into a buffer of a 
third device , wherein the third device is coupled to the first 
device and the second device . 

7. The method according to claim 6 , further comprising : 
using the third device to monitor traffic , wherein when a 
measured value of the traffic meets a threshold , the prefetch 
ing is performed . 

8. The method according to claim 6 , wherein in response 
to a request from the first device , the prefetching includes : 
acquiring node identifiers of a plurality of nodes adjacent to 
a second hub node on the second device ; sampling at least 
one subset of the nodes corresponding to the node identifi 
ers ; and extracting attributes of the nodes in the subset into 
the buffer of the third device . 

9. A system , comprising : 
a processor ; 
a storage unit coupled to the processor ; and 
a plurality of coupled devices coupled to the storage unit , 

wherein the plurality of coupled devices comprise a 
first device and a second device , the first device com 
prises a memory and at least one buffer , and the second 
device comprises a memory and at least one buffer ; 

wherein the first device is configured to store information 
of nodes of a first subgraph of a graph , the second 
device is configured to store information of nodes of a 
second subgraph of the graph , and the graph comprises 
a plurality of subgraphs ; 

the nodes of the first subgraph comprise a first hub node , 
the nodes of the second subgraph comprise a second 
hub node , and the first hub node and the second hub 
node are connected to each other through an edge ; and 

the first device stores attributes and node structure infor 
mation associated with the second hub node , and the 
second device stores attributes and node structure infor 
mation associated with the first hub node . 

10. The system according to claim 9 , wherein the first 
device comprises an access engine , and the access engine is 
configured to : prefetch node identifiers of a plurality of 
nodes adjacent to a root node that is adjacent to the first hub 
node , sample at least one subset of the nodes corresponding 
to the node identifiers , and acquire attributes of the nodes in 
the subset . 

11. The system according to claim 9 , wherein the attri 
butes and node structure information associated with the first 
hub node and the attributes and node structure information 
associated with the second hub node comprise one or more 
of the following attributes and node structure information : a 
corresponding attribute value , a corresponding node identi 
fier , and a corresponding node structure . 

12. The system according to claim 9 , wherein when a gap 
between the first hub node and a root node of the first 
subgraph is a single hop , the attributes and node structure 
information associated with the first hub node are prefetched 
into a prefetch buffer of the first device . 

13. The system according to claim 9 , wherein when the 
first hub node is separated from a root node and sampled , 
and a gap between the first hub node and the second hub 
node is a single hop , the attributes and node structure 
information associated with the second hub node are 
prefetched into a prefetch buffer of the first device . 

14. The system according to claim 9 , further comprising : 
a third device coupled to the first device and the second 
device , wherein the third device comprises a prefetch buffer , 
and the third device prefetches attributes and node structure 
information associated with one of the plurality of nodes 
into a prefetch buffer . 

15. The system according to claim 14 , wherein the third 
device further comprises a traffic monitor , and when traffic 
measured by the traffic monitor meets a threshold , the third 
device prefetches the attributes and node structure informa 
tion associated with the node into the prefetch buffer . 
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16. The system according to claim 14 , wherein the third 
device is configured to : in response to a request from the first 
device , acquire node identifiers of a plurality of nodes 
adjacent to the second hub node on the second device , 
sample at least one subset of the nodes corresponding to the 
node identifiers , and extract attributes of the nodes in the 
subset into the prefetch buffer of the third device . 

17. The system according to claim 14 , wherein the first 
device comprises a first field programmable logic gate array , 
the second device comprises a second field programmable 
logic gate array , and the third device comprises a memory 
over - fabric coupled to the first device and the second device . 

18. A non - transitory computer - readable storage medium 
comprising computer - executable instructions stored 
thereon , wherein the computer - executable instructions com 
prise : 

a first instruction , used to access a graph , wherein the 
graph comprises a plurality of subgraphs , the plurality 
of subgraphs comprise a first subgraph and a second 
subgraph , the first subgraph comprises a first node set 
having a first hub node , and the second subgraph 
comprises a second node set having a second hub node , 
and the first subgraph and the second subgraph are 
connected through an edge connecting the first hub 
node and the second hub node ; 

a second instruction , used to store attributes and node 
structure information associated with the second hub 
node in a first device , wherein the first device further 
stores information associated with the first subgraph ; 
and 

a third instruction , used to store attributes and node 
structure information associated with the first hub node 
in a second device , wherein the second device further 
stores information associated with the second sub 
graph 

19. The non - transitory computer - readable storage 
medium according to claim 18 , further comprising : a fourth 
instruction , used to prefetch the attributes and node structure 
information associated with the first hub node into a prefetch 
buffer of the first device when a gap between the first hub 
node and a root node of the first subgraph is a single hop . 

20. The non - transitory computer - readable storage 
medium according to claim 18 , further comprising : a fourth 
instruction , used to prefetch the attributes and node structure 
information associated with the second hub node into a 
prefetch buffer of the first device when the first hub node is 
sampled , a gap between the first hub node and a root node 
of the first subgraph is a single hop , and a gap between the 
first hub node and the second hub node is a single hop . 


