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(54) P2P-BASED DATA DISTRIBUTION METHOD, APPARATUS AND SYSTEM

(57) This application provides a P2P-based data dis-
tribution method, apparatus, and system, to resolve a
problem of network congestion and a waste of network
resources in a multi-party communication scenario,
caused by repeated transmission of same communica-
tion data on a same P2P channel without considering a
bottleneck problem of some P2P channels in the con-
ventional technology. The method is applied to a data
distribution system, where the data distribution system
includes at least three devices and a server. The method
includes: Any one of the at least three devices sends
request information to the server, and receives response
information sent by the server. The any device deter-
mines a first target device set from adjacent devices
based on the response information, and sends first data
to a device in the first target device set, where the first
data carries identification information of the any device,
and the identification information is used to indicate the
device in the first target device set to distribute the first
data to a device in a second target device set when de-
termining the first data as to-be-distributed data.
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Description

CROSS-REFERENCE TO RELATED APPLICATIONS

[0001] This application claims priority to Chinese Pat-
ent Application No. 202011197223.3, filed with the China
National Intellectual Property Administration on October
31, 2020 and entitled "P2P-BASED DATA DISTRIBU-
TION METHOD, APPARATUS, AND SYSTEM", which
is incorporated herein by reference in its entirety.

TECHNICAL FIELD

[0002] This application relates to the field of terminal
technologies, and in particular, to a P2P-based data dis-
tribution method, apparatus, and system.

BACKGROUND

[0003] In the field of computer networks, mainstream
communication modes are classified into two types: a
client/server (client/server, C/S) mode and a peer-to-
peer (peer-to-peer, P2P) mode. In the P2P communica-
tion mode, devices can directly communicate with each
other to implement resource sharing and information ex-
change. This provides great convenience for communi-
cation between users. In a multi-party communication
scenario based on the P2P communication mode, for
example, a group chat or an audio/video conference,
each device needs to send communication data, for ex-
ample, a message or an audio/video stream, of the device
to all other devices based on a P2P channel established
between the devices. A current IPv4 network environ-
ment has a problem of network address shortage. There-
fore, a network address translation (network address
translation, NAT) device is required to translate a private
internet protocol (internet protocol, IP) address of an in-
ternal network into a public IP address of an external
network. Although the NAT device resolves the problem
of network address shortage, communication between
devices becomes difficult in different internal networks.
In most multi-party communication scenarios, a P2P
channel cannot be established between every two de-
vices.
[0004] FIG. 1 is a schematic diagram of a principle of
an existing P2P-based data distribution method, and a
typical scenario is provided. A P2P channel is established
only between some devices. During multi-party commu-
nication, each device needs to send communication data
of the device to all other devices. For example, a device
A101 needs to send same communication data to a de-
vice B102, a device C103, a device D104, a device E105,
and a device F106, where the data sent to the device
D104 and the device F106 needs to pass through a P2P
channel A-C. As a result, a data volume of the P2P chan-
nel A-C is multiplied, and the P2P channel A-C becomes
a bottleneck of data communication. This may cause net-
work congestion. In addition, the same communication

data is transmitted on the same P2P channel for a plu-
rality of times, also causing a waste of network resources.
[0005] It can be learned that, in the existing P2P-based
data distribution method, the same communication data
is transmitted on the same P2P channel for a plurality of
times, and the network congestion and the waste of net-
work resources exist.

SUMMARY

[0006] Embodiments of this application provide a P2P
channel-based data distribution method, apparatus, and
system, to resolve a problem of network congestion and
a waste of network resources in a multi-party communi-
cation scenario, caused by repeated transmission of
same communication data on a same P2P channel with-
out considering a bottleneck problem of some P2P chan-
nels in the conventional technology.
[0007] According to a first aspect, this application pro-
vides a P2P channel-based data distribution method, ap-
plied to a data distribution system, where the data distri-
bution system includes at least three devices and a serv-
er, and the method includes: Any one of the at least three
devices sends request information to the server, and re-
ceives response information sent by the server, where
the request information is used to request to acquire re-
lated information of an adjacent device of the any device,
the adjacent device is connected to the any device via a
P2P channel, and the response information carries the
related information determined based on a pre-generat-
ed acyclic graph of a data distribution path; and the any
device determines a first target device set from the ad-
jacent device based on the response information, and
sends first data to a device in the first target device set,
where the first data carries identification information of
the any device, the identification information is used to
indicate the device in the first target device set to distrib-
ute the first data to a device in a second target device
set when determining the first data as to-be-distributed
data, the device in the first target device set is a next-
hop device of the any device, the device in the second
target device set is a next-hop device of the device in the
first target device set, and the to-be-distributed data is
data that needs to be distributed to all devices in the data
distribution system.
[0008] According to the foregoing design, a source de-
vice in the data distribution system may receive the re-
sponse information from the server, where the response
information carries related information that is of an adja-
cent device of the source device and that is determined
by the server based on the pre-generated acyclic graph
of the data distribution path, so that the source device
may determine a next-hop device of the source device
based on the response information, and send, to the next-
hop device of the source device, to-be-distributed data
that needs to be distributed to all devices in the data
distribution system. The next-hop device of the source
device performs secondary distribution on the to-be-dis-
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tributed data, thereby avoiding a problem of network con-
gestion and a waste of network resources caused by re-
peated transmission of same communication data on a
same P2P channel.
[0009] In a possible design, before the sending request
information to the server, the method further includes:
Each of any one of the at least three devices sends first
information and second information to the server, where
the first information and the second information are used
to indicate the server to generate the acyclic graph of the
data distribution path, the first information carries the
identification information of the any device and identifi-
cation information of the adjacent device connected to
the any device via the P2P channel, and the second in-
formation carries quality of service QoS of the P2P chan-
nel.
[0010] In a possible design, the method further in-
cludes: Each of any one of the at least three devices
periodically sends updated second information to the
server, where the updated second information is used to
indicate the server to update the acyclic graph of the data
distribution path.
[0011] In a possible design, the method further in-
cludes: Any one of the at least three devices sends sub-
scription request information to the server, and receives
subscription update information sent by the server after
the acyclic graph of the data distribution path is updated,
where the subscription request information is used to re-
quest to subscribe to the acyclic graph of the data distri-
bution path or third information, the third information is
identification information of an adjacent device of the de-
vice sending the subscription request information, and
the subscription update information carries an updated
acyclic graph of the data distribution path or the third
information determined based on an updated acyclic
graph of the data distribution path.
[0012] According to the foregoing design, the devices
in the data distribution system may send the first infor-
mation and the second information to the server, and
periodically send the updated second information to the
server, so that the server may generate the acyclic graph
of the data distribution path based on the first information
and the second information, and periodically update the
acyclic graph of the data distribution path based on the
periodically sent updated second information. In this way,
any device in the data distribution system may determine
a next-hop device of the any device based on the acyclic
graph of the data distribution path generated by the serv-
er, and send, to the next-hop device of the any device,
the to-be-distributed data that needs to be distributed to
all devices in the data distribution system. After the server
updates the acyclic graph of the data distribution path, a
device in the data distribution system may synchronously
update the acyclic graph of the data distribution path, to
prevent the device from sending data to an incorrect next-
hop device of the device.
[0013] In a possible design, the sending request infor-
mation to the server, and receiving response information

sent by the server includes: sending first query request
information to the server, and receiving first query re-
sponse information sent by the server, where the first
query request information is used to request to query
fourth information, the fourth information is identification
information of the adjacent device of the any device, and
the first query response information carries the fourth in-
formation determined based on the acyclic graph of the
data distribution path; or sending first subscription re-
quest information to the server, and receiving first sub-
scription response information sent by the server, where
the first subscription request information is used to re-
quest to subscribe to the acyclic graph of the data distri-
bution path or fourth information, and the first subscrip-
tion response information carries the acyclic graph of the
data distribution path or the fourth information deter-
mined based on the acyclic graph of the data distribution
path.
[0014] According to the foregoing design, the source
device in the data distribution system may send, to the
server, request information used to request to acquire
the related information of the adjacent device of the
source device, and receive the response information sent
by the server, where the response information carries
the related information determined based on the pre-gen-
erated acyclic graph of the data distribution path, so that
the source device may determine the next-hop device of
the source device based on the response information.
[0015] In a possible design, the method further in-
cludes: When receiving the first data, any one of the at
least three devices determines, based on a number iden-
tifier of the first data, whether the first data is repeated
data; and if the first data is the repeated data, the any
device discards the first data; or if the first data is not the
repeated data, the any device determines whether the
first data is the to-be-distributed data.
[0016] In a possible design, the determining whether
the first data is the to-be-distributed data includes: deter-
mining, based on a service identifier of a P2P channel
for transmitting the first data or a service identifier of the
first data, whether the first data is the to-be-distributed
data.
[0017] According to the foregoing design, the device
in the first target device set may determine, based on the
number identifier of the first data, whether the first data
is the repeated data, determine, based on the service
identifier of the first data or the service identifier of the
P2P channel for transmitting the first data, whether the
first data is the to-be-distributed data, and discard the
first data when determining the first data as the repeated
data, to avoid secondary distribution of the repeated data
and a waste of network resources.
[0018] In a possible design, the distributing the first da-
ta to a device in a second target device set includes:
sending second query request information to the server
periodically or when a buffer storing the to-be-distributed
data overflows, where the second query request infor-
mation is used to request to query fifth information, and
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the fifth information is the identification information of the
adjacent device of the any device; receiving, by the any
device, second query response information sent by the
server, where the second query response information
carries the fifth information determined based on the acy-
clic graph of the data distribution path; and determining,
by the device in the first target set, the second target
device set based on the second query response infor-
mation, and distributing the first data to the device in the
second target device set.
[0019] According to the foregoing design, when deter-
mining the first data as the to-be-distributed data, the
device in the first target device set may send the second
query request information to the server periodically or
when the buffer storing the to-be-distributed data over-
flows, to reduce a quantity of times of transmission of
query request information by the device to the server,
and reduce a communication delay. After sending the
second query request information to the server, the de-
vice receives the second query response information
sent by the server, and determines the next-hop device
of the device from adjacent devices based on the second
query response information, so that the device may send
the first data to the next-hop device of the device when
determining the first data as the to-be-distributed data,
to implement secondary distribution of the data, and
avoid a problem of network congestion and a waste of
network resources caused by repeated transmission of
same communication data on a same P2P channel.
[0020] In a possible design, the distributing the first da-
ta to a device in a second target device set further in-
cludes: when it is determined that there is no acyclic
graph of the data distribution path or fifth information,
sending second subscription request information to the
server, and receiving second subscription response in-
formation sent by the server, where the fifth information
is the identification information of the adjacent device of
the any device, the second subscription request informa-
tion is used to request to subscribe to the acyclic graph
of the data distribution path or the fifth information deter-
mined based on the acyclic graph of the data distribution
path, and the second subscription response information
carries the acyclic graph of the data distribution path or
the fifth information determined based on the acyclic
graph of the data distribution path; and determining, by
the any device, the second target device set based on
the second subscription response information, and dis-
tributing the first data to the device in the second target
device set.
[0021] According to the foregoing design, when deter-
mining that there is no acyclic graph of the data distribu-
tion path or fifth information locally, the device in the first
target device set sends the second subscription request
information to the server, receives the second subscrip-
tion response information sent by the server, and deter-
mines the next-hop device of the device from the adjacent
devices based on the second subscription response in-
formation, so that the device may send the first data to

the next-hop device of the device when determining the
first data as the to-be-distributed data, to implement sec-
ondary distribution of the data, and avoid a problem of
network congestion and a waste of network resources
caused by repeated transmission of same communica-
tion data on a same P2P channel.
[0022] In a possible design, the distributing the first da-
ta to a device in a second target device set further in-
cludes: when it is determined that the first data carries
the acyclic graph of the data distribution path, determin-
ing the second target device set based on the acyclic
graph of the data distribution path, and distributing the
first data to the device in the second target device set.
[0023] According to the foregoing design, the source
device may add the acyclic graph of the data distribution
path to the first data and send the first data to the device
in the first target device set, so that when determining
that the first data carries the acyclic graph of the data
distribution path, the device in the first target device set
directly determines the next-hop device of the device
from the adjacent devices based on the acyclic graph of
the data distribution path, and when determining the first
data as the to-be-distributed data, the device may send
the first data to the next-hop device of the device, to im-
plement secondary distribution of the data, and avoid a
problem of network congestion and a waste of network
resources caused by repeated transmission of same
communication data on a same P2P channel.
[0024] According to a second aspect, this application
further provides a P2P channel-based data distribution
method, applied to a data distribution system, where the
data distribution system includes at least three devices
and a server, and the method includes: The server re-
ceives request information sent by any one of the at least
three devices, where the request information is used to
request to acquire related information of an adjacent de-
vice of the any device, and the adjacent device is con-
nected to the any device via a P2P channel; and the
server sends response information to the any device,
where the response message is used to indicate the any
device to determine a first target device set from the ad-
jacent device and send first data to a device in the first
target device set, the response information carries the
related information determined based on a pre-generat-
ed acyclic graph of a data distribution path, the device in
the first target device set is a next-hop device of the any
device, and the first data carries identification information
of the any device.
[0025] According to the foregoing design, the server in
the data distribution system may send the response in-
formation to a source device in the data distribution sys-
tem, where the response information carries related in-
formation that is of an adjacent device of the source de-
vice and that is determined by the server based on the
pre-generated acyclic graph of the data distribution path,
so that the source device may determine a next-hop de-
vice of the source device based on the response infor-
mation, and send, to the next-hop device of the source
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device, to-be-distributed data that needs to be distributed
to all devices in the data distribution system. The next-
hop device of the source device performs secondary dis-
tribution on the to-be-distributed data, thereby avoiding
a problem of network congestion and a waste of network
resources caused by repeated transmission of same
communication data on a same P2P channel.
[0026] In a possible design, before the server receives
the request information sent by any one of the at least
three devices, the method further includes: The server
receives first information and second information that are
sent by each of the at least three devices, and generates
the acyclic graph of the data distribution path based on
the first information and the second information, where
the first information carries identification information of
each device and identification information of an adjacent
device connected to each device via the P2P channel,
and the second information carries quality of service QoS
of the P2P channel.
[0027] In a possible design, the method further in-
cludes: The server receives updated second information
periodically sent by each of the at least three devices,
and updates the acyclic graph of the data distribution
path based on the updated second information.
[0028] In a possible design, the method further in-
cludes: after updating the acyclic graph of the data dis-
tribution path, the server sends subscription update in-
formation to a device that is of the at least three devices
and that has sent subscription request information, where
the subscription request information is used to request
to subscribe to the acyclic graph of the data distribution
path or third information, the third information is identifi-
cation information of an adjacent device of the device
sending the subscription request information, and the
subscription update information carries an updated acy-
clic graph of the data distribution path or the third infor-
mation determined based on an updated acyclic graph
of the data distribution path.
[0029] According to the foregoing design, the server
may generate the acyclic graph of the data distribution
path based on the first information and the second infor-
mation that are sent by the devices in the data distribution
system, and periodically update the acyclic graph of the
data distribution path based on the periodically sent up-
dated second information. In this way, any device in the
data distribution system may determine a next-hop de-
vice of the any device based on the acyclic graph of the
data distribution path generated by the server, and send,
to the next-hop device of the any device, the to-be-dis-
tributed data that needs to be distributed to all devices
in the data distribution system. After the server updates
the acyclic graph of the data distribution path, a device
in the data distribution system may synchronously update
the acyclic graph of the data distribution path, to prevent
the device from sending data to an incorrect next-hop
device of the device.
[0030] In a possible design, that the server sends re-
sponse information to the any device includes: The serv-

er receives query request information sent by any one of
the at least three devices, and sends query response
information to the any device, where the query request
information is used to request to query fourth information,
the fourth information is identification information of the
adjacent device of the any device, and the query re-
sponse information carries the fourth information deter-
mined based on the acyclic graph of the data distribution
path; or the server receives subscription request infor-
mation sent by any one of the at least three devices, and
sends subscription response information to the any de-
vice, where the subscription request information is used
to request to subscribe to the acyclic graph of the data
distribution path or fourth information, and the subscrip-
tion response information carries the acyclic graph of the
data distribution path or the fourth information deter-
mined based on the acyclic graph of the data distribution
path.
[0031] According to a third aspect, this application fur-
ther provides a data distribution system, including at least
three devices and a server.
[0032] Any one of the at least three devices is config-
ured to: send request information to the server, and re-
ceive response information sent by the server, where the
request information is used to request to acquire related
information of an adjacent device of the any device, the
adjacent device is connected to the any device via a P2P
channel, and the response information carries the related
information determined based on a pre-generated acy-
clic graph of a data distribution path; and
the any device is further configured to: determine a first
target device set from the adjacent device based on the
response information, and send first data to a device in
the first target device set, where the first data carries
identification information of the any device, the identifi-
cation information is used to indicate the device in the
first target device set to distribute the first data to a device
in a second target device set when determining the first
data as to-be-distributed data, the device in the first target
device set is a next-hop device of the any device, the first
data carries the identification information of the any de-
vice, the device in the second target device set is a next-
hop device of the device in the first target device set, and
the to-be-distributed data is data that needs to be distrib-
uted to all devices in the data distribution system. In a
possible design, before the sending request information
to the server, the server is configured to: receive first
information and second information that are sent by each
of the at least three devices, and generate the acyclic
graph of the data distribution path based on the first in-
formation and the second information, where the first in-
formation carries identification information of each device
and identification information of an adjacent device con-
nected to each device via the P2P channel, and the sec-
ond information carries quality of service QoS of the P2P
channel.
[0033] In a possible design, the server is further con-
figured to: receive updated second information periodi-
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cally sent by each of the at least three devices, and up-
date the acyclic graph of the data distribution path based
on the updated second information.
[0034] In a possible design, the server is further con-
figured to: after updating the acyclic graph of the data
distribution path, send subscription update information
to a device that is of the at least three devices and that
has sent subscription request information, where the sub-
scription request information is used to request to sub-
scribe to the acyclic graph of the data distribution path
or third information, the third information is identification
information of an adjacent device of the device sending
the subscription request information, and the subscrip-
tion update information carries an updated acyclic graph
of the data distribution path or the third information de-
termined based on an updated acyclic graph of the data
distribution path.
[0035] In a possible design, when sending the request
information to the server, and receiving the response in-
formation sent by the server, the any device is specifically
configured to: send first query request information to the
server, and receive first query response information sent
by the server, where the first query request information
is used to request to query fourth information, the fourth
information is identification information of the adjacent
device of the any device, and the first query response
information carries the fourth information determined
based on the acyclic graph of the data distribution path;
or send first subscription request information to the serv-
er, and receive first subscription response information
sent by the server, where the first subscription request
information is used to request to subscribe to the acyclic
graph of the data distribution path or fourth information,
and the first subscription response information carries
the acyclic graph of the data distribution path or the fourth
information determined based on the acyclic graph of the
data distribution path.
[0036] In a possible design, the any device is further
configured to: when receiving the first data, determine,
based on a number identifier of the first data, whether
the first data is repeated data; and if the first data is the
repeated data, discard the first data; or if the first data is
not the repeated data, determine whether the first data
is the to-be-distributed data.
[0037] In a possible design, when determining whether
the first data is the to-be-distributed data, the any device
is specifically configured to: determine, based on a serv-
ice identifier of a P2P channel for transmitting the first
data or a service identifier of the first data, whether the
first data is the to-be-distributed data.
[0038] In a possible design, when distributing the first
data to the device in the second target device set, the
any device is specifically configured to: send second que-
ry request information to the server periodically or when
a buffer storing the to-be-distributed data overflows,
where the second query request information is used to
request to query fifth information, and the fifth information
is identification information of an adjacent device of the

device in the first target device set; receive second query
response information sent by the server, where the sec-
ond query response information carries the fifth informa-
tion determined based on the acyclic graph of the data
distribution path; and determine the second target device
set based on the second query response information,
and distribute the first data to the device in the second
target device set.
[0039] In a possible design, when distributing the first
data to the device in the second target device set, the
any device is specifically configured to: when determining
that there is no acyclic graph of the data distribution path
or fifth information, send second subscription request in-
formation to the server, and receive second subscription
response information sent by the server, where the fifth
information is identification information of an adjacent de-
vice of the device in the first target device set, the second
subscription request information is used to request to
subscribe to the acyclic graph of the data distribution path
or the fifth information determined based on the acyclic
graph of the data distribution path, and the second sub-
scription response information carries the acyclic graph
of the data distribution path or the fifth information deter-
mined based on the acyclic graph of the data distribution
path; and determine the second target device set based
on the acyclic graph of the data distribution path, and
distribute the first data to the device in the second target
device set.
[0040] In a possible design, when distributing the first
data to the device in the second target device set, the
any device is specifically configured to: when determining
that the first data carries the acyclic graph of the data
distribution path, determine the second target device set
based on the acyclic graph of the data distribution path,
and distribute the first data to the device in the second
target device set.
[0041] According to a fourth aspect, this application
further provides a P2P-based data distribution appara-
tus, applied to a data distribution system, where the data
distribution system includes at least three devices and a
server, and the apparatus includes: at least one proces-
sor and a memory. The memory stores one or more com-
puter programs; and when the one or more computer
programs stored in the memory are executed by the at
least one processor, the apparatus is enabled to perform
the method according to any one of the first aspect or
the possible designs of the first aspect, or the method
according to any one of the second aspect or the possible
designs of the second aspect.
[0042] According to a fifth aspect, this application fur-
ther provides a computer-readable storage medium. The
computer-readable storage medium includes a computer
program, and when the computer program is run on a
computer, the computer is enabled to perform the method
according to any one of the first aspect or the possible
designs of the first aspect, or the method according to
any one of the second aspect or the possible designs of
the second aspect.
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[0043] According to a sixth aspect, this application fur-
ther provides a program product. When the program
product runs on a computer, the computer is enabled to
perform the method according to any one of the first as-
pect or the possible designs of the first aspect, or the
method according to any one of the second aspect or the
possible designs of the second aspect.
[0044] According to a seventh aspect, this application
further provides a chip. The chip may be coupled to a
memory of a first core network device, and is configured
to invoke a computer program stored in the memory and
perform the method according to any one of the first as-
pect and the possible designs of the first aspect, or the
method according to any one of the second aspect or the
possible designs of the second aspect.
[0045] For beneficial effects of the third aspect to the
seventh aspect and the possible designs of the third as-
pect to the seventh aspect, refer to the descriptions of
beneficial effects of the method according to any one of
the first aspect and the possible designs of the first aspect
or the method according to any one of the second aspect
and the possible designs of the second aspect.

BRIEF DESCRIPTION OF DRAWINGS

[0046]

FIG. 1 is a schematic diagram of a principle of an
existing P2P-based data distribution method;
FIG. 2 is a schematic architectural diagram of a data
distribution system to which an embodiment of this
application is applicable;
FIG. 3a is a schematic flowchart of a P2P-based data
distribution method to which an embodiment of this
application is applicable;
FIG. 3b is a schematic diagram of an acyclic data
distribution path to which an embodiment of this ap-
plication is applicable;
FIG. 4 is a schematic diagram of a structure of a data
distribution system to which an embodiment of this
application is applicable; and
FIG. 5 is a schematic diagram of a structure of a
P2P-based data distribution apparatus to which an
embodiment of this application is applicable.

DESCRIPTION OF EMBODIMENTS

[0047] The following clearly and completely describes
the technical solutions in embodiments of this application
with reference to the accompanying drawings in embod-
iments of this application.
[0048] FIG. 2 is a schematic architectural diagram of
a data distribution system to which an embodiment of
this application is applicable. The data distribution sys-
tem includes a device A201, a device B202, a device
C203, a device D204, a device E205, a device F206, and
a server 207. In the data distribution system, a wireless
peer to peer (peer to peer, P2P) channel is established

between the device A201, the device B202, and the de-
vice C203, a P2P channel is established between the
device B202 and the device E205, a P2P channel is es-
tablished between the device C203 and the device D204,
and a P2P channel is established between the device
D204 and the device F206.
[0049] It should be understood that the data distribution
system provided in this embodiment of this application
is applicable to both a low frequency scenario and a high
frequency scenario. An application scenario of the data
distribution system provided in this embodiment of this
application includes but is not limited to a global system
for mobile communications (global system of mobile
communication, GSM), a code division multiple access
(code division multiple access, CDMA) system, a wide-
band code division multiple access (wideband code di-
vision multiple access, WCDMA) system, a general pack-
et radio service (general packet radio service, GPRS), a
long term evolution (long term evolution, LTE) system,
an LTE frequency division duplex (frequency division du-
plex, FDD) system, an LTE time division duplex (time
division duplex, TDD), a universal mobile telecommuni-
cations system (universal mobile telecommunication
system, UMTS), and a worldwide interoperability for mi-
crowave access (worldwide interoperability for micro-
wave access, WIMAX) communications system, a future
5th generation (5th generation, 5G) system, a new radio
(new radio, NR) communications system, and the like.
[0050] It should be understood that, in this embodiment
of this application, the device A201, the device B202, the
device C203, the device D204, the device E205, the de-
vice F206, and the server 207 may directly communicate
with each other, or may communicate with each other
through forwarding by another device. This is not specif-
ically limited in this embodiment of this application.
[0051] In this embodiment of this application, the de-
vice A201, the device B202, the device C203, the device
D204, the device E205, and the device F206 each may
be a device that provides voice and/or data connectivity
for a user, for example, may be a handheld device with
a wireless connection function or a processing device
connected to a wireless modem. The device may com-
municate with a core network via a radio access network
(radio access network, RAN), and exchange voice and/or
data with the RAN. The device may be user equipment
(user equipment, UE), a wireless terminal device, a mo-
bile terminal device, a device-to-device (device to device,
D2D) communications terminal device, a vehicle-to-eve-
rything (vehicle-to-everything, V2X) communications ter-
minal device, a machine-to-machine/machine-type com-
munications (machine-to-machine/machine-type com-
munications, M2M/MTC) terminal device, an Internet of
Things (internet of things, IoT) terminal device, a sub-
scriber unit (subscriber unit), a subscriber station (sub-
scriber station), a mobile station (mobile station), a re-
mote station (remote station), an access point (access
point, AP), a remote terminal (remote terminal), an ac-
cess terminal (access terminal), a user terminal (user
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terminal), a user agent (user agent), a user device (user
device), or the like. For example, the device may be a
mobile phone (or referred to as a "cellular" phone), a
computer with a mobile terminal device, or a portable,
pocket-sized, handheld, or computer built-in mobile ap-
paratus.
[0052] For example, the device may be a device such
as a personal communication service (personal commu-
nication service, PCS) phone, a cordless telephone set,
a session initiation protocol (session initiation protocol,
SIP) phone, a wireless local loop (wireless local loop,
WLL) station, or a personal digital assistant (personal
digital assistant, PDA). Alternatively, the device may be
a limited device, for example, a device with relatively low
power consumption, a device with a limited storage ca-
pability, or a device with a limited computing capability.
For example, the device may be an information sensing
device such as a bar code, radio frequency identification
(radio frequency identification, RFID), a sensor, a global
positioning system (global positioning system, GPS), or
a laser scanner.
[0053] As an example instead of a limitation, in this
embodiment of this application, the mentioned device
may alternatively be a wearable device. The wearable
device may also be referred to as a wearable intelligent
device, an intelligent wearable device, or the like, and is
a general term of wearable devices that are intelligently
designed and developed for daily wear by using a wear-
able technology, for example, glasses, gloves, watches,
clothes, and shoes. The wearable device is a portable
device that can be directly worn on the body or integrated
into clothes or an accessory of a user. The wearable de-
vice is not only a hardware device, but also implements
a powerful function through software support, data ex-
change, and cloud interaction. In a broad sense, the
wearable intelligent device includes full-featured and
large-sized devices that can implement all or a part of
functions without depending on smartphones, for exam-
ple, smart watches or smart glasses, and includes de-
vices that dedicated to only one type of application func-
tion and need to collaboratively work with other devices
such as smartphones, for example, various smart bands,
smart helmets, or smart jewelry for monitoring vital signs.
[0054] If the various devices described above are lo-
cated in a vehicle, for example, placed in the vehicle or
mounted in the vehicle, the devices may be considered
as vehicle-mounted terminal devices, and the vehicle-
mounted terminal devices are also referred to as, for ex-
ample, on-board units (on-board units, OBUs).
[0055] In this embodiment of this application, the serv-
er 207 may be any device having a transmitting and re-
ceiving function or a chip that may be disposed in the
device.
[0056] It should be understood that, for ease of under-
standing, FIG. 2 schematically shows a data distribution
system, but this should not constitute any limitation on
this application. The data distribution system may further
include more servers, or may include more devices. Serv-

ers that communicate with different devices may be a
same server, or may be different servers. Quantities of
servers that communicate with different devices may be
the same or may be different. This is not specifically lim-
ited in this embodiment of this application.
[0057] The foregoing describes the data distribution
system to which this embodiment of this application is
applicable. The following describes, with reference to the
accompanying drawings, a P2P-based data distribution
method provided in embodiments of this application.
[0058] It should be understood that the terms "system"
and "network" may be used interchangeably in embodi-
ments of this application. "At least one" means one or
more, and "a plurality of" means two or more. The term
"and/or" describes an association relationship between
associated objects and represents that three relation-
ships may exist. For example, A and/or B may represent
the following cases: Only A exists, both A and B exist,
and only B exists, where A and B may be singular or
plural. The character "/" generally indicates an "or" rela-
tionship between associated objects. "At least one of the
following items (objects)" or a similar expression means
any combination of these items, including a single item
(object) or any combination of a plurality of items (ob-
jects). For example, at least one item (object) of a, b, or
c may represent a, b, c, a and b, a and c, b and c, or a,
b, and c.
[0059] In addition, unless otherwise stated, ordinal
numbers such as "first" and "second" in embodiments of
this application are for distinguishing between a plurality
of objects, but are not intended to limit an order, a time
sequence, priorities, or importance of the plurality of ob-
jects. For example, a first priority criterion and a second
priority criterion are merely used to distinguish between
different criteria, but do not indicate different content, pri-
orities, importance, or the like of the two criteria.
[0060] In some embodiments, FIG. 3a shows a P2P-
based data distribution method according to an embod-
iment of this application, and the method may be applied
to the data distribution system shown in FIG. 2. The meth-
od includes the following steps.
[0061] S301: Each device in the data distribution sys-
tem sends first information and second information to a
server. Correspondingly, the server receives the first in-
formation and the second information sent by each de-
vice in the data distribution system.
[0062] In some embodiments, each device in the data
distribution system may send the first information and
the second information to the server. Correspondingly,
the server receives the first information and the second
information from each device in the data distribution sys-
tem, so that the server may generate an acyclic graph of
a data distribution path based on the first information and
the second information. The first information carries iden-
tification information of each device and identification in-
formation of an adjacent device connected to each device
via a P2P channel, and the second information carries
quality of service (quality of service, QoS) of the P2P
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channel.
[0063] For example, each of the device A201, the de-
vice B202, the device C203, the device D204, the device
E205, and the device F206 that are in the data distribution
system shown in FIG. 2 may send the first information
and the second information to the server 207. The first
information sent by the device A201 to the server 207
carries identification information of the device A201 and
identification information of the device B202 and the de-
vice C203 that are connected to the device A201 via P2P
channels. The second information sent by the device
A201 to the server 207 carries QoS of the P2P channel
(that is, a P2P channel A-B) between the device A201
and the device B202 and QoS of the P2P channel (that
is, a P2P channel A-C) between the device A201 and the
device B202, such as bandwidth, jitter, a delay, and a
packet loss rate. Correspondingly, the server 207 re-
ceives the first information and the second information
from the device A201, the device B202, the device C203,
the device D204, the device E205, and the device F206,
and generates the acyclic graph of the data distribution
path shown in FIG. 3b based on the first information and
the second information that are from the device A201,
the device B202, the device C203, the device D204, the
device E205, and the device F206.
[0064] It should be noted that in embodiments of this
application, the identification information of the device
may be an international mobile equipment identity (inter-
national mobile equipment identity, IMEI), a subscription
permanent identifier (subscription permanent identifier,
SUPI), a subscription concealed identifier (subscription
concealed identifier, SUCI) of the device, or other infor-
mation that can identify the device. This is not specifically
limited in this embodiment of this application.
[0065] It should be noted that in this embodiment of
this application, QoS of a P2P channel between the de-
vices in the data distribution system is not fixed. In order
to enable the server to adjust an acyclic graph of a data
distribution path in real time based on the QoS of the P2P
channel between the devices, for example, to select a
P2P channel with higher QoS as the data distribution
path when the QoS of the P2P channel between the de-
vices changes, the devices in the data distribution system
may periodically send updated second information to the
server. Correspondingly, the server may periodically re-
ceive the updated second information from the devices
in the data distribution system. The server may update
the acyclic graph of the data distribution path based on
the updated second information sent by the devices in
the data distribution system. After the server updates the
acyclic graph of the data distribution path based on the
updated second information sent by the devices in the
data distribution system, in order to enable a device that
has sent subscription request information used to request
to subscribe to the acyclic graph of the data distribution
path or third information to synchronously update the acy-
clic graph of the data distribution path or the third infor-
mation, and prevent the device from sending data to an

incorrect next-hop device of the device, where the third
information is identification information of an adjacent de-
vice connected via a P2P channel to the device sending
the subscription request information, subscription update
information may be sent to the device that has sent the
subscription request information. The subscription up-
date information carries an updated acyclic graph of the
data distribution path or the third information determined
based on the updated acyclic graph of the data distribu-
tion path. In this embodiment of this application, the serv-
er may generate the acyclic graph of the data distribution
path based on the first information and the second infor-
mation that are sent by the devices in the data distribution
system, and periodically update the acyclic graph of the
data distribution path based on the periodically sent up-
dated second information. In this way, any device in the
data distribution system may determine a next-hop de-
vice of the any device based on the acyclic graph of the
data distribution path generated by the server, and send,
to the next-hop device of the any device, to-be-distributed
data that needs to be distributed to all devices in the data
distribution system. After the server updates the acyclic
graph of the data distribution path, a device in the data
distribution system may synchronously update the acy-
clic graph of the data distribution path, to prevent the
device from sending data to an incorrect next-hop device
of the device.
[0066] S302: A source device in the data distribution
system sends request information to the server. Corre-
spondingly, the server receives the request information
from the source device in the data distribution system,
and sends response information to the source device in
the data distribution system. The request information is
used to request to acquire related information of an ad-
jacent device of the source device, the adjacent device
is connected to the source device via a P2P channel, and
the response information carries related information de-
termined based on a pre-generated acyclic graph of a
data distribution path.
[0067] In some embodiments, the source device in the
data distribution system may send first query request in-
formation to the server. Correspondingly, the server re-
ceives the first query request information from the source
device in the data distribution system, and sends first
query response information to the source device in the
data distribution system. The first query request informa-
tion is used to request to query fourth information, the
fourth information is identification information of the ad-
jacent device of the source device, and the first query
response information carries the fourth information de-
termined based on the acyclic graph of the data distribu-
tion path.
[0068] For example, when the device A201 in the data
distribution system shown in FIG. 2 is used as the source
device, the device A201 may send, to the server 207, the
first query request information used to request to query
identification information of adjacent devices of the de-
vice A201. After receiving the first query request infor-

15 16 



EP 4 258 623 A1

10

5

10

15

20

25

30

35

40

45

50

55

mation from the device A201, the server 207 determines,
based on a latest generated acyclic graph of the data
distribution path, that the adjacent devices of the device
A201 are the device B202 and the device C203, and
sends the first query response information to the device
A201. The first query response information carries the
identification information of the device B202 and the iden-
tification information of the device C203.
[0069] In some other embodiments, the source device
in the data distribution system may send first subscription
request information to the server. Correspondingly, the
server receives the first subscription request information
from the source device in the data distribution system,
and sends first subscription response information to the
source device in the data distribution system. The first
subscription request information is used to request to
subscribe to the acyclic graph of the data distribution path
or the fourth information, the fourth information is the
identification information of the adjacent device of the
source device, and the first subscription response infor-
mation carries the acyclic graph of the data distribution
path or the fourth information determined based on the
acyclic graph of the data distribution path.
[0070] For example, when the device A201 in the data
distribution system shown in FIG. 2 is used as the source
device, the device A201 may send, to the server 207, the
first subscription request information used to request to
subscribe to the acyclic graph of the data distribution path
or the identification information of the adjacent devices
of the device A201. After receiving the first subscription
request information from the device A201, the server 207
sends the first subscription response information to the
device A201, and the first subscription response infor-
mation carries the latest generated acyclic graph of the
data distribution path or the identification information that
is of the adjacent device of the device A201 and that is
determined based on the latest generated acyclic graph
of the data distribution path, for example, the identifica-
tion information of the device B202 and the identification
information of the device C203.
[0071] In this embodiment of this application, the
source device in the data distribution system may send,
to the server, the request information used to request to
acquire the related information of the adjacent device of
the source device, and receive the response information
sent by the server. The response information carries the
related information determined based on the pre-gener-
ated acyclic graph of the data distribution path, so that
the source device may determine a next-hop device of
the source device based on the response information,
and then the next-hop device performs secondary distri-
bution on the to-be-distributed data that needs to be dis-
tributed to all devices in the data distribution system,
thereby avoiding a problem of network congestion and a
waste of network resources caused by repeated trans-
mission of same communication data on a same P2P
channel.
[0072] S303: The source device determines a first tar-

get device set from the adjacent device based on the
response information, and sends the first data to a device
in the first target device set. The device in the first target
device set is the next-hop device of the source device,
and the first data carries identification information of the
source device.
[0073] In some embodiments, the source device may
determine the first target device set from the adjacent
device based on the response information sent by the
server, and send the first data to the device in the first
target device set. The response information carries the
acyclic graph of the data distribution path or the fourth
information determined based on the acyclic graph of the
data distribution path, the fourth information is the iden-
tification information of the adjacent device of the source
device, the device in the first target device set is the next-
hop device of the source device, and the first data carries
the identification information of the source device.
[0074] For example, when the device A201 in the data
distribution system shown in FIG. 2 is used as the source
device, if the device A201 sends the first query request
information to the server 207, the device A201 receives
the first query response information sent by the server
207. The first query response information carries the
identification information of the device B202 and the iden-
tification information of the device C203. If the device
A201 sends the first subscription request information to
the server 207, the device A201 receives the first sub-
scription response information sent by the server 207.
The first subscription response information carries the
acyclic graph of the data distribution path or the identifi-
cation information of the device B202 and the identifica-
tion information of the device C203. In this case, the de-
vice A201 may determine, based on the acyclic graph of
the data distribution path or the identification information
of the device B202 and the identification information of
the device C203, that the adjacent devices are the device
B202 and the device C203, and determine, from the ad-
jacent devices, that the next-hop devices are the device
B202 and the device C203, that is, determine that the
device B202 and the device C203 are the devices in the
first target device set corresponding to the device A201,
and send, to the device B202 and the device C203, the
first data that carries the identification information of the
device A201.
[0075] It should be noted that in this embodiment of
this application, the first data may carry a number iden-
tifier, so that the device in the first target device set may
determine, based on the number identifier of the first data,
whether the first data is repeated data. If the device in
the first target device set determines, based on the
number identifier of the first data, that the first data is the
repeated data, the device in the first target device set
discards the first data. The first data may further carry a
service identifier, so that when the device in the first target
device set determines, based on the number identifier of
the first data, that the first data is not the repeated data,
the device in the first target device set may determine,
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based on the service identifier of the first data, whether
the first data is the to-be-distributed data. Alternatively,
the first data may not carry the service identifier, and the
device in the first target device set may determine, based
on a service identifier of a P2P channel for transmitting
the first data, whether the first data is the to-be-distributed
data, where the to-be-distributed data is data that needs
to be distributed to all devices in the data distribution
system.
[0076] For example, when the device A201 in the data
distribution system shown in FIG. 2 is used as the source
device, the first data may be evenly divided into 50 piec-
es, and each piece of the first data is numbered. Then
first data 1, first data 2, ..., and first data 50 are sequen-
tially sent to the device B202 and the device C203. The
device B202 and the device C203 store a number iden-
tifier of latest first data sent by the device A201. When
new first data is received, a number identifier of the new
first data is compared with a previously stored number
identifier. If the number identifier of the new first data is
less than or equal to the previously stored number iden-
tifier, the new first data is determined as the repeated
data.
[0077] It should be noted that in this embodiment of
this application, each device in the data distribution sys-
tem may locally maintain a socket socket list of a P2P
channel between the device and another device, so that
different P2P channels may be distinguished based on
packets received on different sockets. In other words, a
service identifier of the P2P channel may be a packet
received on a socket.
[0078] In this embodiment of this application, the
source device in the data distribution system may deter-
mine the next-hop device of the source device from the
adjacent device based on the response information, and
send, to the next-hop device of the source device, the
first data that carries the number identifier, so that the
next-hop device of the source device may determine,
based on the number identifier of the first data, whether
the first data is the repeated data, and determine, based
on the service identifier of the first data or the service
identifier of the P2P channel that is for transmitting the
first data, whether the first data is the to-be-distributed
data. When it is determined that the first data is the re-
peated data, the first data is discarded, thereby avoiding
a waste of network resources caused by secondary dis-
tribution of the repeated data. When it is determined that
the first data is not the repeated data but is the to-be-
distributed data, secondary distribution is performed on
the first data, thereby avoiding a problem of network con-
gestion and a waste of network resources caused by re-
peated transmission of same communication data on a
same P2P channel.
[0079] S304: When determining the first data as the
to-be-distributed data, the device in the first target device
set distributes the first data to a device in a second target
device set. The device in the second target device set is
a next-hop device of the device in the first target device

set.
[0080] In step 304, the device in the first target device
set may determine the next-hop device of the device in
four manners, so that when determining the first data as
the to-be-distributed data, the device distributes the first
data to the next-hop device of the device. Specific imple-
mentations of the four manners are separately described
in detail below with reference to specific instances.

Manner 1

[0081] In some embodiments, to reduce a quantity of
times of transmission of query request information by the
device to the server, and reduce a communication delay,
the device in the first target device set may periodically
send second query request information to the server, and
receive second query response information sent by the
server. The second query request information is used to
request to query fifth information, and the fifth information
is identification information of an adjacent device of the
device in the first target device set. The second query
request information carries identification information of
the device in the first target device set, and the second
query response information carries the fifth information
determined based on the acyclic graph of the data dis-
tribution path. After receiving the second query response
information from the server, the device in the first target
device set may determine the second target device set
from the adjacent device of the device in the first target
set based on the second query response information, so
that when the first data is determined as the to-be-dis-
tributed data, the first data that carries the identification
information of the source device is distributed to the de-
vice in the second target device set. The device in the
second target device set is the next-hop device of the
device in the first target device set.
[0082] For example, when the device B202 in the data
distribution system shown in FIG. 2 is used as the device
in the first target device set, the device B202 may peri-
odically send the second query request information to
the server 207, and receive the second query response
information sent by the server 207. The second query
request information carries the identification information
of the device B202, and the second query response in-
formation carries the identification information of the de-
vice A201 and identification information of the device
E205. The device B202 determines, based on the second
query response information, that adjacent devices are
the device A201 and the device E205. Because the de-
vice A201 in the adjacent devices is a previous-hop de-
vice of the device B202, the device E205 in the adjacent
devices is determined as a next-hop device of the device
B202, that is, the device E205 is determined as the device
in the second target device set corresponding to the de-
vice B202. The first data that carries the identification
information of the device A201 is distributed to the device
E205.
[0083] It should be noted that in this embodiment of
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this application, a frequency at which the device in the
first target device set sends the second query request
information to the server may be automatically adjusted
based on whether a network topology of a service fre-
quently changes. For example, the second query request
information is sent once every 30s. This is not specifically
limited in this embodiment of this application.

Manner 2

[0084] In some embodiments, to reduce the quantity
of times of transmission of the query request information
by the device to the server, and reduce the communica-
tion delay, the device in the first target device set may
alternatively send the second query request information
to the server when a buffer storing the to-be-distributed
data overflows, and receive the second query response
information sent by the server. The second query request
information is used to request to query the fifth informa-
tion, and the fifth information is the identification informa-
tion of the adjacent device of the device in the first target
device set. The second query request information carries
the identification information of the device in the first tar-
get device set, and the second query response informa-
tion carries the fifth information determined based on the
acyclic graph of the data distribution path. After receiving
the second query response information from the server,
the device in the first target device set may determine
the second target device set from the adjacent device of
the device in the first target set based on the second
query response information, so that when the first data
is determined as the to-be-distributed data, the first data
that carries the identification information of the source
device is distributed to the device in the second target
device set. The device in the second target device set is
the next-hop device of the device in the first target device
set.
[0085] For example, when the device B202 in the data
distribution system shown in FIG. 2 is used as the device
in the first target device set, the device B202 may send
the second query request information to the server 207
when the buffer storing the to-be-distributed data over-
flows. For example, a buffer size may be 256 K. When
the to-be-distributed data received by the buffer reaches
256 K, the second query request information is sent once
to the server 207, and the second query response infor-
mation sent by the server 207 is received. The second
query request information carries the identification infor-
mation of the device B202, and the second query re-
sponse information carries the identification information
of the device A201 and the device E205. The device B202
determines, based on the second query response infor-
mation, that the adjacent devices are the device A201
and the device E205. Because the device A201 in the
adjacent devices is a previous-hop device of the device
B202, the device E205 in the adjacent devices is deter-
mined as a next-hop device of the device B202, that is,
the device E205 is determined as the device in the sec-

ond target device set corresponding to the device B202.
The to-be-distributed data in the buffer is distributed to
the device E205.
[0086] It should be noted that in this embodiment of
this application, the buffer size may be automatically set
based on sensitivity of a service to a delay. For a service
that is sensitive to the delay, the buffer may be set to be
smaller, so that the to-be-distributed data in the buffer
can be distributed in time. Otherwise, the buffer may be
set to be larger, to reduce a quantity of times of query.
This is not specifically limited in this embodiment of this
application.
[0087] In this embodiment of this application, the de-
vice in the first target device set may send the second
query request information to the server periodically or
when the buffer storing the to-be-distributed data over-
flows, to reduce the quantity of times of transmission of
the query request information by the device to the server,
and reduce the communication delay. After sending the
second query request information to the server, the de-
vice receives the second query response information
sent by the server, and determines the next-hop device
of the device from the adjacent device based on the sec-
ond query response information, so that the device may
send the first data to the next-hop device of the device
when determining the first data as the to-be-distributed
data, to implement secondary distribution of the data,
and avoid a problem of network congestion and a waste
of network resources caused by repeated transmission
of same communication data on a same P2P channel.

Manner 3

[0088] In some embodiments, when determining that
there is no acyclic graph of the data distribution path or
fifth information locally, the device in the first target device
set may send the second subscription request informa-
tion to the server, and receive the second subscription
response information sent by the server. The fifth infor-
mation is the identification information of the adjacent
device of the device in the first target device set, and the
second subscription request information is used to re-
quest to subscribe to the acyclic graph of the data distri-
bution path or the fifth information determined based on
the acyclic graph of the data distribution path. The second
subscription request information carries the identification
information of the device, and the second subscription
response information carries the acyclic graph of the data
distribution path or the fifth information determined based
on the acyclic graph of the data distribution path. When
determining that there is no acyclic graph of the data
distribution path or fifth information locally, the device in
the first target device set may determine the second tar-
get device set from the adjacent devices of the device in
the first target set based on the second subscription re-
sponse information from the server, and distribute the
first data that carries the identification information of the
source device to the device in the second target device
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set. The device in the second target device set is the
next-hop device of the device in the first target device set.
[0089] For example, when the device B202 in the data
distribution system shown in FIG. 2 is used as the device
in the first target device set, and when determining that
there is no acyclic graph of the data distribution path or
fifth information locally, the device B202 may send the
second subscription request information to the server
207, and receive the second subscription response in-
formation sent by the server 207. The second subscrip-
tion request information carries the identification infor-
mation of the device B202, and the second subscription
response information carries the acyclic graph of the data
distribution path or the identification information of the
device A201 and the device E205. The device B202 de-
termines, based on the second query response informa-
tion, that the adjacent devices are the device A201 and
the device E205, determines, from the adjacent devices,
that a previous-hop device is the device A201 and a next-
hop device is the device E205, that is, determines that
the device E205 is the device in the second target device
set corresponding to the device B202, and distributes the
first data that carries the identification information of the
device A201 to the device E205.
[0090] It should be noted that in this embodiment of
this application, after sending the second subscription
request information to the server, the device in the first
target device set may receive subscription update infor-
mation sent by the server, where the subscription update
information carries an updated acyclic graph of the data
distribution path or the fifth information determined based
on the updated acyclic graph of the data distribution path,
so that the device in the first target device set may update
the local acyclic graph of the data distribution path or fifth
information based on the subscription update informa-
tion.
[0091] In some other embodiments, when determining
that there is the acyclic graph of the data distribution path
or the fifth information locally, the device in the first target
device set may directly determine the second target de-
vice set from the adjacent devices of the device in the
first target set based on the acyclic graph of the data
distribution path or the fifth information, and distribute the
first data that carries the identification information of the
device A201 to the device in the second target device set.
[0092] In this embodiment of this application, when de-
termining that there is no acyclic graph of the data distri-
bution path or fifth information locally, the device in the
first target device set sends the second subscription re-
quest information to the server, receives the second sub-
scription response information sent by the server, and
determines the next-hop device of the device from the
adjacent devices based on the second subscription re-
sponse information, so that the device may send the first
data to the next-hop device of the device when determin-
ing the first data as the to-be-distributed data, to imple-
ment secondary distribution of the data, and avoid a prob-
lem of network congestion and a waste of network re-

sources caused by repeated transmission of same com-
munication data on a same P2P channel.

Manner 4

[0093] In some embodiments, after sending, to the
server, the first subscription request information used to
request to subscribe to the acyclic graph of the data dis-
tribution path, and receiving the first subscription re-
sponse information that is sent by the server and that
carries the acyclic graph of the data distribution path, the
source device may add the acyclic graph of the data dis-
tribution path to the first data and send the first data to
the device in the first target device set, so that when de-
termining that the first data carries the acyclic graph of
the data distribution path, the device in the first target
device set may directly determine the second target de-
vice set from the adjacent device of the device in the first
target set based on the acyclic graph of the data distri-
bution path, and distribute, to the device in the second
target device set, the first data that carries the identifica-
tion information of the source device. The device in the
second target device set is the next-hop device of the
device in the first target device set.
[0094] For example, when the device B202 in the data
distribution system shown in FIG. 2 is used as the device
in the first target device set, and when determining that
the first data carries the acyclic graph of the data distri-
bution path, the device B202 may directly determine,
based on the acyclic graph of the data distribution path,
that the adjacent devices are the device A201 and the
device E205, determine, from the adjacent devices, that
the previous-hop device is the device A201 and the next-
hop device is the device E205, that is, determine that the
device E205 is the device in the second target device set
corresponding to the device B202, and distribute the first
data that carries the identification information of the de-
vice A201 to the device E205.
[0095] It should be noted that in this embodiment of
this application, the acyclic graph of the data distribution
path may be stored in a manner such as an adjacency
matrix or an adjacency list. This is not specifically limited
in this embodiment of this application.
[0096] It should be noted that in this embodiment of
this application, after sending the first subscription re-
quest information to the server, the source device may
receive subscription update information sent by the serv-
er, where the subscription update information carries the
updated acyclic graph of the data distribution path, so
that the source device may add the updated acyclic graph
of the data distribution path to the first data and send the
first data to the device in the first target device set.
[0097] For example, when the device A201 in the data
distribution system shown in FIG. 2 is used as the source
device, the first data may be evenly divided into 50 piec-
es, and each piece of the first data is numbered. Then
first data 1, first data 2, ..., and first data 50 are sequen-
tially sent to the device B202 and the device C203. The
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first data 1 and the first data 2 carry a first acyclic graph
of a data distribution path, and the first data 3, ..., and
the first data 50 carry a second acyclic graph of a data
distribution path. The second acyclic graph of the data
distribution path is an updated first acyclic graph of the
data distribution path. In this embodiment of this appli-
cation, after sending, to the server, the first subscription
request information used to request to subscribe to the
acyclic graph of the data distribution path, and receiving
the first subscription response information that is sent by
the server and that carries the acyclic graph of the data
distribution path, the source device may add the acyclic
graph of the data distribution path to the first data and
send the first data to the device in the first target device
set, so that when determining that the first data carries
the acyclic graph of the data distribution path, the device
in the first target device set directly determines the next-
hop device of the device from the adjacent devices based
on the acyclic graph of the data distribution path, and
when determining the first data as the to-be-distributed
data, the device may send the first data to the next-hop
device of the device, to implement secondary distribution
of the data, and avoid a problem of network congestion
and a waste of network resources caused by repeated
transmission of same communication data on a same
P2P channel.
[0098] The method provided in embodiments of this
application is described above in detail with reference to
FIG. 3a and FIG. 3b. A data distribution system provided
in embodiments of this application is described below in
detail with reference to FIG. 4 and FIG. 5.
[0099] Based on a concept the same as that of the
foregoing method embodiments, an embodiment of this
application further provides a data distribution system
400. The data distribution system 400 includes devices
and a server that are configured to perform the method
shown in FIG. 3a and FIG. 3b. For example, refer to FIG.
4. The apparatus 400 may include at least three devices
401 and a server 402, and the at least three devices 401
are connected to each other via P2P channels.
[0100] Any one of the at least three devices 401 is con-
figured to: send request information to the server 402,
and receive response information sent by the server 402,
where the request information is used to request to ac-
quire related information of an adjacent device of the any
device 401, the adjacent device is connected to the any
device 401 via a P2P channel, and the response infor-
mation carries the related information determined based
on a pre-generated acyclic graph of a data distribution
path; and
the any device 401 is further configured to: determine a
first target device set from the adjacent device based on
the response information, and send first data to a device
in the first target device set, where the first data carries
identification information of the any device 401, the iden-
tification information is used to indicate the device in the
first target device set to distribute the first data to a device
in a second target device set when determining the first

data as to-be-distributed data, the device in the first target
device set is a next-hop device of the any device 401,
the device in the second target device set is a next-hop
device of the device in the first target device set, and the
to-be-distributed data is data that needs to be distributed
to all devices in the data distribution system.
[0101] In a possible design, before the sending request
information to the server 402, the server 402 is configured
to:
receive first information and second information that are
sent by each of the at least three devices 401, and gen-
erate the acyclic graph of the data distribution path based
on the first information and the second information, where
the first information carries identification information of
each device and identification information of an adjacent
device connected to each device via the P2P channel,
and the second information carries quality of service QoS
of the P2P channel.
[0102] In a possible design, the server 402 is further
configured to:
receive updated second information periodically sent by
each of the at least three devices, and update the acyclic
graph of the data distribution path based on the updated
second information.
[0103] In a possible design, the server 402 is further
configured to:
after updating the acyclic graph of the data distribution
path, send subscription update information to a device
that is of the at least three devices 401 and that has sent
subscription request information, where the subscription
request information is used to request to subscribe to the
acyclic graph of the data distribution path or third infor-
mation, the third information is identification information
of an adjacent device of the device sending the subscrip-
tion request information, and the subscription update in-
formation carries an updated acyclic graph of the data
distribution path or the third information determined
based on an updated acyclic graph of the data distribution
path.
[0104] In a possible design, when sending the request
information to the server 402, and receiving the response
information sent by the server 402, the any device 401
is specifically configured to:

send first query request information to the server
402, and receive first query response information
sent by the server 402, where the first query request
information is used to request to query fourth infor-
mation, the fourth information is identification infor-
mation of the adjacent device of the any device 401,
and the first query response information carries the
fourth information determined based on the acyclic
graph of the data distribution path; or
send first subscription request information to the
server 402, and receive first subscription response
information sent by the server 402, where the first
subscription request information is used to request
to subscribe to the acyclic graph of the data distri-
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bution path or the fourth information, and the first
subscription response information carries the acyclic
graph of the data distribution path or the fourth infor-
mation determined based on the acyclic graph of the
data distribution path.

[0105] In a possible design, the any device 401 is fur-
ther configured to:

when receiving the first data, determine, based on a
number identifier of the first data, whether the first
data is repeated data; and
if the first data is the repeated data, discard the first
data; or
if the first data is not the repeated data, determine
whether the first data is the to-be-distributed data.

[0106] In a possible design, when determining whether
the first data is the to-be-distributed data, the any device
401 is specifically configured to:
determine, based on a service identifier of a P2P channel
for transmitting the first data or a service identifier of the
first data, whether the first data is the to-be-distributed
data.
[0107] In a possible design, when distributing the first
data to the device in the second target device set, the
any device 401 is specifically configured to:

send second query request information to the server
402 periodically or when a buffer storing the to-be-
distributed data overflows, where the second query
request information is used to request to query fifth
information, and the fifth information is identification
information of an adjacent device of the device in the
first target device set;
receive second query response information sent by
the server 402, where the second query response
information carries the fifth information determined
based on the acyclic graph of the data distribution
path; and
determine the second target device set based on the
second query response information, and distribute
the first data to the device in the second target device
set.

[0108] In a possible design, when distributing the first
data to the device in the second target device set, the
any device 401 is specifically configured to:

when determining that there is no acyclic graph of
the data distribution path or fifth information, send
second subscription request information to the serv-
er 402, and receive second subscription response
information sent by the server 402, where the fifth
information is the identification information of the ad-
jacent device of the device in the first target device
set, the second subscription request information is
used to request to subscribe to the acyclic graph of

the data distribution path or the fifth information de-
termined based on the acyclic graph of the data dis-
tribution path, and the second subscription response
information carries the acyclic graph of the data dis-
tribution path or the fifth information determined
based on the acyclic graph of the data distribution
path; and
determine the second target device set based on the
acyclic graph of the data distribution path, and dis-
tribute the first data to the device in the second target
device set.

[0109] In a possible design, when distributing the first
data to the device in the second target device set, the
any device 401 is specifically configured to:
when determining that the first data carries the acyclic
graph of the data distribution path, determine the second
target device set based on the acyclic graph of the data
distribution path, and distribute the first data to the device
in the second target device set.
[0110] Based on a concept the same as that of the
foregoing method embodiments, refer to FIG. 5. An em-
bodiment of this application further provides a P2P-based
data distribution apparatus 500. The apparatus 500 may
be a data distribution system that includes at least three
devices and a server, or the apparatus 500 in the data
distribution system. For example, refer to FIG. 5. The
apparatus 500 may include:
at least one processor 501 and a communications inter-
face 503 communicatively connected to the at least one
processor 501.
[0111] The at least one processor 501 executes in-
structions stored in a memory 502, so that the apparatus
500 performs the methods shown in FIG. 3a and FIG. 3b.
[0112] Optionally, the memory 502 is located outside
the apparatus 500.
[0113] Optionally, the apparatus 500 includes the
memory 502, the memory 502 is connected to the at least
one processor 501, and the memory 502 stores the in-
structions that can be executed by the at least one proc-
essor 501. In FIG. 5, a dashed line is used to represent
that the memory 502 is optional for the apparatus 500.
[0114] The processor 501 and the memory 502 may
be coupled through an interface circuit, or may be inte-
grated together. This is not limited herein.
[0115] In this embodiment of this application, a specific
connection medium among the processor 501, the mem-
ory 502, and the communications interface 503 is not
limited. In this embodiment of this application, in FIG. 5,
the processor 501, the memory 502, and the communi-
cations interface 503 are connected to each other
through a bus 504. The bus is represented by a bold line
in FIG. 5. A connection manner between other compo-
nents is merely an example for description, and is not
limited thereto. The bus may be classified into an address
bus, a data bus, a control bus, and the like. For ease of
representation, only one bold line is used to represent
the bus in FIG. 5, but this is not indicated that there is
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only one bus or only one type of bus.
[0116] Based on a concept the same as that of the
foregoing method embodiments, an embodiment of this
application further provides a computer-readable storage
medium, where the computer-readable storage medium
stores a computer program. When the computer program
is run on a computer, the computer is enabled to perform
any one of the foregoing P2P-based data distribution
method embodiments and possible implementations of
the method embodiments, for example, perform any step
of the P2P-based data distribution method embodiments
in FIG. 3a and FIG. 3b, and/or perform another process
of the technology described in this specification.
[0117] Based on a concept the same as that of the
foregoing method embodiments, an embodiment of this
application further provides a program product. When
the program product runs on a computer, the computer
is enabled to perform any one of the foregoing P2P-based
data distribution method embodiments and possible im-
plementations of the method embodiments, for example,
perform any step of the P2P-based data distribution
method embodiments in FIG. 3a and FIG. 3b, and/or per-
form another process of the technology described in this
specification.
[0118] Based on a concept the same as that of the
foregoing method embodiments, an embodiment of this
application further provides a chip. The chip may be cou-
pled to a memory in a first core network device or in a
base station, and is configured to invoke a computer pro-
gram stored in the memory and perform any one of the
foregoing P2P-based data distribution method embodi-
ments and possible implementations of the method em-
bodiments, for example, perform any step of the P2P-
based data distribution method embodiments in FIG. 3a
and FIG. 3b, and/or perform another process of the tech-
nology described in this specification.
[0119] It should be understood that a processor or a
processing unit (the processor or the processing unit
shown in FIG. 5) in embodiments of this application may
be an integrated circuit chip that has a signal processing
capability. During implementation, the steps of the fore-
going P2P-based data distribution method embodiment
may be implemented by a hardware integrated logic cir-
cuit in the processor, or instructions in a form of software.
The processor may be a general-purpose central
processing unit (central processing unit, CPU), a general-
purpose processor, digital signal processing (digital sig-
nal processing, DSP), an application-specific integrated
circuit (application specific integrated circuits, ASIC), a
field-programmable gate array (field programmable gate
array, FPGA) or another programmable logic device, a
transistor logic device, a hardware component, or any
combination thereof; or may be a combination imple-
menting a computing function, for example, a combina-
tion of one or more microprocessors or a combination of
a DSP and a microprocessor. The general-purpose proc-
essor may be a microprocessor, or the processor may
be any conventional processor or the like.

[0120] It should be understood that a memory or a stor-
age unit in embodiments of this application may be a
volatile memory or a non-volatile memory, or may include
both a volatile memory and a non-volatile memory. The
non-volatile memory may be a read-only memory (read-
only memory, ROM), a programmable read-only memory
(programmable ROM, PROM), an erasable programma-
ble read-only memory (erasable PROM, EPROM), an
electrically erasable programmable read-only memory
(electrically EPROM, EEPROM), or a flash memory. The
volatile memory may be a random access memory (ran-
dom access memory, RAM) and is used as an external
cache. Through example but not limitative description,
many forms of RAMs may be used, for example, a static
random access memory (static RAM, SRAM), a dynamic
random access memory (dynamic RAM, DRAM), a syn-
chronous dynamic random access memory (synchro-
nous DRAM, SDRAM), a double data rate synchronous
dynamic random access memory (double data rate
SDRAM, DDR SDRAM), an enhanced synchronous dy-
namic random access memory (enhanced SDRAM, ES-
DRAM), a synchronous link dynamic random access
memory (synchlink DRAM, SLDRAM), and a direct ram-
bus dynamic random access memory (direct rambus
RAM, DR RAM). It should be noted that the memory in
the system and method described in this application is
intended to include but is not limited to these memories
and any other memories of a proper type.
[0121] Various illustrative logic units and circuits de-
scribed in embodiments of this application may imple-
ment or operate the described functions by using a gen-
eral-purpose processor, a digital signal processor, an ap-
plication-specific integrated circuit (application specific
integrated circuit, ASIC), a field-programmable gate ar-
ray (field programmable gate array, FPGA) or another
programmable logic apparatus, a discrete gate or tran-
sistor logic, a discrete hardware component, or any com-
bination thereof. The general-purpose processor may be
a microprocessor. Optionally, the general-purpose proc-
essor may alternatively be any conventional processor,
controller, microcontroller, or state machine. The proc-
essor may also be implemented by a combination of com-
puting apparatuses, such as a digital signal processor
and a microprocessor, a plurality of microprocessors, one
or more microprocessors with a digital signal processor
core, or any other similar configuration.
[0122] Steps of the methods or algorithms described
in embodiments of this application may be directly em-
bedded into hardware, a software unit executed by a
processor, or a combination thereof. The software unit
may be stored in a RAM, a flash memory, a ROM, an
EPROM, an EEPROM, a register, a hard disk, a remov-
able disk, a CD-ROM, or any other storage medium in
the art. For example, the storage medium may connect
to a processor so that the processor may read information
from the storage medium and write information to the
storage medium. Optionally, the storage medium may be
integrated into the processor. The processor and the stor-
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age medium may be disposed in an ASIC, and the ASIC
may be disposed in a communications device (for exam-
ple, a first core network device or a base station), for
example, may be disposed in different components of
the communications device.
[0123] All or some of the foregoing embodiments may
be implemented by software, hardware, firmware, or any
combination thereof. When software is used to imple-
ment the embodiments, all or some of the embodiments
may be implemented in a form of a computer program
product. The computer program product includes one or
more computer programs or instructions. When the com-
puter programs or the instructions are loaded and exe-
cuted on a computer, all or some of the procedures or
functions in the embodiments of this application are ex-
ecuted. The computer may be a general-purpose com-
puter, a dedicated computer, a computer network, or an-
other programmable apparatus. The computer programs
or the instructions may be stored in a computer-readable
storage medium, or may be transmitted through the com-
puter-readable storage medium. The computer-readable
storage medium may be any usable medium accessible
by the computer, or a data storage device such as a serv-
er integrating one or more usable media. The usable me-
dium may be a magnetic medium, for example, a floppy
disk, a hard disk, or a magnetic tape; or may be an optical
medium, for example, a DVD; or may be a semiconductor
medium, for example, a solid-state drive (solid state disk,
SSD).
[0124] The embodiments of this application are de-
scribed with reference to the flowcharts and/or block di-
agrams of the methods, the apparatuses, and the com-
puter program products according to the embodiments.
It should be understood that computer program instruc-
tions may be used to implement each process and/or
each block in the flowcharts and/or the block diagrams
and a combination of a process and/or a block in the
flowcharts and/or the block diagrams. These computer
program instructions may be provided for a general-pur-
pose computer, a dedicated computer, an embedded
processor, or a processor of another programmable data
processing device to generate a machine, so that the
instructions executed by a computer or the processor of
the another programmable data processing device gen-
erate an apparatus for implementing a specific function
in one or more procedures in the flowcharts and/or in one
or more blocks in the block diagrams.
[0125] These computer program instructions may al-
ternatively be stored in a computer-readable memory that
can instruct a computer or another programmable data
processing device to work in a specific manner, so that
the instructions stored in the computer-readable memory
generate an artifact that includes an instruction appara-
tus. The instruction apparatus implements a specific
function in one or more procedures in the flowcharts
and/or in one or more blocks in the block diagrams.
[0126] These computer program instructions may be
loaded onto a computer or another programmable data

processing device, so that a series of operations and
steps are performed on the computer or the another pro-
grammable device, thereby generating computer-imple-
mented processing. Therefore, the instructions executed
on the computer or the another programmable device
provide steps for implementing a specific function in one
or more procedures in the flowcharts and/or in one or
more blocks in the block diagrams.

Claims

1. A P2P-based data distribution method, applied to a
data distribution system, wherein the data distribu-
tion system comprises at least three devices and a
server, and the method comprises:

sending, by any one of the at least three devices,
request information to the server, and receiving
response information sent by the server, where-
in the request information is used to request to
acquire related information of an adjacent de-
vice of the any device, the adjacent device is
connected to the any device via a P2P channel,
and the response information carries the related
information determined based on a pre-gener-
ated acyclic graph of a data distribution path;
and
determining, by the any device, a first target de-
vice set from the adjacent device based on the
response information, and sending first data to
a device in the first target device set, wherein
the first data carries identification information of
the any device, the identification information is
used to indicate the device in the first target de-
vice set to distribute the first data to a device in
a second target device set when determining
the first data as to-be-distributed data, the de-
vice in the first target device set is a next-hop
device of the any device, the device in the sec-
ond target device set is a next-hop device of the
device in the first target device set, and the to-
be-distributed data is data that needs to be dis-
tributed to all devices in the data distribution sys-
tem.

2. The method according to claim 1, wherein before the
sending request information to the server, the meth-
od further comprises:
sending, by each of any one of the at least three
devices, first information and second information to
the server, wherein the first information and the sec-
ond information are used to indicate the server to
generate the acyclic graph of the data distribution
path, the first information carries the identification
information of the any device and identification infor-
mation of the adjacent device connected to the any
device via the P2P channel, and the second infor-
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mation carries quality of service QoS of the P2P
channel.

3. The method according to claim 2, wherein the meth-
od further comprises:
periodically sending, by each of any one of the at
least three devices, updated second information to
the server, wherein the updated second information
is used to indicate the server to update the acyclic
graph of the data distribution path.

4. The method according to claim 3, wherein the meth-
od further comprises:
sending, by any one of the at least three devices,
subscription request information to the server, and
receiving subscription update information sent by the
server after the acyclic graph of the data distribution
path is updated, wherein the subscription request
information is used to request to subscribe to the
acyclic graph of the data distribution path or third
information, the third information is identification in-
formation of an adjacent device of the device sending
the subscription request information, and the sub-
scription update information carries an updated acy-
clic graph of the data distribution path or the third
information determined based on an updated acyclic
graph of the data distribution path.

5. The method according to claim 4, wherein the send-
ing request information to the server, and receiving
response information sent by the server comprises:

sending first query request information to the
server, and receiving first query response infor-
mation sent by the server, wherein the first query
request information is used to request to query
fourth information, the fourth information is iden-
tification information of the adjacent device of
the any device, and the first query response in-
formation carries the fourth information deter-
mined based on the acyclic graph of the data
distribution path; or
sending first subscription request information to
the server, and receiving first subscription re-
sponse information sent by the server, wherein
the first subscription request information is used
to request to subscribe to the acyclic graph of
the data distribution path or fourth information,
and the first subscription response information
carries the acyclic graph of the data distribution
path or the fourth information determined based
on the acyclic graph of the data distribution path.

6. The method according to any one of claims 1 to 5,
wherein the method further comprises:

when receiving the first data, determining, by
any one of the at least three devices based on

a number identifier of the first data, whether the
first data is repeated data; and
if the first data is the repeated data, discarding,
by the any device, the first data; or
if the first data is not the repeated data, deter-
mining, by the any device, whether the first data
is the to-be-distributed data.

7. The method according to claim 6, wherein the deter-
mining whether the first data is the to-be-distributed
data comprises:
determining, based on a service identifier of a P2P
channel for transmitting the first data or a service
identifier of the first data, whether the first data is the
to-be-distributed data.

8. The method according to claim 7, wherein the dis-
tributing the first data to a device in a second target
device set comprises:

sending second query request information to the
server periodically or when a buffer storing the
to-be-distributed data overflows, wherein the
second query request information is used to re-
quest to query fifth information, and the fifth in-
formation is the identification information of the
adjacent device of the any device;
receiving second query response information
sent by the server, wherein the second query
response information carries the fifth informa-
tion determined based on the acyclic graph of
the data distribution path; and
determining, by the device in the first target set,
the second target device set based on the sec-
ond query response information, and distribut-
ing the first data to the device in the second tar-
get device set.

9. The method according to claim 7, wherein the dis-
tributing the first data to a device in a second target
device set further comprises:

when it is determined that there is no acyclic
graph of the data distribution path or fifth infor-
mation, sending second subscription request in-
formation to the server, and receiving second
subscription response information sent by the
server, wherein the fifth information is the iden-
tification information of the adjacent device of
the any device, the second subscription request
information is used to request to subscribe to
the acyclic graph of the data distribution path or
the fifth information determined based on the
acyclic graph of the data distribution path, and
the second subscription response information
carries the acyclic graph of the data distribution
path or the fifth information determined based
on the acyclic graph of the data distribution path;
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and
determining the second target device set based
on the second subscription response informa-
tion, and distributing the first data to the device
in the second target device set.

10. The method according to claim 7, wherein the dis-
tributing the first data to a device in a second target
device set further comprises:
when it is determined that the first data carries the
acyclic graph of the data distribution path, determin-
ing the second target device set based on the acyclic
graph of the data distribution path, and distributing
the first data to the device in the second target device
set.

11. A P2P-based data distribution method, applied to a
data distribution system, wherein the data distribu-
tion system comprises at least three devices and a
server, and the method comprises:

receiving, by the server, request information
sent by any one of the at least three devices,
wherein the request information is used to re-
quest to acquire related information of an adja-
cent device of the any device, and the adjacent
device is connected to the any device via a P2P
channel; and
sending, by the server, response information to
the any device, wherein the response message
is used to indicate the any device to determine
a first target device set from the adjacent device
and send first data to a device in the first target
device set, the response information carries the
related information determined based on a pre-
generated acyclic graph of a data distribution
path, the device in the first target device set is
a next-hop device of the any device, and the first
data carries identification information of the any
device.

12. The method according to claim 11, wherein before
the receiving, by the server, request information sent
by any one of the at least three devices, the method
further comprises:
receiving, by the server, first information and second
information that are sent by each of the at least three
devices, and generating the acyclic graph of the data
distribution path based on the first information and
the second information, wherein the first information
carries identification information of each device and
identification information of an adjacent device con-
nected to each device via the P2P channel, and the
second information carries quality of service QoS of
the P2P channel.

13. The method according to claim 12, wherein the meth-
od further comprises:

receiving, by the server, updated second information
periodically sent by each of the at least three devices,
and updating the acyclic graph of the data distribu-
tion path based on the updated second information.

14. The method according to claim 13, wherein the meth-
od further comprises:
after updating the acyclic graph of the data distribu-
tion path, sending, by the server, subscription update
information to a device that is of the at least three
devices and that has sent subscription request infor-
mation, wherein the subscription request information
is used to request to subscribe to the acyclic graph
of the data distribution path or third information, the
third information is identification information of an
adjacent device of the device sending the subscrip-
tion request information, and the subscription update
information carries an updated acyclic graph of the
data distribution path or the third information deter-
mined based on an updated acyclic graph of the data
distribution path.

15. The method according to claim 14, wherein the send-
ing, by the server, response information to the any
device comprises:

receiving, by the server, query request informa-
tion sent by any one of the at least three devices,
and sending query response information to the
any device, wherein the query request informa-
tion is used to request to query fourth informa-
tion, the fourth information is identification infor-
mation of the adjacent device of the any device,
and the query response information carries the
fourth information determined based on the acy-
clic graph of the data distribution path; or
receiving, by the server, subscription request in-
formation sent by any one of the at least three
devices, and sending subscription response in-
formation to the any device, wherein the sub-
scription request information is used to request
to subscribe to the acyclic graph of the data dis-
tribution path or fourth information, and the sub-
scription response information carries the acy-
clic graph of the data distribution path or the
fourth information determined based on the acy-
clic graph of the data distribution path.

16. A data distribution system, comprising at least three
devices and a server, wherein the at least three de-
vices are connected to each other via P2P channels;

any one of the at least three devices is config-
ured to: send request information to the server,
and receive response information sent by the
server, wherein the request information is used
to request to acquire related information of an
adjacent device of the any device, the adjacent

35 36 



EP 4 258 623 A1

20

5

10

15

20

25

30

35

40

45

50

55

device is connected to the any device via a P2P
channel, and the response information carries
the related information determined based on a
pre-generated acyclic graph of a data distribu-
tion path; and
the any device is further configured to: deter-
mine a first target device set from the adjacent
device based on the response information, and
send first data to a device in the first target device
set, wherein the first data carries identification
information of the any device, the identification
information is used to indicate the device in the
first target device set to distribute the first data
to a device in a second target device set when
determining the first data as to-be-distributed
data, the device in the first target device set is
a next-hop device of the any device, the device
in the second target device set is a next-hop
device of the device in the first target device set,
and the to-be-distributed data is data that needs
to be distributed to all devices in the data distri-
bution system.

17. The system according to claim 16, wherein before
the sending request information to the server, the
server is configured to:
receive first information and second information that
are sent by each of the at least three devices, and
generate the acyclic graph of the data distribution
path based on the first information and the second
information, wherein the first information carries
identification information of each device and identi-
fication information of an adjacent device connected
to each device via the P2P channel, and the second
information carries quality of service QoS of the P2P
channel.

18. The system according to claim 17, wherein the serv-
er is further configured to:
receive updated second information periodically
sent by each of the at least three devices, and update
the acyclic graph of the data distribution path based
on the updated second information.

19. The system according to claim 18, wherein the serv-
er is further configured to:
after updating the acyclic graph of the data distribu-
tion path, send subscription update information to a
device that is of the at least three devices and that
has sent subscription request information, wherein
the subscription request information is used to re-
quest to subscribe to the acyclic graph of the data
distribution path or third information, the third infor-
mation is identification information of an adjacent de-
vice of the device sending the subscription request
information, and the subscription update information
carries an updated acyclic graph of the data distri-
bution path or the third information determined based

on an updated acyclic graph of the data distribution
path.

20. The system according to claim 19, wherein when
sending the request information to the server, and
receiving the response information sent by the serv-
er, the any device is specifically configured to:

send first query request information to the serv-
er, and receive first query response information
sent by the server, wherein the first query re-
quest information is used to request to query
fourth information, the fourth information is iden-
tification information of the adjacent device of
the any device, and the first query response in-
formation carries the fourth information deter-
mined based on the acyclic graph of the data
distribution path; or
send first subscription request information to the
server, and receive first subscription response
information sent by the server, wherein the first
subscription request information is used to re-
quest to subscribe to the acyclic graph of the
data distribution path or fourth information, and
the first subscription response information car-
ries the acyclic graph of the data distribution path
or the fourth information determined based on
the acyclic graph of the data distribution path.

21. The system according to any one of claims 16 to 20,
wherein the any device is further configured to:

when receiving the first data, determine, based
on a number identifier of the first data, whether
the first data is repeated data; and
if the first data is the repeated data, discard the
first data; or
if the first data is not the repeated data, deter-
mine whether the first data is the to-be-distrib-
uted data.

22. The system according to claim 21, wherein when
determining whether the first data is the to-be-dis-
tributed data, the any device is specifically config-
ured to:
determine, based on a service identifier of a P2P
channel for transmitting the first data or a service
identifier of the first data, whether the first data is the
to-be-distributed data.

23. The system according to claim 22, wherein when
distributing the first data to the device in the second
target device set, the any device is specifically con-
figured to:

send second query request information to the
server periodically or when a buffer storing the
to-be-distributed data overflows, wherein the
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second query request information is used to re-
quest to query fifth information, and the fifth in-
formation is identification information of an ad-
jacent device of the device in the first target de-
vice set;
receive second query response information sent
by the server, wherein the second query re-
sponse information carries the fifth information
determined based on the acyclic graph of the
data distribution path; and
determine the second target device set based
on the second query response information, and
distribute the first data to the device in the sec-
ond target device set.

24. The system according to claim 22, wherein when
distributing the first data to the device in the second
target device set, the any device is specifically con-
figured to:

when determining that there is no acyclic graph
of the data distribution path or fifth information,
send second subscription request information
to the server, and receive second subscription
response information sent by the server, where-
in the fifth information is identification informa-
tion of an adjacent device of the device in the
first target device set, the second subscription
request information is used to request to sub-
scribe to the acyclic graph of the data distribution
path or the fifth information determined based
on the acyclic graph of the data distribution path,
and the second subscription response informa-
tion carries the acyclic graph of the data distri-
bution path or the fifth information determined
based on the acyclic graph of the data distribu-
tion path; and
determine the second target device set based
on the acyclic graph of the data distribution path,
and distribute the first data to the device in the
second target device set.

25. The system according to claim 22, wherein when
distributing the first data to the device in the second
target device set, the any device is specifically con-
figured to:
when determining that the first data carries the acy-
clic graph of the data distribution path, determine the
second target device set based on the acyclic graph
of the data distribution path, and distribute the first
data to the device in the second target device set.

26. A P2P-based data distribution apparatus, applied to
a data distribution system, wherein the data distri-
bution system comprises at least three devices and
a server, and the apparatus comprises at least one
processor and a memory;

the memory stores one or more computer pro-
grams; and
when the one or more computer programs
stored in the memory are executed by the at
least one processor, the apparatus is enabled
to perform the method according to any one of
claims 1 to 10 or the method according to any
one of claims 11 to 15.

27. A computer storage medium, wherein the computer-
readable storage medium comprises a computer
program, and when the computer program is run on
a computer, the computer is enabled to perform the
method according to any one of claims 1 to 10 or the
method according to any one of claims 11 to 15.
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