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(54) DATA PROCESSING METHOD AND APPARATUS

(57) This application discloses a data processing
method and apparatus. The method includes: A proces-
sor or a network interface card of a client generates a
first copy and a second copy of data. The network inter-
face card of the client writes the first copy into a first
address in a memory of a storage device and the second
copy into a second address in the memory in a one-time
unilateral remote memory access RDMA manner. Alter-
natively, a network interface card of the storage device
respectively writes the first copy and the second copy of
the data into the first address and the second address in
the memory according to a unilateral RDMA write request
sent by the client. When detecting that the first copy read
from the first address is inconsistent with the second copy
read from the second address, the storage device per-
forms a data overwrite operation on data stored in the
first address or data stored in the second address, so
that the data stored in the two memory addresses is the
same. Implementing this application implements,
through one-time IO consumption, atomicity of data writ-
ing, reduces a data writing delay, and improves perform-
ance of a storage system.
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Description

[0001] This application claims priority to Chinese Pat-
ent Application No. 202111022655.5, filed with the China
National Intellectual Property Administration on Septem-
ber 1, 2021 and entitled "DATA PROCESSING METHOD
AND APPARATUS", which is incorporated herein by ref-
erence in its entirety.

TECHNICAL FIELD

[0002] This application relates to the field of data stor-
age, and in particular, to a data processing method and
apparatus.

BACKGROUND

[0003] To resolve a problem of data tearing due to a
power failure or the like in a process of writing data into
a storage medium, in other words, that some data is suc-
cessfully written and some data fails to be written, a two-
time submission manner, a three-time submission man-
ner, and the like are proposed to ensure atomicity of data
writing, so that all data carried in a write request of a
current time is written or not written.
[0004] However, in both the two-time submission man-
ner and the three-time submission manner, to-be-written
data is persistently stored in a log-based manner. This
results in large input/output (I/O) overheads and long net-
work round-trip time, and reduces performance of a stor-
age system.

SUMMARY

[0005] This application discloses a data processing
method and apparatus, to implement atomicity of data
writing, reduce I/O overheads, and improve performance
of a storage system.
[0006] According to a first aspect, this application pro-
vides a data processing method, where the method in-
cludes: A processor or a network interface card of a client
generates a first copy and a second copy of data, where
the processor communicates with the network interface
card. The network interface card writes the first copy into
a first address in a memory of a storage device and the
second copy into a second address in the memory in a
one-time unilateral remote memory access RDMA man-
ner.
[0007] The network interface card of the client writes
the data into the memory of the storage device by using
unilateral RDMA. This avoids access of operating sys-
tems of both parties in a data writing process, and this
can reduce consumption of bandwidth and computing
power of the memory in the data writing process, and
improve data writing efficiency.
[0008] In the foregoing method, the network interface
card of the client implements continuous dual write of the
first copy and the second copy of the data into the memory

of the storage device by using a one-time unilateral RD-
MA technology, in other words, writes the first copy into
the first address in the memory of the storage device,
and after the first copy is written into the first address,
writes the second copy into the second address in the
memory. This reduces I/O overheads during data writing,
reduces a data writing delay, and effectively improves
performance of a storage system.
[0009] Optionally, the memory is a persistent memory.
[0010] In the foregoing implementation, the persistent
memory can improve a speed and efficiency of data read-
ing and writing by the client, and implement persistence
of stored data.
[0011] Optionally, the method further includes: The
network interface card reads the first copy from the first
address and the second copy from the second address
in the unilateral RDMA manner. The processor or the
network interface card checks the read first copy and the
read second copy, and determines valid data from the
read first copy and the read second copy.
[0012] In the foregoing implementation, the processor
or the network interface card of the client may further
verify validity or integrity of the first copy read from the
first address and the second copy read from the second
address, to obtain the valid data from the first copy and
the second copy for use.
[0013] Optionally, that the processor or the network
interface card checks the read first copy and the read
second copy, and determines the valid data from the read
first copy and the read second copy is specifically: When
detecting that the read first copy is the same as the read
second copy, the processor or the network interface card
determines that the read first copy and the read second
copy are the valid data.
[0014] That the read first copy is the same as the read
second copy includes any one of the following two im-
plementations.
[0015] In specific implementation, the read first copy
is the same as the first copy of the data, and the read
second copy is the same as the second copy of the data.
In this case, it indicates that the first copy of the data has
been successfully written into the first address in the
memory, and the second copy of the data has been suc-
cessfully written into the second address in the memory.
In this way, the processor or the network interface card
of the client determines that the read first copy and the
read second copy are the valid data. This ensures ato-
micity of the data writing.
[0016] In another specific implementation, the read
first copy is the same as initial data stored in the first
address in the memory, and the read second copy is the
same as initial data stored in the second address in the
memory, where the initial data stored in the first address
is data stored in the first address before the first copy of
the data is written into the first address in the memory,
the initial data stored in the second address is data stored
in the second address before the second copy of the data
is written into the second address in the memory, and
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the initial data stored in the first address is the same as
the initial data stored in the second address. In this way,
the processor or the network interface card of the client
determines that the read first copy and the read second
copy are the valid data. This ensures the atomicity of the
data writing.
[0017] According to a second aspect, this application
provides a data processing method. The method in-
cludes: A network interface card of a storage device re-
ceives a unilateral remote memory access RDMA write
request sent by a client, where the unilateral RDMA write
request includes a first copy and a second copy of data,
a first address of the first copy in a memory of the storage
device, and a second address of the second copy in the
memory. The network interface card writes the first copy
into the first address and the second copy into the second
address.
[0018] In the foregoing method, the network interface
card of the storage device implements continuous dual
write of the first copy of the data and the second copy of
the data in the memory of the storage device in a one-
time unilateral RDMA manner, in other words, after the
first copy is written into the first address in the memory,
the second copy is written into the second address in the
memory. This reduces I/O consumption, reduces a data
writing delay, and effectively improves storage system
performance.
[0019] Optionally, the memory is a persistent memory.
[0020] In the foregoing implementation, the persistent
memory can improve a speed and efficiency of data read-
ing and writing by the client, and implement persistence
of stored data.
[0021] Optionally, the method further includes: The
network interface card or a processor of the storage de-
vice reads the first copy from the first address and the
second copy from the second address. The network in-
terface card or the processor of the storage device
checks the read first copy and the read second copy, and
when detecting that the read first copy is inconsistent
with the read second copy, performs a data overwrite
operation on data stored in the first address or data stored
in the second address.
[0022] In the foregoing implementation, when detect-
ing that the read first copy is inconsistent with the read
second copy, the network interface card or the processor
of the storage device may perform the data overwrite
operation, so that the data stored in the first address is
the same as the data stored in the second address. This
implements atomicity of data writing.
[0023] Optionally, the read first copy includes first data
and first check code, the read second copy includes sec-
ond data and second check code, and the read first copy
is inconsistent with the read second copy when at least
one of the following conditions is met: the first data is
different from the second data, or the first check code is
different from the second check code.
[0024] That the first data is different from the second
data means that content of the first data is different from

content of the second data. That the first check code is
different from the second check code means that content
of the first check code is different from content of the
second check code.
[0025] In specific implementation, a length of the first
data is the same as a length of the second data, and a
length of the first check code is the same as a length of
the second check code.
[0026] Optionally, that the data overwrite operation is
performed on the data stored in the first address or the
data stored in the second address includes: When check-
ing of the first data based on the first check code suc-
ceeds, the first data and the first check code overwrite
the data stored in the second address.
[0027] In the foregoing implementation, that the check-
ing of the first data based on the first check code suc-
ceeds indicates that the read first copy is complete and
valid, that is, the data stored in the first address is com-
plete and valid. Therefore, the first data and the first check
code overwrite the data stored in the second address,
so that the data stored in the first address is completely
the same as the data stored in the second address. This
implements the atomicity of the data writing.
[0028] Optionally, that the data overwrite operation is
performed on the data stored in the first address or the
data stored in the second address includes: When check-
ing of the first data based on the first check code fails
and checking of the second data based on the second
check code succeeds, the second data and the second
check code overwrite the data stored in the first address.
[0029] In the foregoing implementation, that the check-
ing of the first data based on the first check code fails
indicates that data tearing occurs in the read first copy,
in other words, the data tearing occurs in the data stored
in the first address. That the checking of the second data
based on the second check code succeeds indicates that
the read second copy is complete and valid, that is, the
data stored in the second address is complete and valid.
Therefore, the second data and the second check code
overwrite the data stored in the first address, so that the
data stored in the first address is completely the same
as the data stored in the second address. This imple-
ments the atomicity of the data writing.
[0030] Optionally, the method further includes: When
detecting that the read first copy is consistent with the
read second copy, the network interface card or the proc-
essor of the storage device determines that the read first
copy and the read second copy are valid data.
[0031] In the foregoing implementation, the processor
or the network interface card of the storage device may
further verify validity or integrity of the first copy read from
the first address and the second copy read from the sec-
ond address, to obtain the valid data from the first copy
and the second copy for use.
[0032] According to a third aspect, this application pro-
vides a data processing apparatus, where the apparatus
includes: a generation unit, configured to generate a first
copy and a second copy of data; and a writing unit, con-
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figured to write the first copy into a first address in a mem-
ory of a storage device and the second copy into a second
address in the memory in a one-time unilateral remote
memory access RDMA manner.
[0033] Optionally, the memory is a persistent memory.
[0034] Optionally, the apparatus further includes: a
reading unit, configured to read the first copy from the
first address and the second copy from the second ad-
dress in the unilateral RDMA manner; and a checking
unit, configured to: check the read first copy and the read
second copy, and determine valid data from the read first
copy and the read second copy.
[0035] Optionally, the checking unit is specifically con-
figured to: when detecting that the read first copy is the
same as the read second copy, determine that the read
first copy and the read second copy are the valid data.
[0036] According to a fourth aspect, this application
provides a data processing apparatus, where the appa-
ratus includes: a receiving unit, configured to receive a
unilateral remote memory access RDMA write request
sent by a client, where the RDMA write request includes
a first copy and a second copy of data, a first address of
the first copy in a memory of a storage device, and a
second address of the second copy in the memory; and
a writing unit, configured to write the first copy into the
first address and the second copy into the second ad-
dress.
[0037] Optionally, the memory is a persistent memory.
[0038] Optionally, the apparatus further includes: a
reading unit, configured to read the first copy from the
first address and the second copy from the second ad-
dress; and a processing unit, configured to: check the
read first copy and the read second copy, and when de-
tecting that the read first copy is inconsistent with the
read second copy, perform a data overwrite operation on
data stored in the first address or data stored in the sec-
ond address.
[0039] Optionally, the read first copy includes first data
and first check code, the read second copy includes sec-
ond data and second check code, and the read first copy
is inconsistent with the read second copy when at least
one of the following conditions is met: the first data is
different from the second data, or the first check code is
different from the second check code.
[0040] Optionally, the processing unit is specifically
configured to: when checking of the first data based on
the first check code succeeds, overwrite, by using the
first data and the first check code, the data stored in the
second address.
[0041] Optionally, the processing unit is specifically
configured to: when checking of the first data based on
the first check code fails and checking of the second data
based on the second check code succeeds, overwrite,
by using the second data and the second check code,
the data stored in the first address.
[0042] Optionally, the processing unit is specifically
configured to: when detecting that the read first copy is
consistent with the read second copy, determine that the

read first copy and the read second copy are valid data.
[0043] According to a fifth aspect, this application pro-
vides an apparatus, where the apparatus includes at
least one processor and a network interface card, and
the processor communicates with the network interface
card. The processor or the network interface card is con-
figured to generate a first copy and a second copy of
data. The network interface card is configured to write
the first copy into a first address in a memory of a storage
device and the second copy into a second address in the
memory in a one-time unilateral remote memory access
RDMA manner.
[0044] Optionally, the memory is a persistent memory.
[0045] Optionally, the network interface card is further
configured to read the first copy from the first address
and the second copy from the second address in the
unilateral RDMA manner. The processor or the network
interface card is further configured to: check the read first
copy and the read second copy, and determine valid data
from the read first copy and the read second copy.
[0046] Optionally, that the processor or the network
interface card is further configured to: check the read first
copy and the read second copy, and determine valid data
from the read first copy and the read second copy in-
cludes: When further detecting that the read first copy is
the same as the read second copy, the processor or the
network interface card determines that the read first copy
and the read second copy are the valid data. The appa-
ratus may be a chip or an integrated circuit, or may be
the apparatus according to the third aspect.
[0047] According to a sixth aspect, this application pro-
vides an apparatus. The apparatus includes a network
interface card and a memory. The network interface card
is configured to receive a unilateral remote memory ac-
cess RDMA write request sent by a client, where the uni-
lateral RDMA write request includes a first copy and a
second copy of data, a first address of the first copy in
the memory, and a second address of the second copy
in the memory. The network interface card is configured
to write the first copy into the first address and the second
copy into the second address.
[0048] Optionally, the memory is a persistent memory.
[0049] Optionally, the data processing apparatus fur-
ther includes a processor. The processor communicates
with the network interface card. The network interface
card or the processor is configured to read the first copy
from the first address and the second copy from the sec-
ond address. The network interface card or the processor
is further configured to: check the read first copy and the
read second copy, and when detecting that the read first
copy is inconsistent with the read second copy, perform
a data overwrite operation on data stored in the first ad-
dress or data stored in the second address.
[0050] Optionally, the read first copy includes first data
and first check code, the read second copy includes sec-
ond data and second check code, and the read first copy
is inconsistent with the read second copy when at least
one of the following conditions is met: the first data is
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different from the second data, or the first check code is
different from the second check code.
[0051] Optionally, that the data overwrite operation is
performed on the data stored in the first address or the
data stored in the second address includes: When check-
ing of the first data based on the first check code suc-
ceeds, the first data and the first check code overwrite
the data stored in the second address.
[0052] Optionally, that the data overwrite operation is
performed on the data stored in the first address or the
data stored in the second address includes: When check-
ing of the first data based on the first check code fails
and checking of the second data based on the second
check code succeeds, the second data and the second
check code overwrite the data stored in the first address.
[0053] Optionally, the network interface card or the
processor is further configured to: when detecting that
the read first copy is the same as the read second copy,
determine that the read first copy and the read second
copy are valid data. The apparatus may be a chip or an
integrated circuit, or may be the apparatus according to
the fourth aspect.
[0054] According to a seventh aspect, this application
provides a computer-readable storage medium, includ-
ing computer instructions. When the computer instruc-
tions are run by a processor, the method in any one of
the first aspect or the possible implementations of the
first aspect is implemented.
[0055] According to an eighth aspect, this application
provides a computer-readable storage medium, includ-
ing computer instructions. When the computer instruc-
tions are run by a processor, the method in any one of
the second aspect or the possible implementations of the
second aspect is implemented.
[0056] According to a ninth aspect, this application pro-
vides a computer program product. When the computer
program product is executed by a processor, the method
in any one of the first aspect or the possible implemen-
tations of the first aspect is implemented. For example,
the computer program product may be a software instal-
lation package. If the method provided in any possible
design of the first aspect needs to be used, the computer
program product may be downloaded and executed on
the processor, to implement the method in any one of
the first aspect or the possible implementations of the
first aspect.
[0057] According to a tenth aspect, this application pro-
vides a computer program product. When the computer
program product is executed by a processor, the method
in any one of the second aspect or the possible imple-
mentations of the second aspect is implemented. For ex-
ample, the computer program product may be a software
installation package. If the method provided in any pos-
sible design of the second aspect needs to be used, the
computer program product may be downloaded and ex-
ecuted on the processor, to implement the method in any
one of the second aspect or the possible implementations
of the second aspect.

BRIEF DESCRIPTION OF DRAWINGS

[0058]

FIG. 1 is a schematic diagram of data tearing in a
data writing process;
FIG. 2 is a schematic diagram of a system architec-
ture according to an embodiment of this application;
FIG. 3 is a flowchart of a data processing method
according to an embodiment of this application;
FIG. 4 is a schematic diagram of an interrupt event
occurring before data is written into a first address
according to an embodiment of this application;
FIG. 5 is a schematic diagram of an interrupt event
occurring in a process of writing data into a first ad-
dress according to an embodiment of this applica-
tion;
FIG. 6 is a schematic diagram of an interrupt event
occurring when data is about to be written into a sec-
ond address according to an embodiment of this ap-
plication;
FIG. 7 is a schematic diagram of an interrupt event
occurring in a process of writing data into a second
address according to an embodiment of this appli-
cation;
FIG. 8 is a schematic diagram of an interrupt event
occurring after data is written into a second address
according to an embodiment of this application;
FIG. 9 is a schematic diagram of a unifying operation
according to an embodiment of this application;
FIG. 10 is a schematic diagram of another unifying
operation according to an embodiment of this appli-
cation;
FIG. 11 is a flowchart of another data processing
method according to an embodiment of this applica-
tion;
FIG. 12 is a flowchart of still another data processing
method according to an embodiment of this applica-
tion;
FIG. 13 is a schematic diagram of a functional struc-
ture of an apparatus according to an embodiment of
this application;
FIG. 14 is a schematic diagram of another functional
structure of an apparatus according to an embodi-
ment of this application; and
FIG. 15 is a schematic diagram of a structure of an-
other device according to an embodiment of this ap-
plication.

DESCRIPTION OF EMBODIMENTS

[0059] The terms used in embodiments of this appli-
cation are merely for the purpose of illustrating specific
embodiments, and are not intended to limit this applica-
tion. In this specification and the claims in embodiments
of this application, terms such as "first", "second", and
the like are intended to distinguish between different ob-
jects but do not indicate a particular order of the objects.
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[0060] When an event such as a power failure or a
system breakdown occurs in a process of writing data
into a storage medium (for example, a memory or a hard
disk drive HDD), a part of the data is successfully written,
and another part of the data fails to be written. As a result,
the data in the storage medium is torn.
[0061] FIG. 1 is a schematic diagram of data tearing
in a data writing process. As shown in FIG. 1, at a moment
t1, data "1234" and check code "CRC0" are stored in a
storage area 0. If a client intends to write data "4312" and
check code "CRC1" into the storage area 0 at this mo-
ment, and a power failure occurs in a system after the
check code "CRC1" and data "43" are successfully writ-
ten at a moment t2, after the power failure, data stored
in the storage area 0 changes to "4334", and stored check
code is "CRC1". Therefore, it can be learned that only
some data "43" in the data "4312" is successfully written.
As a result, data tearing occurs.
[0062] After the client initiates a remote direct memory
access (Remote Direct Memory Access, RDMA) write
operation to the storage area 0 of a storage device to
write the data "4312", if writing succeeds, the data "4312"
and the check code "CRC1" are stored in the storage
area 0, which is equivalent to that all data is written suc-
cessfully. If the writing fails, it is expected that the storage
area 0 still stores the data before the write operation, that
is, the data "1234" and the check code "CRC0", which is
equivalent to that all data fails to be written. If it may be
ensured that all data is successfully written or not suc-
cessfully written, that is, no data tearing occurs, atomicity
of data writing is ensured.
[0063] In a possible embodiment, an atomicity problem
of the data writing may be resolved in a two-time sub-
mission manner. For example, an application first writes
to-be-written data/metadata into a log file instead of di-
rectly writing the data/metadata. In this process, the log
file may be referred to as a log. The data/metadata in the
log file is subsequently written for a second time to per-
form persistent writing. For example, writing of da-
ta/metadata in a target file is triggered once based on a
preset periodicity. This process is referred to as a check-
point or commit. If the power failure or the system break-
down occurs during this process, a file system may an-
alyze the log after restart, and re-execute a commit op-
eration that fails to be executed in the log until the commit
is successfully executed.
[0064] It can be learned that, in the foregoing manner
of resolving the atomicity problem of the data writing, I/O
needs to be used for a plurality of times to execute writing
of same data, and I/O overheads are large. In addition,
an application in a distributed memory system causes a
plurality of times of network round-trip consumption and
reduces system performance.
[0065] For the foregoing problem, embodiments of this
application provide a data writing method. Each time data
needs to be written into memory space of the storage
device, continuous dual writing is performed on the data
through one-time I/O, and the atomicity of the data writing

with less I/O consumption is ensured by using two pieces
of memory space. This helps improve the system per-
formance.
[0066] The following describes technical solutions of
this application with reference to the accompanying
drawings.
[0067] FIG. 2 shows an example of a schematic dia-
gram of a system architecture. The system is used to
implement atomic writing of data. As shown in FIG. 2,
the system includes a client and a storage device. The
client and the storage device are connected and com-
municate with each other by using a network. The net-
work may be a wide area network, a local area network,
or the like. This is not specifically limited in this embodi-
ment of this application.
[0068] In specific implementation, the client is config-
ured to send a unilateral RDMA write request to the stor-
age device, where the unilateral RDMA write request in-
dicates the storage device to respectively write to-be-
written data into two addresses in a memory of the stor-
age device continuously. The storage device is config-
ured to: write the to-be-written data according to the uni-
lateral RDMA write request, and perform processing such
as checking on data in the two addresses, to ensure at-
omicity of writing the to-be-written data. It should be noted
that the memory may be a persistent memory (Persistent
Memory, PMEM).
[0069] In another specific implementation, the client
may respectively write the to-be-written data in the two
addresses into the memory (for example, the PMEM) of
the storage device continuously in a unilateral RDMA
manner, and the storage device is configured to perform
the processing such as the checking on the data in the
two addresses. This can reduce a data writing delay and
improve system performance.
[0070] In some possible embodiments, the system
shown in FIG. 2 may be a distributed persistent memory
system. In this case, there are a plurality of clients shown
in FIG. 2, and there are also a plurality of storage devices
shown in FIG. 2. Any one of the plurality of clients may
communicate with the plurality of storage devices, that
is, the client may send a write instruction to at least one
storage device.
[0071] It should be noted that FIG. 2 is merely an ex-
ample of an architectural diagram, but a quantity of net-
work elements included in the system shown in FIG. 2 is
not limited. Although not shown in FIG. 2, another func-
tional entity may further be included in FIG. 2 in addition
to the functional entity shown in FIG. 2. In addition, the
method provided in embodiments of this application may
be applied to the communication system shown in FIG.
2. Certainly, the method provided in embodiments of this
application may also be applied to another communica-
tion system. This is not limited in embodiments of this
application.
[0072] When the client performs a data write operation
on an address in the memory of the storage device, en-
suring atomicity of data writing means: if the data write

9 10 



EP 4 386 536 A1

7

5

10

15

20

25

30

35

40

45

50

55

operation is successfully performed, data in the address
is target data; or if the data write operation fails to be
performed, data stored in the address is still data stored
before a moment at which the data write operation is
performed. Based on this idea, a data writing method is
proposed to implement the atomicity of the data writing
based on as little I/O consumption as possible.
[0073] FIG. 3 is a flowchart of a data processing meth-
od according to an embodiment of this application. Ato-
micity of data writing can be implemented based on as
few I/O overheads as possible, to reduce network round-
trip overheads and improve system performance. The
method includes but is not limited to the following steps.
[0074] S101: A client sends a unilateral RDMA write
request to a storage device.
[0075] In this embodiment of this application, first tar-
get data is stored in a first address in a memory of the
storage device, and the first target data is also stored in
a second address. Data stored in the first address is the
same as data stored in the second address. An address
of the first address is different from an address of the
second address.
[0076] In this embodiment of this application, the first
target data includes data 1 and check code 1. The check
code 1 corresponds to the data 1, the check code 1
uniquely indicates integrity and correctness of the data
1, and the data 1 may be checked based on the check
code 1. For example, the first target data may be "1234
CRC1", where "1234" is referred to as the data 1, and
"CRC1" is referred to as the check code 1.
[0077] In this embodiment of this application, the uni-
lateral RDMA write request includes two copies of second
target data (in other words, a first copy of the second
target data and a second copy of the second target data),
the first address of the first copy of the second target data
in the memory of the storage device, and the second
address of the second copy of the second target data in
the memory. The unilateral RDMA write request indicates
the storage device to write the first copy of the second
target data into the first address and the second copy of
the second target data into the second address. The two
copies of the second target data are completely the same.
[0078] In this embodiment of this application, the sec-
ond target data includes data 2 and check code 2. The
data 2 in the second target data corresponds to the check
code 2. In other words, the check code 2 uniquely indi-
cates correctness and integrity of the data 2, and the data
2 may be checked based on the check code 2. For ex-
ample, the second target data may be "4321 CRC2",
where "4321" is referred to as the data 2, and "CRC2" is
referred to as the check code 2.
[0079] In this embodiment of this application, a length
of the second target data is the same as a length of the
first target data, but content of the second target data is
different from content of the first target data. Specifically,
that the length of the second target data is the same as
the length of the first target data means that a length of
the data 2 is equal to a length of the data 1, and a length

of the check code 2 is equal to a length of the check code
1. That the content of the second target data is different
from the content of the first target data means that content
of the data 2 is different from content of the data 1, and
content of the check code 2 is different from content of
the check code 1.
[0080] In this embodiment of this application, the stor-
age device sequentially and respectively writes the two
copies of the second target data into the first address
and the second address in the memory of the storage
device. Respectively writing means: writing the first copy
of the second target data in the two copies of the second
target data into the first address to overwrite the first tar-
get data in the first address, and writing the second copy
of the second target data in the two copies of the second
target data into the second address to overwrite the sec-
ond target data in the second address. Sequentially writ-
ing means: first writing the first copy of the second target
data into the first address, and after the first copy of the
second target data is successfully written into the first
address, writing the second copy of the second target
data into the second address.
[0081] In this embodiment of this application, there
may be two results of writing, by the storage device, the
first copy of the second target data into the first address
in the storage device. A first result is that the storage
device successfully writes the first copy of the second
target data into the first address. A second result is that
the storage device fails to write the first copy of the second
target data into the first address.
[0082] That the storage device successfully writes the
first copy of the second target data into the first address
means that the first copy of the second target data com-
pletely overwrites the first target data in the first address.
Specifically, the data 2 in the first copy of the second
target data completely overwrites the data 1 in the first
target data in the first address, and the check code 2 in
the first copy of the second target data completely over-
writes the check code 1 in the first target data in the first
address. Otherwise, the storage device fails to write the
first piece of the second target data into the first address.
Similarly, for a case in which the storage device success-
fully writes or fails to write the second copy of the second
target data into the second address, respectively refer to
related descriptions that the storage device successfully
writes or fails to write the first copy of the second target
data into the first address. Details are not described here-
in again.
[0083] In this embodiment of this application, an entity
in the storage device that performs a data write operation
may be specifically a network interface card of the stor-
age device.
[0084] It should be noted that, in the foregoing exam-
ple, a writing sequence of the data 2 and the check code
2 in the second target data is not limited. For example,
the first copy of the second target data is written into the
first address. In the first copy of the second target data,
the data 2 may be written into the first address before

11 12 



EP 4 386 536 A1

8

5

10

15

20

25

30

35

40

45

50

55

the check code 2, or the check code 2 may be written
into the first address before the data 2, or the data 2 and
the check code 2 may be written into the first address at
the same time. This is not specifically limited in this em-
bodiment of this application.
[0085] In this embodiment of this application, the client
may perform a copy operation on the first copy of the
second target data to obtain the second copy of the sec-
ond target data.
[0086] S102: The storage device detects that an inter-
rupt event occurs in a process of executing the unilateral
RDMA write request.
[0087] In this embodiment of this application, the inter-
rupt event may be a power failure event, a system break-
down event, a fault event, or the like.
[0088] In this embodiment of this application, when the
interrupt event occurs in a process in which the storage
device executes the unilateral RDMA write request, con-
tent stored in the first address and content stored in the
second address include the following several cases.
[0089] Case 1: The interrupt event occurs before the
first copy of the second target data is written into the first
address. In this case, the content stored in the first ad-
dress is the same as the content stored in the second
address. Specifically, after the storage device receives
the unilateral RDMA write request, and when the storage
device is about to start to write the first copy of the second
target data into the first address, the interrupt event oc-
curs. In this case, both the content stored in the first ad-
dress and the content stored in the second address re-
main the first target data.
[0090] For example, FIG. 4 is a schematic diagram of
the interrupt event occurring before the data is written
into the first address according to an embodiment of this
application. In FIG. 4, before the unilateral RDMA write
request is executed, the content stored in the first address
is the first target data "1234 CRC1", and the content
stored in the second address is also the first target data
"1234 CRC1". If the interrupt event occurs when the first
copy of the second target data "4321 CRC2" is written
into the first address, after the interrupt event occurs, the
content stored in the first address is still the first target
data "1234 CRC1", and the content stored in the second
address is also the first target data "1234 CRC1".
[0091] Case 2: The interrupt event occurs in a process
of writing the first copy of the second target data into the
first address. In this case, the content stored in the first
address is different from the content stored in the second
address. Specifically, when the storage device is writing
a part of the first copy of the second target data into the
first address, the interrupt event occurs. In this case, the
first target data stored in the first address is partially
changed, and the content stored in the second address
remains the first target data.
[0092] If the storage device first writes the data 2 and
then writes the check code 2 when writing the first copy
of the second target data into the first address, that the
first target data stored in the first address is partially

changed may include the following cases: (1) The data
2 is partially written into the first address, and the check
code 2 is not written into the first address. (2) All the data
2 is written into the first address, and the check code 2
is not written into the first address. (3) All the data 2 is
written into the first address, and the check code 2 is
partially written into the first address.
[0093] If the storage device first writes the check code
2 and then writes the data 2 when writing the first copy
of the second target data into the first address, that the
first target data stored in the first address is partially
changed may include the following cases: (1) The check
code 2 is partially written into the first address, and the
data 2 is not written into the first address. (2) All the check
code 2 is written into the first address, and the data 2 is
not written into the first address. (3) All the check code
2 is written into the first address, and the data 2 is partially
written into the first address.
[0094] If the writing sequence of the data 2 and the
check code 2 in the first copy of the second target data
is not limited when the storage device writes the first copy
of the second target data into the first address, in addition
to the foregoing cases, a case in which the data 2 is
partially written into the first address and the check code
2 is partially written into the first address is further includ-
ed.
[0095] For example, FIG. 5 is a schematic diagram of
the interrupt event occurring in the process of writing the
data into the first address according to an embodiment
of this application. FIG. 5 is merely an example, and that
there is only the form in FIG. 5 when the interrupt event
occurs in the process of writing the data into the first
address is not limited. In FIG. 5, before the unilateral
RDMA write request is executed, the content stored in
the first address is the first target data "1234 CRC1", and
the content stored in the second address is also the first
target data "1234 CRC1". If the interrupt event occurs in
the process of writing the first copy of the second target
data "4321 CRC2" into the first address, after the interrupt
event occurs, the first target data "1234 CRC1" stored in
the first address is partially changed to "4334 CRC1" (that
is, the data 1 in the first address is partially changed),
and the content stored in the second address remains
the first target data "1234 CRC1".
[0096] Case 3: The interrupt event occurs after the first
copy of the second target data is written into the first
address and before the second copy of the target data
is written into the second address. In this case, the con-
tent stored in the first address is different from the content
stored in the second address. Specifically, after the stor-
age device successfully writes the first copy of the second
target data into the first address, and before the storage
device is about to write the second copy of the second
target data into the second address, the interrupt event
occurs. In this case, the content stored in the first address
is updated to the second target data. The second copy
of the second target data is not written into the second
address. Consequently, the content stored in the second
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address is still the first target data.
[0097] For example, FIG. 6 is a schematic diagram of
the interrupt event occurring when the data is about to
be written into the second address according to an em-
bodiment of this application. In FIG. 6, before the unilat-
eral RDMA write request is executed, the content stored
in the first address is the first target data "1234 CRC1",
and the content stored in the second address is also the
first target data "1234 CRC1". If the interrupt event occurs
after the first copy of the second target data "4321 CRC2"
is successfully written into the first address and before
the second copy of the second target data is written into
the second address, after the interrupt event occurs, the
first target data "1234 CRC1" stored in the first address
is updated to the second target data "4321 CRC2". Be-
cause the second copy of the second target data is not
written into the second address, the content stored in the
second address remains the first target data "1234
CRC1".
[0098] Case 4: The interrupt event occurs in a process
of writing the second copy of the second target data into
the second address. In this case, the content stored in
the first address is different from the content stored in
the second address. Specifically, when the storage de-
vice successfully writes the first copy of the second target
data into the first address, and then is writing a part of
the second copy of the second target data into the second
address, the interrupt event occurs. In this case, the con-
tent stored in the first address is updated from the first
target data to the second target data, and the first target
data stored in the second address is partially changed.
[0099] If the storage device first writes the data 2 and
then writes the check code 2 when writing the second
copy of the second target data into the second address,
that the second target data stored in the second address
is partially changed may include the following cases: (1)
The data 2 is partially written into the second address,
and the check code 2 is not written into the second ad-
dress. (2) All the data 2 is written into the second address,
and the check code 2 is not written into the second ad-
dress. (3) All the data 2 is written into the second address,
and the check code 2 is partially written into the second
address.
[0100] If the storage device first writes the check code
2 and then writes the data 2 when writing the second
copy of the second target data into the second address,
that the second target data stored in the second address
is partially changed may include the following cases: (1)
The check code 2 is partially written into the second ad-
dress, and the data 2 is not written into the second ad-
dress. (2) All the check code 2 is written into the second
address, and the data 2 is not written into the second
address. (3) All the check code 2 is written into the second
address, and the data 2 is partially written into the second
address.
[0101] If the writing sequence of the data 2 and the
check code 2 in the second copy of the second target
data is not limited when the storage device writes the

second copy of the second target data into the second
address, in addition to the foregoing cases, a case in
which the data 2 is partially written into the second ad-
dress and the check code 2 is partially written into the
second address is further included.
[0102] For example, FIG. 7 is a schematic diagram of
the interrupt event occurring in the process of writing the
data into the second address according to an embodi-
ment of this application. FIG. 7 is merely an example,
and that there is only the form in FIG. 7 when the interrupt
event occurs in the process of writing the data into the
second address is not limited. In FIG. 7, before the uni-
lateral RDMA write request is executed, the content
stored in the first address is the first target data "1234
CRC1", and the content stored in the second address is
also the first target data "1234 CRC1". If the interrupt
event occurs in the process of writing the second copy
of the second target data "4321 CRC2" into the second
address, after the interrupt event occurs, the first target
data "1234 CRC1" stored in the first address is updated
to the second target data "4321 CRC2", and the content
stored in the second address is partially changed to "4321
CRC1".
[0103] Case 5: The interrupt event occurs after the sec-
ond copy of the second target data is written into the
second address. In this case, the content stored in the
first address is the same as the content stored in the
second address. It may be understood that, in this case,
both the two copies of the second target data are suc-
cessfully written.
[0104] For example, FIG. 8 is a schematic diagram of
the interrupt event occurring after the data is written into
the second address according to an embodiment of this
application. In FIG. 8, before the unilateral RDMA write
request is executed, the content stored in the first address
is the first target data "1234 CRC1", and the content
stored in the second address is also the first target data
"1234 CRC1". If the interrupt event occurs after the sec-
ond copy of the second target data "4321 CRC2" is writ-
ten into the second address, after the interrupt event oc-
curs, the first target data "1234 CRC1" stored in the first
address is updated to the second target data "4321
CRC2". The first target data "1234 CRC1" stored in the
second address is also updated to the second target data
"4321 CRC2". In other words, the unilateral RDMA write
request is successfully executed.
[0105] S103: The storage device detects the content
stored in the first address and the content stored in the
second address.
[0106] In this embodiment of this application, a proc-
essor or the network interface card of the storage device
detects the content stored in the first address and the
content stored in the second address.
[0107] In this embodiment of this application, after the
interrupt event occurs, the storage device detects wheth-
er the content in the first address is the same as the
content in the second address. If it is detected that the
content in the first address is the same as the content in
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the second address, it indicates that a case in which the
two copies of the second target data are written is the
foregoing case 1 or 5, it is proved that the atomicity of
the data writing is ensured, no additional processing is
needed, and a procedure ends. If it is detected that the
content stored in the first address is different from the
content in the second address, it indicates that a case in
which the two copies of the second target data are written
is any one of the foregoing cases 2 to 4, it is proved that
the atomicity of the data writing cannot be ensured, ad-
ditional processing is needed, and step S104 is per-
formed.
[0108] In this embodiment of this application, detecting
whether the content in the first address is the same as
the content in the second address is specifically: com-
paring whether data currently stored in the first address
is the same as data currently stored in the second ad-
dress, and whether check code currently stored in the
first address is the same as check code currently stored
in the second address.
[0109] That the content stored in the first address is
the same as the content in the second address means
that the data currently stored in the first address is the
same as the data currently stored in the second address,
and the check code currently stored in the first address
is the same as the check code currently stored in the
second address. That the content stored in the first ad-
dress is different from the content in the second address
means that the data currently stored in the first address
is different from the data currently stored in the second
address, and/or the check code currently stored in the
first address is different from the check code stored in
the second address.
[0110] For ease of description, the data currently
stored in the first address is referred to as data 3, and
the check code currently stored in the first address is
referred to as check code 3. The data currently stored in
the second address is referred to as data 4, and the check
code currently stored in the second address is referred
to as check code 4.
[0111] For the foregoing cases 2 to 4, that is, when it
is detected that the content stored in the first address is
different from the content stored in the second address,
the content stored in the first address needs to be further
checked to determine whether data tearing occurs in the
content stored in the first address.
[0112] In the case 2 in which the first target data stored
in the first address is partially changed but the content
stored in the second address remains the first target data
because the interrupt event occurs in the process of writ-
ing the first copy of the second target data into the first
address in S102, the storage device checks the content
stored in the first address, specifically, checks the data
3 based on the check code 3. Because the first target
data stored in the first address is partially changed in the
case 2, any one of the following cases may occur: (1)
The data 3 is different from the data 1, but the check code
3 is the same as the check code 1. (2) The data 3 is the

same as the data 1, but the check code 3 is different from
the check code 1. (3) The data 3 is different from the data
1, and the check code 3 is different from the check code
1. Therefore, for any one of the foregoing cases, detect-
ing of the data 3 based on the check code 3 fails, and it
indicates that the data tearing occurs in the content stored
in the first address. It may be understood that, because
the content stored in the second address remains the
first target data in the case 2, it means that the data 4 is
the data 1, and the check code 4 is the check code 1.
Therefore, detecting of the data 4 based on the check
code 4 succeeds, and it indicates that no data tearing
occurs in the content stored in the second address.
[0113] In the case 3 in which the content stored in the
first address is updated to the second target data but the
content in the second address remains the first target
data because the interrupt event occurs after the first
copy of the second target data is written into the first
address and before the second copy of the second target
data is written into the second address in S102, the stor-
age device checks the content stored in the first address,
that is, checks the data 3 based on the check code 3.
Because the content stored in the first address has been
updated to the second target data, the data 3 is the same
as the data 2, and the check code 3 is the same as the
check code 2. Therefore, checking of the data 3 based
on the check code 3 succeeds, and it indicates that no
data tearing occurs in the content stored in the first ad-
dress.
[0114] In the case 4 in which content stored in the first
address is updated to the second target data but the first
target data stored in the second address is partially
changed because the interrupt event occurs in the proc-
ess of writing the second copy of the second target data
into the second address in S102, the storage device
checks the content stored in the first address, that is,
checks the data 3 based on the check code 3. Because
the content stored in the first address is updated to the
second target data, the data 3 is the same as the data
2, and the check code 3 is the same as the check code
2. Therefore, checking of the data 3 based on the check
code 3 succeeds, and it indicates that no data tearing
occurs in the content stored in the first address.
[0115] In conclusion, if detecting that the content
stored in the first address is different from the content
stored in the second address, the storage device further
detects whether the data tearing occurs in the content
stored in the first address. A detection result shows that:
For the case 2 in S102, the data tearing occurs in the
content stored in the first address. For the case 3 and
the case 4 in S102, no data tearing occurs in the content
stored in the first address.
[0116] S104: When detecting that the content stored
in the first address is different from the content in the
second address, the storage device performs a unifying
operation on the content stored in the first address and
the content stored in the second address.
[0117] When the content stored in the first address is
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different from the content stored in the second address,
the storage device performs the unifying operation on
the content stored in the first address and the content
stored in the second address, so that the content stored
in the first address is the same as the content stored in
the second address. This ensures the atomicity of the
data writing. It should be noted that in this embodiment
of this application, the unifying operation may also be
referred to as a data overwrite operation.
[0118] In specific implementation, if the content stored
in the first address is different from the content stored in
the second address, and the data tearing occurs in the
content stored in the first address and no data tearing
occurs in the content stored in the second address, per-
forming the unifying operation on the content stored in
the first address and the content stored in the second
address is specifically: If the content stored in the second
address overwrites the content stored in the first address,
and the content stored in the second address remains
the first target data, the content stored in the first address
is restored to the first target data. In other words, both
the content stored in the first address and the content
stored in the second address are the data 1 and the check
code 1.
[0119] For example, FIG. 9 is a schematic diagram of
the unifying operation according to an embodiment of
this application. In FIG. 9, it is assumed that after the
interrupt event occurs, the content stored in the first ad-
dress is "4334 CRC1", in other words, the first target data
stored in the first address is partially changed, and the
content stored in the second address remains the first
target data "1234 CRC1". Because the content stored in
the first address is different from the content stored in
the second address, and it is detected that the data tear-
ing occurs in the content stored in the first address, the
unifying operation is performed. The content stored in
the second address is used to overwrite the content
stored in the first address. In this case, both the content
stored in the first address and the content stored in the
second address are the first target data "1234 CRC1".
[0120] In specific implementation, if the content stored
in the first address is different from the content stored in
the second address, and no data tearing occurs in the
content stored in the first address, performing the unifying
operation on the content stored in the first address and
the content stored in the second address is specifically:
If the content stored in the first address overwrites the
content stored in the second address, and the content
stored in the first address is the second target data, the
content stored in the second address is updated to the
second target data. In other words, both the content
stored in the first address and the content stored in the
second address are the data 2 and the check code 2.
[0121] For example, FIG. 10 is a schematic diagram
of the unifying operation according to an embodiment of
this application. In FIG. 10, it is assumed that after the
interrupt event occurs, the content stored in the first ad-
dress is "4321 CRC2", that is, the content stored in the

first address is updated to the second target data, and
the content stored in the second address is "4321 CRC1",
that is, the first target data stored in the second address
is partially changed. Because the content stored in the
first address is different from the content stored in the
second address, and it is detected that no data tearing
occurs in the content stored in the first address, the uni-
fying operation is performed. The content stored in the
first address is used to overwrite the content stored in
the second address. In this case, both the content stored
in the first address and the content stored in the second
address are the second target data "4321 CRC2".
[0122] It can be learned that, in this embodiment of this
application, continuous dual writing is performed on to-
be-written data based on one-time I/O in two addresses
that are in the memory of the storage device and that
store same content. When a data writing process is in-
terrupted, the unifying operation is performed based on
a status of writing the data into the two addresses, so
that the content stored in the two addresses is the same.
This implements the atomicity of the data writing, reduces
I/O consumption, and improves the system performance.
[0123] In conclusion, it can be learned that the atomic-
ity of the data writing may be implemented by sequentially
writing the to-be-written data into the two addresses in
the memory of the storage device in serial. To reduce a
data writing delay and further improve data writing effi-
ciency, the client may further sequentially write the to-
be-written data into the two addresses in the memory of
the storage device by using a unilateral RDMA technol-
ogy.
[0124] It should be noted that data in one computer
may be transmitted to another computer based on the
RDMA technology by using a network without interven-
tion of operating systems of both parties, to eliminate
overheads of copying and moving a data packet in user
space and kernel space and context switching, and re-
duce consumption of bandwidth and computing power
of the memory.
[0125] FIG. 11 is a flowchart of another data process-
ing method according to an embodiment of this applica-
tion. Compared with the embodiment in FIG. 3, in FIG.
11, a data write operation is performed by a client instead
of the storage device in the embodiment in FIG. 3. FIG.
11 may be independent of the embodiment of FIG. 3.
The method includes but is not limited to the following
steps.
[0126] S201: The client sequentially writes two copies
of second target data into a first address and a second
address in a memory of the storage device based on a
unilateral RDMA technology.
[0127] In this embodiment of this application, before
the client writes the two copies of the second target data
into the storage device, first target data is stored in the
first address in the memory of the storage device, and
the first target data is also stored in the second address.
In other words, content stored in the first address is com-
pletely the same as content stored in the second address.
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It should be noted that for details of the first target data
and the second target data, refer to related descriptions
of the first target data and the second target data in S101
in the embodiment in FIG. 3. Details are not described
herein again.
[0128] In this embodiment of this application, the first
address is different from the second address.
[0129] In this embodiment of this application, the client
sequentially and respectively writes the two copies of the
second target data into the first address and the second
address in the memory of the storage device by using
the unilateral RDMA technology. Respectively writing
means that the client writes a first copy of the second
target data in the two copies of the second target data
into the first address in the memory of the storage device
to overwrite the first target data in the first address and
a second copy of the second target data in the two copies
of second target data into the second address in the
memory of the storage device to overwrite the first target
data in the second address. Sequentially writing means
that the client first writes the first copy of the second target
data into the first address, and after the first copy of the
second target data is successfully written into the first
address, the client writes the second copy of the second
target data into the second address. It should be noted
that, for specific descriptions about a data writing success
or failure, refer to related descriptions of S101 in the em-
bodiment in FIG. 3. Details are not described herein
again.
[0130] In this embodiment of this application, an entity
in the client that performs the data write operation may
be specifically a network interface card of the client.
[0131] It may be understood that, that the client uses
the unilateral RDMA technology means that a data
write/read operation is performed by the client. In an ac-
tual communication process, the client writes data into a
target address in the memory of the storage device, and
in the data writing process, the storage device does not
need to perform any operation. It should be noted that,
before using the unilateral RDMA technology, the client
pre-obtains the two addresses (for example, the first ad-
dress and the second address) in the memory of the stor-
age device and permission to use the two addresses.
[0132] In specific implementation, the second copy of
the second target data in the two copies of the second
target data may be obtained by the client by copying the
first copy of the second target data. The two copies of
the second target data are written into the first address
and the second address by the client based on one-time
I/O consumption.
[0133] S202: If an interrupt event occurs in the data
writing process, the storage device detects the content
stored in the first address and the content stored in the
second address.
[0134] In this embodiment of this application, the inter-
rupt event occurs in the data writing process performed
by the client. In this case, for details of cases of writing
the two copies of the second target data into the first

address and the second address in the memory of the
storage device, refer to related descriptions of the cases
1 to 5 in S102 in the embodiment in FIG. 3. Details are
not described herein again. It should be noted that, a
difference from S102 lies in that an execution body of
data writing is changed from the storage device in S102
to the client.
[0135] In this embodiment of this application, for a spe-
cific process in which the storage device detects the con-
tent in the first address and the content in the second
address, refer to related descriptions of S103 in FIG. 3.
For brevity of this specification, details are not described
herein again.
[0136] S203: When detecting that the content stored
in the first address is different from the content stored in
the second address, the storage device performs a uni-
fying operation on the content stored in the first address
and the content stored in the second address. For details
of this step, refer to related descriptions of S 104 in FIG.
3. For brevity of the specification, details are not de-
scribed herein again.
[0137] It can be learned that, in this embodiment of this
application, to-be-written data is continuously dual writ-
ten into the two addresses in the memory of the storage
device based on one-time I/O by using the unilateral RD-
MA technology. This can effectively reduce a data writing
delay, and improve data writing efficiency. When the data
writing process is interrupted, the unifying operation is
performed based on a status of writing data into the two
addresses, so that the content stored in the two address-
es is the same. This implements atomicity of data writing,
reduces I/O consumption, and helps improve system per-
formance.
[0138] FIG. 12 is a flowchart of still another data
processing method according to an embodiment of this
application. The embodiment described in FIG. 12 may
be independent of embodiments in FIG. 3 and FIG. 11,
or may be a supplement to embodiments in FIG. 3 and
FIG. 11. The method includes but is not limited to the
following steps.
[0139] S301: A processor or a network interface card
of a client generates a first copy and a second copy of
data.
[0140] In this embodiment of this application, the first
copy is completely the same as the second copy. It should
be noted that data is equivalent to the second target data
in the embodiment in FIG. 3 or FIG. 11, where the first
copy is the first copy of the second target data in the
embodiment in FIG. 3 or FIG. 11, and the second copy
is the second copy of the second target data in the em-
bodiment in FIG. 3 or FIG. 11.
[0141] S302: The network interface card of the client
writes the first copy into a first address in a memory of a
storage device and the second copy into a second ad-
dress in the memory in a one-time unilateral RDMA man-
ner.
[0142] In specific implementation, the storage device
is independent of the client.
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[0143] In specific implementation, the memory is a per-
sistent memory.
[0144] In this embodiment of this application, the net-
work interface card of the client writes the first copy into
the first address in the memory of the storage device and
the second copy into the second address in the memory
in the unilateral RDMA manner. In other words, an exe-
cution body of data writing is the client. For details of this
step, refer to related descriptions of S201 in the embod-
iment in FIG. 11. Details are not described herein again.
[0145] It should be noted that, for details of a status of
writing the first copy into the first address and a status of
writing the second copy into the second address, refer
to related descriptions of the cases 1 to 6 in S102 in the
embodiment in FIG. 3. Details are not described herein
again.
[0146] In some possible embodiments, S302 may not
be performed, and S3021 and S3022 are performed to
replace S302.
[0147] S3021: The client sends a unilateral RDMA
write request to the storage device.
[0148] Optionally, after S301, S3021 may be per-
formed.
[0149] In this embodiment of this application, the client
sends the unilateral RDMA write request to the storage
device. Correspondingly, the network interface card of
the storage device receives the unilateral RDMA write
request.
[0150] The unilateral RDMA write request includes the
first copy and the second copy of the data, the first ad-
dress of the first copy in the memory of the storage device,
and the second address of the second copy in the mem-
ory. It may be understood that the unilateral RDMA write
request indicates to write the first copy into the first ad-
dress in the memory of the storage device and the second
copy into the second address in the memory.
[0151] S3022: The network interface card of the stor-
age device writes the first copy into the first address and
the second copy into the second address according to
the unilateral RDMA write request.
[0152] It may be understood that S3021 and S3022
also implement writing the first copy of the data into the
first address in the memory and the second copy of the
data into the second address in the memory. Different
from S302, in S3021 and S3022, the execution body of
the data writing is the storage device. For details of this
embodiment, refer to related descriptions of S101 in the
embodiment in FIG. 3. Details are not described herein
again.
[0153] S303: The processor or the network interface
card of the storage device reads the first copy from the
first address and the second copy from the second ad-
dress, checks the read first copy and the read second
copy, and when detecting that the read first copy is in-
consistent with the read second copy, performs a data
overwrite operation on data stored in the first address or
data stored in the second address.
[0154] In this embodiment of this application, the read

first copy includes first data and first check code, the read
second copy includes second data and second check
code, and the read first copy is inconsistent with the read
second copy when at least one of the following conditions
is met: the first data is different from the second data, or
the first check code is different from the second check
code. For a reason why the read first copy is inconsistent
with the read second copy, refer to any one of the cases
2 to 4 in S 102 in the embodiment in FIG. 3.
[0155] In specific implementation, that when it is de-
tected that the read first copy is inconsistent with the read
second copy, the data overwrite operation is performed
on the data stored in the first address or the data stored
in the second address may be: When it is detected that
the read first copy is inconsistent with the read second
copy, and checking of the first data based on the first
check code succeeds, the first data and the first check
code overwrite the data stored in the second address.
This embodiment corresponds to that the content stored
in the first address overwrites the content in the second
address in S104 in the embodiment in FIG. 3.
[0156] In specific implementation, that when it is de-
tected that the read first copy is inconsistent with the read
second copy, the data overwrite operation is performed
on the data stored in the first address or the data stored
in the second address may be: When it is detected that
the read first copy is inconsistent with the read second
copy, and checking of the first data based on the first
check code fails and checking of the second data based
on the second check code succeeds, the second data
and the second check code overwrite the data stored in
the first address. This embodiment corresponds to that
the content stored in the second address overwrites the
content stored in the first address in S 104 in the embod-
iment in FIG. 3.
[0157] It should be noted that the data overwrite oper-
ation is the unifying operation in the embodiment in FIG.
3 or FIG. 11, and an objective of the data overwrite op-
eration is to make the data stored in the first address
completely the same as the data stored in the second
address.
[0158] It should be noted that, a quantity of copies of
the data generated by the processor or the network in-
terface card of the client is not limited in this embodiment
of this application.
[0159] In specific implementation, the processor or the
network interface card of the client may also generate
three copies of the data, which are respectively the first
copy, the second copy, and a third copy. Corresponding-
ly, the network interface card of the client may write the
first copy into the first address in the memory of the stor-
age device, the second copy into the second address in
the memory, and the third copy into a third address in
the memory in the one-time unilateral RDMA manner.
Alternatively, the client may send the unilateral RDMA
write request to the storage device to indicate the storage
device to write the first copy into the first address in the
memory, the second copy into the first address in the
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memory, and the third copy into the third address in the
memory according to the RDMA write request. This is
not specifically limited in this embodiment of this appli-
cation. The processor or the network interface card of
the storage device reads the first copy from the first ad-
dress, the second copy from the second address, and
the third copy from the third address, and when detecting
that two copies in the read first copy, the read second
copy, and the read third copy are inconsistent, performs
the data overwrite operation on at least one of the data
stored in the first address, the data stored in the second
address, or data stored in the third address, so that the
data stored in the three addresses is the same.
[0160] S304: The network interface card of the client
reads the first copy from the first address and the second
copy from the second address in the unilateral RDMA
manner.
[0161] S305: The processor or the network interface
card of the client checks the read first copy and the read
second copy, and determines valid data from the read
first copy and the read second copy.
[0162] In this embodiment of this application, when de-
tecting that the read first copy is the same as the read
second copy, the processor or the network interface card
of the client determines that the read first copy and the
read second copy are the valid data.
[0163] In specific implementation, the read first copy
is the same as the first copy of the data, and the read
second copy is the same as the second copy of the data.
In this case, it indicates that the first copy of the data has
been successfully written into the first address in the
memory, and the second copy of the data has been suc-
cessfully written into the second address in the memory.
In this way, the processor or the network interface card
of the client determines that the read first copy and the
read second copy are the valid data. This ensures ato-
micity of the data writing. It should be noted that, for de-
tails of this embodiment, refer to the case 5 in S102 in
the embodiment in FIG. 3.
[0164] In another specific implementation, the read
first copy is the same as initial data stored in the first
address in the memory, and the read second copy is the
same as initial data stored in the second address in the
memory, where the initial data stored in the first address
is data stored in the first address before the first copy of
the data is written into the first address in the memory,
the initial data stored in the second address is data stored
in the second address before the second copy of the data
is written into the second address in the memory, and
the initial data stored in the first address is the same as
the initial data stored in the second address. In this way,
the processor or the network interface card of the client
determines that the read first copy and the read second
copy are the valid data. This ensures the atomicity of the
data writing. It should be noted that the initial data stored
in the first address may be the first target data in the
embodiment in FIG. 3, and the initial data stored in the
second address is also the first target data in the embod-

iment in FIG. 3. It should be noted that, for details of this
embodiment, refer to the case 1 in S102 in the embodi-
ment in FIG. 3.
[0165] It can be learned that, in this embodiment of this
application, the two copies of the data are written into the
two addresses in the memory of the storage device in
the one-time RDMA manner. When it is detected that the
data stored in the two memory addresses is inconsistent,
the data overwrite operation is performed on the data in
a corresponding memory address, so that the data stored
in the two memory addresses is the same. This ensures
the atomicity of the data writing based on as little I/O
consumption as possible, reduces a data writing delay,
and improves performance of a storage system.
[0166] FIG. 13 is a schematic diagram of a functional
structure of an apparatus according to an embodiment
of this application. The apparatus 30 includes a genera-
tion unit 310 and a writing unit 312. The apparatus 30
may be implemented by hardware, software, or a com-
bination of software and hardware.
[0167] The generation unit 310 is configured to gener-
ate a first copy and a second copy of data. The writing
unit 312 is configured to write the first copy into a first
address in a memory of a storage device and the second
copy into a second address in the memory in a one-time
unilateral remote memory access RDMA manner.
[0168] In some possible embodiments, the apparatus
30 further includes a checking unit 314 and a reading
unit 316. The reading unit 316 is configured to read the
first copy from the first address and the second copy from
the second address in the unilateral RDMA manner. The
checking unit 314 is configured to: check the read first
copy and the read second copy, and determine valid data
from the read first copy and the read second copy.
[0169] Functional modules of the apparatus 30 may be
configured to implement the method described in the em-
bodiment in FIG. 12. In the embodiment in FIG. 12, the
generation unit 310 may be configured to perform S301,
and the writing unit 312 may be configured to perform
S302. The reading unit 316 may be configured to perform
S304, and the checking unit 314 may be configured to
perform S305. The functional modules of the apparatus
30 may be further configured to implement the methods
described in embodiments in FIG. 3 and FIG. 11. For
brevity of the specification, details are not described
herein again.
[0170] FIG. 14 is a schematic diagram of a functional
structure of an apparatus according to an embodiment
of this application. The apparatus 40 includes a receiving
unit 410 and a writing unit 412. The apparatus 40 may
be implemented by hardware, software, or a combination
of software and hardware.
[0171] The receiving unit 410 is configured to receive
a unilateral remote memory access RDMA write request
sent by a client, where the unilateral RDMA write request
includes a first copy and a second copy of data, a first
address of the first copy in a memory of a storage device,
and a second address of the second copy in the memory.
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The writing unit 412 is configured to write the first copy
into the first address and the second copy into the second
address.
[0172] In some possible embodiments, the apparatus
40 further includes a processing unit 414 and a reading
unit 416. The reading unit 416 is configured to read the
first copy from the first address and the second copy from
the second address. The processing unit 414 is config-
ured to: check the read first copy and the read second
copy, and when detecting that the read first copy is in-
consistent with the read second copy, perform a data
overwrite operation on data stored in the first address or
data stored in the second address.
[0173] Functional modules of the apparatus 40 may be
configured to implement the method described in the em-
bodiment in FIG. 12. In the embodiment in FIG. 12, the
receiving unit 410 and the writing unit 412 may be con-
figured to perform S3022, and the reading unit 416 and
the processing unit 414 may be configured to perform
S303. The functional modules of the apparatus 40 may
be configured to implement the methods described in
embodiments in FIG. 3 and FIG. 11. For brevity of the
specification, details are not described herein again.
[0174] An embodiment of this application further pro-
vides a device. As shown in FIG. 15, the device 50 in-
cludes at least a processor 501, a network interface card
502, and a bus 503. The processor 501 and the network
interface card 502 communicate with each other through
the bus 503. The device 50 may be the foregoing client
or storage device. It should be understood that a quantity
of processors in the device 50 is not limited in this appli-
cation.
[0175] The bus 503 may be a peripheral component
interconnect (peripheral component interconnect, PCI)
bus, an extended industry standard architecture (extend-
ed industry standard architecture, EISA) bus, or the like.
The bus may be classified in an address bus, a data bus,
a control bus, and the like. For ease of representation,
only one line is used to represent the bus in FIG. 15, but
this does not mean that there is only one bus or only one
type of bus. The bus 503 may include a path for trans-
mitting information between components (for example,
the network interface card 502 and the processor 501)
of the device 50.
[0176] The processor 501 may include any one or more
of processors such as a central processing unit (central
processing unit, CPU), a microprocessor (microproces-
sor, MP), or a digital signal processor (digital signal proc-
essor, DSP).
[0177] When the device 50 is the foregoing client, the
network interface card 502 may be configured to gener-
ate a first copy and a second copy of data, and is further
configured to write the first copy into a first address in a
memory of the storage device and the second copy into
a second address in the memory in a one-time unilateral
remote memory access RDMA manner. When the device
50 is the foregoing storage device, the network interface
card 502 may be configured to receive a unilateral remote

memory access RDMA write request sent by the client,
where the unilateral RDMA write request includes the
first copy and the second copy of the data, the first ad-
dress of the first copy in the memory of the storage device,
and the second address of the second copy in the mem-
ory. The network interface card 502 is further configured
to write the first copy into the first address and the second
copy into the second address.
[0178] In specific implementation, when the device 50
is the foregoing client, modules of the device 50 are con-
figured to perform the method on a client side described
in the embodiment in FIG. 3, FIG. 11, or FIG. 12.
[0179] In a possible design manner, for example, the
device 50 may be one or more modules in the client that
performs the method shown in FIG. 12, and the device
50 is configured to perform the following operations:

generating the first copy and the second copy of the
data by using the processor 501 or the network in-
terface card 502; and
writing the first copy into the first address in the mem-
ory of the storage device and the second copy into
the second address in the memory by using the net-
work interface card 502 in the one-time unilateral
remote memory access RDMA manner.

[0180] In another specific implementation, when the
device 50 is the foregoing storage device, the device 50
further includes a memory 504, and the memory 504 may
be a persistent memory (Persistent Memory, PMEM) or
the like. The modules of the device 50 may be configured
to perform the method on a storage device side described
in the embodiment in FIG. 3, FIG. 11, or FIG. 12.
[0181] In a possible design manner, for example, the
device 50 may be one or more modules in the storage
device that performs the method shown in FIG. 12, and
the device 50 is configured to perform the following op-
erations:

receiving, by using the network interface card 502,
the unilateral remote memory access RDMA write
request sent by the client, where the unilateral RDMA
write request includes the first copy and the second
copy of the data, the first address of the first copy in
the memory 504 of the storage device, and the sec-
ond address of the second copy in the memory 504;
and
writing the first copy into the first address and the
second copy into the second address by using the
network interface card 502.

[0182] In the foregoing embodiments in this specifica-
tion, the descriptions of each embodiment have respec-
tive focuses. For a part that is not described in detail in
an embodiment, refer to related descriptions in another
embodiment.
[0183] It should be noted that a person of ordinary skill
in the art may see that, all or a part of the steps in each
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method of the foregoing embodiments may be imple-
mented by a program instructing related hardware. The
program may be stored in a computer-readable storage
medium. The storage medium includes a read-only mem-
ory (Read-Only Memory, ROM), a random access mem-
ory (Random Access Memory, RAM), a programmable
read-only memory (Programmable Read-only Memory,
PROM), an erasable programmable read-only memory
(Erasable Programmable Read-Only Memory, EPROM),
a one-time programmable read-only memory (One-time
Programmable Read-Only Memory, OTPROM), an elec-
trically-erasable programmable read-only memory,
(Electrically-Erasable Programmable Read-Only Memo-
ry, EEPROM), a compact disc read-only memory (Com-
pact Disc Read-Only Memory, CD-ROM), or another op-
tical disk memory, magnetic disk memory, magnetic tape
memory, or any other computer-readable medium that
can be configured to carry or store data.
[0184] The technical solutions of this application es-
sentially, or the part contributing to the conventional tech-
nology, or all or some of the technical solutions may be
implemented in a form of a software product. A computer
program product is stored in the storage medium and
includes several instructions for instructing a device
(which may be a personal computer, a server, or a net-
work device, a robot, a single-chip microcomputer, a chip,
a robot, or the like) to perform all or some of the steps of
the methods described in embodiments of this applica-
tion.

Claims

1. A data processing method, wherein the method com-
prises:

generating, by a processor or a network inter-
face card of a client, a first copy and a second
copy of data, wherein the processor communi-
cates with the network interface card; and
writing, by the network interface card, the first
copy into a first address in a memory of a storage
device and the second copy into a second ad-
dress in the memory in a one-time unilateral re-
mote direct memory access RDMA manner.

2. The method according to claim 1, wherein the mem-
ory is a persistent memory.

3. The method according to claim 1 or 2, wherein the
method further comprises:

reading, by the network interface card, the first
copy from the first address and the second copy
from the second address in the unilateral RDMA
manner; and
checking, by the processor or the network inter-
face card, the read first copy and the read sec-

ond copy, and determining valid data from the
read first copy and the read second copy.

4. The method according to claim 3, wherein the check-
ing, by the processor or the network interface card,
the read first copy and the read second copy, and
determining valid data from the read first copy and
the read second copy comprises:
when detecting that the read first copy is the same
as the read second copy, determining, by the proc-
essor or the network interface card, that the read first
copy and the read second copy are the valid data.

5. A data processing method, wherein the method com-
prises:

receiving, by a network interface card of a stor-
age device, a unilateral remote memory access
RDMA write request sent by a client, wherein
the unilateral RDMA write request comprises a
first copy and a second copy of data, a first ad-
dress of the first copy in a memory of the storage
device, and a second address of the second
copy in the memory; and
writing, by the network interface card, the first
copy into the first address and the second copy
into the second address.

6. The method according to claim 5, wherein the mem-
ory is a persistent memory.

7. The method according to claim 5 or 6, wherein the
method further comprises:

reading, by the network interface card or a proc-
essor of the storage device, the first copy from
the first address and the second copy from the
second address; and
checking, by the network interface card or the
processor of the storage device, the read first
copy and the read second copy, and when de-
tecting that the read first copy is inconsistent with
the read second copy, performing a data over-
write operation on data stored in the first address
or data stored in the second address.

8. The method according to claim 7, wherein the read
first copy comprises first data and first check code,
the read second copy comprises second data and
second check code, and the read first copy is incon-
sistent with the read second copy when at least one
of the following conditions is met:

the first data is different from the second data; or
the first check code is different from the second
check code.

9. The method according to claim 8, wherein the per-
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forming a data overwrite operation on data stored in
the first address or data stored in the second address
comprises:
when checking of the first data based on the first
check code succeeds, overwriting, by using the first
data and the first check code, the data stored in the
second address.

10. The method according to claim 8, wherein the per-
forming a data overwrite operation on data stored in
the first address or data stored in the second address
comprises:
when checking of the first data based on the first
check code fails and checking of the second data
based on the second check code succeeds, over-
writing, by using the second data and the second
check code, the data stored in the first address.

11. A data processing apparatus, wherein the apparatus
comprises:

a generation unit, configured to generate a first
copy and a second copy of data; and
a writing unit, configured to write the first copy
into a first address in a memory of a storage
device and the second copy into a second ad-
dress in the memory in a one-time unilateral re-
mote memory access RDMA manner.

12. The apparatus according to claim 11, wherein the
memory is a persistent memory.

13. The apparatus according to claim 11 or 12, wherein
the apparatus further comprises:

a reading unit, configured to read the first copy
from the first address and the second copy from
the second address in the unilateral RDMA man-
ner; and
a checking unit, configured to: check the read
first copy and the read second copy, and deter-
mine valid data from the read first copy and the
read second copy.

14. The apparatus according to claim 13, wherein the
checking unit is specifically configured to:
when detecting that the read first copy is the same
as the read second copy, determine that the read
first copy and the read second copy are the valid
data.

15. A data processing apparatus, wherein the apparatus
comprises:

a receiving unit, configured to receive a unilat-
eral remote memory access RDMA write re-
quest sent by a client, wherein the unilateral RD-
MA write request comprises a first copy and a

second copy of data, a first address of the first
copy in a memory of a storage device, and a
second address of the second copy in the mem-
ory; and
a writing unit, configured to write the first copy
into the first address and the second copy into
the second address.

16. The apparatus according to claim 15, wherein the
memory is a persistent memory.

17. The apparatus according to claim 15 or 16, wherein
the apparatus further comprises:

a reading unit, configured to read the first copy
from the first address and the second copy from
the second address; and
a processing unit, configured to: check the read
first copy and the read second copy, and when
detecting that the read first copy is inconsistent
with the read second copy, perform a data over-
write operation on data stored in the first address
or data stored in the second address.

18. The apparatus according to claim 17, wherein the
read first copy comprises first data and first check
code, the read second copy comprises second data
and second check code, and the read first copy is
inconsistent with the read second copy when at least
one of the following conditions is met:

the first data is different from the second data; or
the first check code is different from the second
check code.

19. The apparatus according to claim 18, wherein the
processing unit is specifically configured to:
when checking of the first data based on the first
check code succeeds, overwrite, by using the first
data and the first check code, the data stored in the
second address.

20. The apparatus according to claim 18, wherein the
processing unit is specifically configured to:
when checking of the first data based on the first
check code fails and checking of the second data
based on the second check code succeeds, over-
write, by using the second data and the second check
code, the data stored in the first address.

21. A data processing apparatus, wherein the apparatus
comprises at least one processor and a network in-
terface card, and the processor communicates with
the network interface card;

the processor or the network interface card is
configured to generate a first copy and a second
copy of data; and
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the network interface card is configured to write
the first copy into a first address in a memory of
a storage device and the second copy into a
second address in the memory in a one-time
unilateral remote memory access RDMA man-
ner.

22. The data processing apparatus according to claim
21, wherein the memory is a persistent memory.

23. The data processing apparatus according to claim
21 or 22, wherein

the network interface card is further configured
to read the first copy from the first address and
the second copy from the second address in the
unilateral RDMA manner; and
the processor or the network interface card is
further configured to: check the read first copy
and the read second copy, and determine valid
data from the read first copy and the read second
copy.

24. The data processing apparatus according to claim
23, wherein that the processor or the network inter-
face card is further configured to: check the read first
copy and the read second copy, and determine valid
data from the read first copy and the read second
copy comprises:
when further detecting that the read first copy is the
same as the read second copy, the processor or the
network interface card determines that the read first
copy and the read second copy are the valid data.

25. A data processing apparatus, wherein the apparatus
comprises a network interface card and a memory,
wherein

the network interface card is configured to re-
ceive a unilateral remote memory access RDMA
write request sent by a client, wherein the uni-
lateral RDMA write request comprises a first
copy and a second copy of data, a first address
of the first copy in the memory, and a second
address of the second copy in the memory; and
the network interface card is configured to write
the first copy into the first address and the sec-
ond copy into the second address.

26. The data processing apparatus according to claim
25, wherein the memory is a persistent memory.

27. The data processing apparatus according to claim
25 or 26, wherein the data processing apparatus fur-
ther comprises a processor, and the processor com-
municates with the network interface card;

the network interface card or the processor is

configured to read the first copy from the first
address and the second copy from the second
address; and
the network interface card or the processor is
further configured to: check the read first copy
and the read second copy, and when detecting
that the read first copy is inconsistent with the
read second copy, perform a data overwrite op-
eration on data stored in the first address or data
stored in the second address.

28. The data processing apparatus according to claim
27, wherein the read first copy comprises first data
and first check code, the read second copy compris-
es second data and second check code, and the
read first copy is inconsistent with the read second
copy when at least one of the following conditions is
met:

the first data is different from the second data; or
the first check code is different from the second
check code.

29. The data processing apparatus according to claim
28, wherein performing the data overwrite operation
on the data stored in the first address or the data
stored in the second address comprises:
when checking of the first data based on the first
check code succeeds, overwriting, by using the first
data and the first check code, the data stored in the
second address.

30. The data processing apparatus according to claim
28, wherein performing the data overwrite operation
on the data stored in the first address or the data
stored in the second address comprises:
when checking of the first data based on the first
check code fails and checking of the second data
based on the second check code succeeds, over-
writing, by using the second data and the second
check code, the data stored in the first address.
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