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Description

CROSS-REFERENCE TO RELATED APPLICATION

[0001] This patent document claims the benefit of U.S.
Provisional Patent Application No. 62/491,581, filed on
April 28, 2017.

BACKGROUND

[0002] Data can traverse a network in the form of net-
work traffic. Network traffic may include one or more en-
capsulated packets that are transmitted across a network
between two endpoints. For example, a data packet
traverses a data network from a content server to a user
equipment.
[0003] Identifying network traffic is important for vari-
ous network management and analysis applications. His-
torically, network traffic has been used by network serv-
ice providers to understand traffic patterns and consumer
behavior on their networks.
[0004] Network traffic can be identified by an identifi-
cation string that defines a realm of administrative auton-
omy, authority, and/or control within the Internet. For ex-
ample, network traffic can be identified by hostnames
that identify endpoints of the network traffic.
[0005] Network identification information, such as
hostnames, can be derived by performing deep packet
inspection of application layer data of data packets in
individual data flows. However, identifying network traffic
using traditional means has become difficult, timecon-
suming, and otherwise troublesome with the adoption of
encryption by Transport Layer Security (TLS) or Secure
Sockets Layer (SSL). Payloads of data packets are now
encrypted. As a result, past implementations that have
relied on deep packet inspection techniques (e.g., read-
ing into application layer data) are no longer viable due
to encryption, which now hides most that data.
[0006] Deep packet inspection has other drawbacks.
For example, deep packet inspection has also historically
been an expensive computational operation with nega-
tive side effects for networks.
[0007] Accordingly, a new strategy for identifying net-
work traffic carrying encrypted data packets, and which
does not require computationally expensive deep packet
inspection processes, would be advantageous for per-
forming network analysis and management techniques.
One prior art solution is disclosed by document
US2016/0323186.

BRIEF SUMMARY

[0008] The invention is defined by the subject-matter
of the independent claims. Further embodiments are de-
fined by the subject-matter of the dependent claims.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009]

Fig. 1 illustrates a system architecture according to
the invention.
Fig. 2 illustrates a system architecture according to
the invention.
Fig. 3A illustrates a client device according to the
invention.
Fig. 3B illustrates a domain name system (DNS) spy
according to the invention.
Fig. 3C illustrates a DNS server according to the in-
vention.
Fig. 3D illustrates a transport manager according to
the invention.
Fig. 3E illustrates a content server according to the
invention.
Fig. 4 illustrates a data packet according to the in-
vention.
Fig. 5 illustrates a DNS response according to the
invention.
Fig. 6 illustrates an identification table according to
the invention.
Fig. 7 illustrates a method of extracting a hostname
and internet protocol (IP) address from a DNS re-
sponse according to the invention.
Fig. 8 illustrates a method of adding a new entry to
an identification table according to the invention.
Fig. 9 illustrates a method of determining a length of
a non-DNS packet according to the invention.
Fig. 10 illustrates a method of determining a times-
tamp of a non-DNS packet according to the inven-
tion.
Fig. 11 illustrates a method of updating an entry of
an identification table according to the invention.
Fig. 12 illustrates a method of managing a data flow
using an identification table according to the inven-
tion.
Fig. 13 illustrates a method of identifying and pacing
an elephant flow using an identification table accord-
ing to the invention.
Fig. 14 illustrates a method of controlling a size of
an identification table according to the invention.
Fig. 15 illustrates a method of generating, using, and
updating an identification table according to the in-
vention.

DETAILED DESCRIPTION

[0010] The invention relates to a system and method
for identifying domain name service (DNS) responses
transmitted from a server, parsing the DNS responses
to create a mapping between a content delivery network
(CDN) server’s internet protocol (IP) address(es) and the
domain name based on the DNS responses, further iden-
tifying a specific data flow from a client to a server by this
domain name, applying a traffic management policy or
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statistics collection based on the mapped domain name
/ server IP address, cleaning/expiring entries from the
map based on a significance of data transferred and ac-
tivity, collecting/storing statistical data on previously
mentioned data flows as a whole or as determined by
the domain name, and determining the most significant
domain name(s) on a given network by analyzing the
whole of the statistical data collected.
[0011] According to an embodiment, a device, a sys-
tem, a method, or a combination thereof, can be used to
capture and create a mapping, or cache, of hostname
and corresponding server IP addresses of a variety of
data flows, even when application level packet data in
the data flows is encrypted.
[0012] As used herein, the term "hostname" refers to
a name of a specific host, content provider, content, or
a combination thereof. A hostname is, for example, a
nickname, a nodename, a domain name, a web address,
or a combination thereof.
[0013] In the invention, a reverse DNS lookup table is
generated. A device accesses the table, and uses entries
within the table to identify one or both endpoints of data
flows traversing a network. The device implements net-
work management policies based on the identified end-
points. For example, a transport manager accesses the
table, uses the table to identify that an endpoint of a spe-
cific data flow has been historically associated with rel-
atively burdensome data flows, and paces the data flow.
[0014] Fig. 1 illustrates a system 100 architecture ac-
cording to an embodiment of the present disclosure.
[0015] The system 100 includes a client device 110, a
first network 120, a DNS spy 130, a second network 140,
and a DNS server 150.
[0016] The client device 110 is configured to receive
one or more inputs from one or more users, and to com-
municate with the DNS server via the first and second
networks 120 and 140. The client device 110 is, for ex-
ample, a desktop computer, a laptop computer, a tablet
device, a smartphone, an e-reader, a smart watch, a
smart television, or a combination thereof.
[0017] The first network 120 is a wired or wireless net-
work that connects the client device 110 and the DNS
spy 130 to each other. According to various embodi-
ments, the first network 120 may be any network that
enables communication between or among machines,
databases, and devices. Accordingly, the first network
120 may be a wide access network (WAN), wired net-
work, a fiber network, a wireless network (e.g., a mobile
or cellular network), a cellular or telecommunications net-
work (e.g., WiFi, Global System for Mobile Communica-
tions (GSM), Universal Mobile Telecommunications Sys-
tem (UMTS), Long Term Evolution (LTE) network), or
any suitable combination thereof. The network 130 may
include one or more portions of a private network, a public
network (e.g., the Internet), or any suitable combination
thereof. In a specific embodiment, the first network 120
includes a core collection of subnodes linking to a radio
access network (RAN).

[0018] The DNS spy 130 is connected between the
client device 110 and the DNS server 150 via the first
network 120 and the second network 140. In various em-
bodiments, the DNS spy 130 is configured to intercept
DNS responses sent from the DNS server 150 to the
client device 110, and to generate and/or update an iden-
tification table based on hostname/IP address pairs in
the DNS responses. The DNS spy 130 may also intercept
other types of packets traversing the first network 120,
the second network 140, or both, (e.g., non-DNS data
packets) and update the identification table based on
characteristics of the intercepted packets. For example,
the DNS spy 130 may update an existing entry including
a hostname/IP address pair with a size, a timestamp, or
both, derived from an intercepted non-DNS packet.
[0019] The second network 140 is a wired or wireless
network that connects the DNS spy 130 and the DNS
server 150 to each other. In a specific embodiment, the
second network 140 is the Internet.
[0020] The DNS server 150 is a server device config-
ured to generate DNS responses in response to DNS
requests from various client devices, including the client
device 110. Upon receiving a DNS request that specifies
a specific hostname, the DNS server 150 looks up an IP
address associated with the specific hostname. The DNS
server 150 then transmits the IP address to the request-
ing device, so that the requesting device can access a
content server associated with the hostname.
[0021] In the invention, the client device 110 transmits
a DNS request to the DNS server 150 via one or more
networks, such as the first and second networks 120 and
140. The DNS response includes a hostname, for exam-
ple, a name of a video-hosting website, such as
"YOUTUBE" or "YOUTUBE.COM."
[0022] When the DNS server 150 receives the DNS
request, the DNS server 150 extracts the hostname from
the DNS request, and looks up an IP address associated
with the hostname. The DNS server 150 generates a
DNS response that includes the hostname and the IP
address associated with the hostname. The DNS server
150 transmits the DNS response back to the client device
110 over the first and second networks 120 and 140.
[0023] The DNS spy 130 intercepts the DNS response.
Because the DNS response is not encrypted, the DNS
spy 130 extracts the hostname and the IP address from
the DNS response without performing decryption. The
DNS spy 130 then stores the hostname/IP address pair
in an entry of an identification table. The DNS spy 130
maps multiple hostname/IP address pairs to entries of
the identification table by intercepting and inspecting mul-
tiple DNS responses.
[0024] According to an embodiment, the DNS spy 130
controls a size of the identification table by pruning the
identification table when a triggering event occurs. For
example, the DNS spy 130 deletes one or more entries
in the identification table when the identification table
reaches a predetermined size.
[0025] In various embodiments, the DNS server 150

3 4 



EP 3 616 075 B1

4

5

10

15

20

25

30

35

40

45

50

55

is unable to return a hostname based on a given IP ad-
dress. However, a device accessing the identification ta-
ble (e.g., a transport manager) can determine a host-
name associated with a specific IP address by identifying
an entry including the specific IP address. The identifi-
cation table generated by the DNS spy 130 can therefore
be used to perform a reverse DNS lookup operation, ac-
cording to various embodiments.
[0026] Fig. 2 illustrates a system 200 architecture ac-
cording to an embodiment of the present disclosure.
[0027] The system 200 includes a client device 210, a
first network 220, a DNS spy 230, a second network 240,
a DNS server 250, a third network 260, a transport man-
ager 270, a fourth network 280, and a content server 290.
Although Fig. 2 only illustrates one of each of the client
device 210, the first network 220, the DNS spy 230, the
second network 240, the DNS server 250, the third net-
work 260, the transport manager 270, the fourth network
280, and the content server 290, the system 200 can
include a plurality of each of the client device 210, the
first network 220, the DNS spy 230, the second network
240, the DNS server 250, the third network 260, the trans-
port manager 270, the fourth network 280, and the con-
tent server 290 according to various embodiments. For
example, multiple client devices 210 can be connected
to the first network 220, the third network 260, or both,
multiple DNS servers 250 can be connected to the sec-
ond network 240, and multiple content servers 290 can
be connected to the fourth network 280.
[0028] In various embodiments, the client device 210,
the first network 220, the DNS spy 230, the second net-
work 240, and the DNS server 250 are equivalent to the
client device 110, the first network 120, the DNS spy 130,
the second network 140, and the DNS server 150 de-
scribed above with respect to Fig. 1. In certain embodi-
ments, the first network 220 is the same as the third net-
work 260, and the second network 240 is the same as
the fourth network 280. Accordingly, the DNS spy 230,
the transport manager 270, or both, are between the cli-
ent device 210 and the DNS server 250, the client device
210 and the content server 290, or both.
[0029] When the client device 210 receives a DNS re-
sponse including a requested IP address from the DNS
server 250, the client device 210 generates a request for
content including the IP address. The client device 210
transmits the request for content to the content server
290 over the third and fourth networks 260 and 280.
[0030] Equipment associated with the third and fourth
networks 260 and 280 route the request for content to
the content server 290 using the IP address. In a specific
embodiment, the third network 260 is the first network
220, and the fourth network 280 is the second network
240.
[0031] When the content server 290 receives the re-
quest for content, the content server 290 transmits the
requested content to the client device 210.
[0032] In various embodiments, the request for content
from the client device 210, the content from the content

server 290, or both, are each transmitted in the form of
one or more data packets. The data packets are non-
DNS data packets, for example.
[0033] The transport manager 270 is configured to in-
tercept the request for content transmitted from the client
device 210 to the content server 290, the one or more
data packets transmitted from the content server 290 to
the client device 210, or both. According to various em-
bodiments, the transport manager 270 intercepts data
packets transported over the third network 260 between
one or more client devices and one or more content serv-
ers.
[0034] The transport manager 270 is located between
the client device 210 and the content server 290. In an
embodiment, the transport manager 270 is at a border
traffic aggregation point connecting the third network 260
to the fourth network 280. In an example in which the
third network 260 is a 3rd Generation Partnership Project
(3GPP) standard mobile network, the aggregate point is
part of the sGi-LAN connecting to the Packet Data Net-
work (PDN)-Gateway core element and outwards to the
Internet. In an example in which the third network 260 is
a 4G network, the aggregate point is part of a Gi-LAN
connecting to a gateway GPRS support node
(GGSN)-Gateway and outwards to the Internet. Howev-
er, in other embodiments, the transport manager 270 is
located elsewhere.
[0035] The transport manager 270 manages data traf-
fic transmitted over the third network 260. In certain em-
bodiments, the transport manager 270 is configured to
optimize network resources, alleviate congestion, per-
form other data management operations, or a combina-
tion thereof, in the third network 260 by managing data
traffic through the third network 260. For example, the
transport manager 270 paces a data flow between the
client device 210 and the content server 290 based on
one or more policies stored at the transport manager 270.
The transport manager 270 paces the data flow after
identifying that the data flow is relatively burdensome to
the third network 260, determining that the third network
260 currently congested, determining that the data flow
is relatively unimportant compared to other data flows
traversing the third network 260, or a combination there-
of.
[0036] The transport manager 270 paces the data flow
by throttling the data flow, temporarily storing data pack-
ets in the data flow, requiring the data flow to traverse a
network other than the third network 260, or a combina-
tion thereof. For example, the transport manager 270
may pace the data flow by requiring data packets within
the data flow to traverse a local WIFI network, rather than
the third network 260, when the WIFI network connects
the client device 210 to the content server 290.
[0037] Further details regarding the pacing of data
flows may be found in commonly-assigned U.S. Applica-
tion No. 15/060,486, entitled "SYSTEMS AND METH-
ODS FOR PACING DATA FLOWS," which was filed on
March 3, 2016, and hereby incorporated by reference in
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its entirety.
[0038] In various embodiments, the transport manager
270 selectively paces elephant flows traversing the third
network 260. An elephant flow is a data flow that is rel-
atively burdensome to the third network 260. For exam-
ple, an elephant flow is a data flow including an amount
of transferred data that is greater than a threshold, a data
flow with a duration that exceeds a threshold duration, a
data flow including data packets with a particular file type,
or a combination thereof.
[0039] In some embodiments, a data flow can be iden-
tified as an elephant flow by identifying a hostname as-
sociated with the data flow. In an embodiment, when a
data flow is identified as being to or from a host that has
been previously known to be likely to generate elephant
flows, the transport manager 270 identifies the data flow
as an elephant flow. For example, when the transport
manager 270 identifies that the content server 290 is as-
sociated with a host that transmits data packet that re-
quire a significant amount of network resources, e.g., a
video streaming service (e.g., YOUTUBE.COM, NETF-
LIX.COM, etc.), the transport manager 270 will automat-
ically identify a data flow between the content server 290
and the client device 210 as an elephant flow and pace
the data flow. In another example, when the transport
manager 270 identifies that the content server 290 is as-
sociated with a gaming service (e.g., POKEMON GO,
etc.), the transport manager 270 will automatically iden-
tify the data flow between the content server 290 and the
client device 210 as an elephant flow and pace the data
flow. Further details regarding the management of ele-
phant flows may be found in commonly-assigned U.S.
Application No. 15/703,908, entitled "DIRECTED
HANDOVER OF ELEPHANT FLOWS," which was filed
on September 13, 2017, and hereby incorporated by ref-
erence in its entirety.
[0040] In the invention, the transport manager 270
identifies a data flow between the content server 290 and
the client device 210 for management by identifying a
hostname associated with the content server 290, ac-
cording to various embodiments of the present disclo-
sure. The transport manager 270 identifies the hostname
by intercepting data packets transmitted between the
content server 290 and the client device 210 that traverse
the third network 260.
[0041] While the data packets include information
identifying the hostname, this information is encrypted.
For example, the hostname is included in an encrypted
payload of each of the data packets.
[0042] Rather than decrypting the data packets, in an
embodiment, the transport manager 270 identifies the
hostname of the content server 290 by extracting the IP
address of the content server 290 from one of the data
packets, accessing an information table stored in a stor-
age 232, identifying an entry in the information table in-
cluding the extracted IP address, and determining the
hostname by reading the identified entry. The information
table is generated by the DNS spy 230, according to var-

ious embodiments.
[0043] Accordingly, the transport manager 270 man-
ages data flows traversing the third network 260 by ac-
cessing the information table generated by the DNS spy,
rather than decrypting individual data packets within the
data flows.
[0044] In some embodiments, the DNS spy 230, the
transport manager 270, and the storage 232 are separate
and interconnected devices. In other embodiments, the
DNS spy 230, the transport manager 270, and the stor-
age 232, are the same device.
[0045] Figs. 3A to 3E illustrate devices according to
various embodiments of the present disclosure. Any of
the devices shown in Figs. 3A to 3E may be implemented
in a generalpurpose computer modified (e.g., configured
or programmed) by software to be a specialpurpose com-
puter to perform the functions described herein for that
machine, database, or device. Moreover, any two or
more of the machines, databases, or devices illustrated
in Figs. 3A to 3E may be combined into a single machine,
and the functions described herein for any single ma-
chine, database, or device may be subdivided among
multiple machines, databases, or devices.
[0046] Fig. 3A illustrates a client device 310 according
to an embodiment of the present disclosure. The client
device 310 may include various types of user devices,
such as mobile devices (e.g., laptops, smart phones, tab-
let computers, and so on), computing devices, set-top
boxes, vehicle computing devices, gaming devices, and
so on. The client device 310 may support and run various
different operating systems, such as Microsoft® Win-
dows®, Mac OS®, iOS®, Google® Chrome®, Linux®, Un-
ix®, or any other mobile operating system, including Sym-
bian®, Palm®, Windows Mobile®, Google® Android®, Mo-
bile Linux®, and so on.
[0047] The client device 310 includes an interface 312,
a processor 314, a storage 316, and one or more apps
316.
[0048] The interface 312 includes, for example, a touch
screen, a keyboard, a camera, one or more sensors, or
a combination thereof. In an embodiment, the client de-
vice 310 receives an input from a user via the interface
312. In a specific embodiment, the input specifies a host-
name of a source of content. For example, the input spec-
ifies a universal resource locator (URL) address of a spe-
cific website on the internet.
[0049] The processor 314 executes program com-
mands. The storage 316, for example, stores the pro-
gram commands that are executed by the processor 312.
In an embodiment, the storage 316 is a local memory.
[0050] The client device 310 runs the one or more apps
316. In an embodiment, the one or more apps 316 in-
cludes an internet browser application, a video streaming
application, a video game app, etc.
[0051] In the invention, the client device 316 is config-
ured to request an IP address of a content server asso-
ciated with a known hostname and receive a DNS re-
sponse identifying the requested IP address. The client
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device 316 further requests content by transmitting a re-
quest to the content server using the IP address, and
receives the requested content from the content server
in the form of one or more data packets.
[0052] Fig. 3B illustrates a DNS spy 330 according to
an embodiment of the present disclosure. The DNS spy
330 includes an interface 332, a processor 334, a first
storage 336, and a second storage 390.
[0053] The second storage 390 stores an identification
table 392 generated by the DNS spy 330. The identifica-
tion table 392 includes a plurality of entries identifying a
plurality of IP address/hostname pairs, respectively, ac-
cording to an embodiment. Although the second storage
390 is illustrated inside of the DNS spy 330, the second
storage 390 may be a storage device that is separate
from the DNS spy 330, in an embodiment.
[0054] In various embodiments, the DNS spy 330 is
located between one or more DNS servers and one or
more client devices. DNS response transmitted from the
one or more DNS servers and the one or more client
devices pass through, or are intercepted by, the DNS spy
220. The DNS spy 220 reads the hostnames and the IP
address from resource records (RRs) in the DNS re-
sponses, for example. The hostname and the IP address
in the RRs of the DNS response are not encrypted.
[0055] The DNS spy 330 identifies a plurality of host-
name/IP address pairs from the DNS responses. The
DNS spy 220 stores the hostname/IP address pairs in
the identification table 392 in the second storage 390. In
an embodiment, the hostname/IP address pairs are in-
cluded in respective entries in the identification table 392.
[0056] In various embodiments, the identification table
392 is accessible by other devices, such as a transport
manager. The transport manager, for example, can man-
age network traffic by reading entries in the identification
table 392.
[0057] Fig. 3C illustrates a DNS server 350 according
to an embodiment of the present disclosure. The DNS
server 350 includes a processor 352, a storage 354, and
DNS records 358.
[0058] The processor 352 executes one or more poli-
cies 356 stored in the storage 354. For example, the proc-
essor 352 executes program commands stored in the
storage 354.
[0059] When the DNS server 350 receives a DNS re-
quest including a hostname, the DNS server 350 search-
es the DNS records 358 for an IP address associated
with the hostname. The IP address is an IP address for
a content server associated with the hostname, for ex-
ample. The DNS records 358 are structured such that
the DNS server 350 can search for an IP address asso-
ciated with a given hostname, but cannot search for a
hostname associated with a given IP address.
[0060] The DNS server 350 then generates a DNS re-
sponse including a plurality of RRs that include the host-
name and the IP address. The DNS server 350 transmits
the DNS response to the source of the DNS request. For
example, when the DNS request is transmitted from a

client device, the DNS server 350 transmits the DNS re-
sponse to the client device.
[0061] Fig. 3D illustrates a transport manager 370 ac-
cording to an embodiment of the present disclosure.
[0062] The transport manager 270 is configured to
manage data traffic traversing a network when one or
more conditions are satisfied. In some embodiments, the
transport manager 370 is a delivery manager that directs
or manages the delivery of content via a delivery policy
that utilizes or uses surplus network bandwidth or surplus
network capacity. A surplus of network bandwidth or net-
work capacity may be network bandwidth or network ca-
pacity that is determined to be available (e.g., idle or free)
in a network in view of the total capacity of the network
and/or and the total usage of the network. In some em-
bodiments, a network provider determines the amount
of surplus network capacity available in a network in view
of the total capacity of the network and/or and the total
usage of the network. The surplus network capacity may
be determined statically or dynamically, and, therefore,
a determined surplus network capacity for a network may
vary substantially and/or randomly over time (e.g., during
peak use periods), for long or short time scales, and/or
between one service provider to another.
[0063] The surplus capacity, therefore, may be the free
bandwidth or capacity between an actual and/or current
usage of the bandwidth a total capacity (or, a predeter-
mined percentage of the total capacity). Therefore, the
transport manager 370 may direct or manage the delivery
of content between content providers (e.g., content serv-
ers), network edge caches, and client devices over var-
ious selected delivery policies or protocols that utilize
free, available, idle, or otherwise surplus bandwidths or
capacities of networks, such as paths or protocols that
deliver data over currently underused networks that
would not otherwise be in use, and/or without substan-
tially impacting or altering the transport performance as-
sociated with other data traffic sharing the network.
[0064] Further details regarding the delivery of content
using surplus network capacity may be found in com-
monly-assigned U.S. Pat. No. 7,500,010, issued on Mar.
3, 2009, entitled ADAPTIVE FILE DELIVERY SYSTEM
AND METHOD, U.S. Pat. No. 8,589,585, issued on Nov.
19, 2013, entitled ADAPTIVE FILE DELIVERY SYSTEM
AND METHOD, U.S. Published Patent Application No.
2010/0198943, filed on Apr. 15, 2010, entitled SYSTEM
AND METHOD FOR PROGRESSIVE DOWNLOAD US-
ING SURPLUS NETWORK CAPACITY, and U.S. Pub-
lished Patent Application No. 2013/0124679, filed on Jan.
3, 2013, entitled SYSTEM AND METHOD FOR PRO-
GRESSIVE DOWNLOAD WITH MINIMAL PLAY LA-
TENCY.
[0065] The transport manager 370 includes an inter-
face 372, a processor 374, a queue 376, a manager 378,
and a storage 380.
[0066] The processor 374 executes one or more poli-
cies 382 stored in the storage 380. For example, the proc-
essor 374 executes program commands stored in the
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storage 380. Various functions of the transport manager
370 are executed by the processor 374.
[0067] The transport manager 370 identifies charac-
teristics of data flows traversing a network, and charac-
teristics of the network itself, and manages the data flows
based on the characteristics. In an embodiment, the
transport manager 370 identifies a data flow for manage-
ment by intercepting a data packet in the data flow, read-
ing an IP address of a source of the data packet from the
data packet, and identifying a hostname of the source of
the data packet by accessing an identification table.
[0068] For example, when the transport manager 370
determines that a data flow traversing a network is an
elephant flow based on a hostname of a source of the
data flow, the transport manager 370 paces the data flow.
In a specific example, the transport manager 370 tem-
porarily stores data including packets of the elephant flow
in the queue 376, and selectively releases the packets
to their destination over surplus network capacity of a
network, when the surplus network capacity is available.
[0069] Fig. 3E illustrates a content server 390 accord-
ing to an embodiment of the present disclosure. The con-
tent server 390 includes an interface 392, a processor
394, and a storage 396.
[0070] The processor 394 executes one or more poli-
cies 392 stored in the storage 396. For example, the proc-
essor 394 executes program commands stored in the
storage 396. Various functions of the content server 390
are executed by the processor 394.
[0071] The content server 390 receives a request for
content from a source and transmits one or more of files
398 stored in the storage 396 in response to the request.
The content server 390 transmits the one or more files
398 in the form of a plurality of data packets, for example.
[0072] The content server 390 may provide a variety
of different media and other content types, such as video
content (e.g., movies, television shows, news program-
ming, video clips), image content (e.g., image or picture
slideshows), audio content (e.g., radio programming,
music, podcasts), and so on. The content server 390 may
deliver, transfer, transport, and/or otherwise provide me-
dia files and other content to network edge caches (not
shown), which may deliver, transfer, transport, and/or
otherwise provide the content to requesting devices (e.g.,
user equipment 110 a-c) via various media transfer pro-
tocols (e.g., Hypertext Transfer Protocol (HTTP), File
Transfer Protocol (FTP), HTTP Live Streaming (HLS),
HTTP Dynamic Streaming (HDS), HTTP Smooth
Streaming (HSS), Dynamic Adaptive Streaming over HT-
TP (DASH), Real Time Streaming Protocol (RTSP), and
so on).
[0073] Fig. 4 illustrates a data packet 400 according to
an embodiment of the present disclosure. The data pack-
et 400 includes a header 410 and a payload 420.
[0074] The header 410 includes a source IP address
412 and a destination IP address 414. The source IP
address 412 is an IP address of a source of the data
packet 400, and the destination IP address 414 is an IP

address of a destination of the data packet 400. The
header 410 is not encrypted, according to an embodi-
ment.
[0075] The payload 420 includes one or more files 422.
The payload 420 includes, for example, application layer
data. The payload 420 is encrypted.
[0076] In the invention, the data packet 400 is trans-
mitted between a content server and a client device, and
is intercepted by a transport manager.
[0077] Fig. 5 illustrates a DNS response 500 according
to the invention.
[0078] The DNS response 500 includes a plurality of
RRs 510. For example, the RRs 510 include an RDATA
field 512 and a NAME field 514. The RDATA field 512
includes an IP address, and the NAME field 514 includes
a hostname associated with the IP address.
[0079] In an embodiment, the DNS response 500 is
transmitted from a DNS server to a client device. Fur-
thermore, the DNS response 500 is not encrypted. A DNS
spy, for example, intercepts the DNS response 500 trans-
mitted from the DNS server to the client device, and reads
the IP address from the RDATA field 512 and the host-
name from the NAME field 514 without performing de-
cryption.
[0080] Fig. 6 illustrates an identification table 600 ac-
cording to the invention.
[0081] The identification table 600 includes a plurality
of entries 610_1 to 610_N, where N is a size of the iden-
tification table 600. Each of the entries 610_1 to 610_N
corresponds to a specific hostname/IP address pair. The
identification table 600 is a cache table indexed by the
IP addresses of the hostname/IP address pairs, in an
embodiment.
[0082] Each of the entries 610_1 to 610_N includes an
IP address, a hostname, a last active time of a data packet
from the IP address, and an amount of cumulative bytes
associated with data traffic transmitted from the IP ad-
dress.
[0083] In this disclosure, fields like the last active time
and the amount of cumulative bytes may be termed "char-
acteristics" of the corresponding hostname/IP address
pairs. In an embodiment, the characteristics are used by
a DNS spy to identify one or more least significant entries
in the identification table 600. The DNS spy may then
prune the least significant entries from the identification
table 600 in a pruning operation.
[0084] In some embodiments, the characteristics are
used by a transport manager to identify hostname/IP ad-
dress pairs associated with relatively burdensome data
flows. For example, the transport manager identifies en-
tries including relatively large amounts of cumulative
bytes as likely to be associated with elephant flows.
[0085] According to various embodiments, each of the
entries 610_1 to 610_N is generated and updated by a
DNS spy and stored in a storage.
[0086] Fig. 7 illustrates a method 700 of extracting a
hostname and IP address from a DNS response accord-
ing to the invention.
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[0087] The method 700 may be performed by a DNS
spy, for example.
[0088] At S710, a packet is received. In an embodi-
ment, the packet is intercepted as it is being transmitted
from a DNS server to a client device.
[0089] The packet is identified as a DNS response at
S720.
[0090] After the packet is identified as a DNS response,
a hostname and an IP address is extracted from the DNS
response at S730. The hostname and the IP address are
read from RRs in the DNS response. For example, the
hostname is read from a NAME field in the resource
records, and the IP address is read from an RDATA field
in the resource records
[0091] Fig. 8 illustrates a method 800 of adding a new
entry to an identification table according to an embodi-
ment of the present disclosure. In an embodiment, the
method 800 is performed by a DNS spy.
[0092] A hostname and IP address pair are determined
at S810. For example, the hostname and the IP address
are read from a DNS response.
[0093] Fig. 9 illustrates a method 900 of determining a
length of a non-DNS packet according to an embodiment
of the present disclosure. The method 900 is performed
by a DNS spy, for example.
[0094] At S910, a data packet is received. In an em-
bodiment, the data packet is intercepted while being
transmitted between a content server and a client device.
[0095] The data packet is identified as a non-DNS
packet at S920. The data packet is not a DNS request
or a DNS response. The non-DNS packet is, for example,
a video streaming packet.
[0096] At S930, a size of the data packet is determined.
For example, a number of bytes contained in the packet
is determined.
[0097] Fig. 10 illustrates a method 1000 of determining
a timestamp of a non-DNS packet according to an em-
bodiment of the present disclosure. The method 1000 is
performed by a DNS spy, for example.
[0098] At S1010, a data packet is received. In an em-
bodiment, the data packet is intercepted while being
transmitted between a content server and a client device.
[0099] The data packet is identified as a non-DNS
packet at S1020. The data packet is not a DNS request
or a DNS response. The non-DNS packet is, for example,
a video streaming packet.
[0100] Next, at S1030, a timestamp associated with
the packet is determined. For example, the timestamp is
a time that the data packet is received. In another exam-
ple, the timestamp is derived from the non-DNS packet
directly.
[0101] Fig. 11 illustrates a method 1100 of updating an
entry of an identification table according to an embodi-
ment of the present disclosure. The method 1100 is per-
formed by a DNS spy, for example.
[0102] At S1110, an IP address and a characteristic of
a non-DNS packet are determined. In an embodiment,
the non-DNS packet is intercepted between a content

server and a client device. In an example, the IP address
is an IP address of a source of the data packet, and is
determined by reading the IP address from a non-en-
crypted header of the non-DNS packet. According to an
embodiment, the characteristic is a size of the data pack-
et, a timestamp of the data packet, or a combination
thereof.
[0103] At S1120, an entry in an identification table is
identified. The entry includes the IP address and a host-
name associated with the IP address, for example.
[0104] The entry is updated based on the characteristic
at S1130. For example, when the entry includes an IP
address field, a hostname field, a last active time field,
and a number of cumulative bytes field, the last active
time field is updated based on the timestamp of the data
packet, and the number of cumulative bytes field is up-
dated based on the size of the data packet.
[0105] Fig. 12 illustrates a method 1200 of managing
a data flow using an identification table according to an
embodiment of the present disclosure. The method 1200
is performed by a transport manager, for example.
[0106] At S1210, a packet in a data flow is received.
The packet is, for example, a data packet including a
header and a payload. The header is unencrypted. The
payload is encrypted, and includes application layer data.
[0107] At S1220, an IP address is identified from the
header of the packet. The IP address indicates a desti-
nation of the packet. In an embodiment, an IP address
of a source of the packet is derived by reading the header
of the packet. The IP address is an IP address of a content
server, for example.
[0108] At S1230, a hostname associated with the iden-
tified IP address is determined by accessing an identifi-
cation table. The identification table includes a plurality
of IP address/hostname pairs in a plurality of entries. In
an embodiment, the identification table is a cache table
that is indexed by the IP addresses. Accordingly, the
hostname associated with the identified IP address can
be determined by identifying an entry in the identification
table including the identified IP address, and reading the
corresponding hostname in the identified entry.
[0109] The data flow is managed based on the identi-
fied hostname at S1240. For example, the data flow is
paced when the identified hostname is determined to cor-
respond to a host that has been historically associated
with data traffic that is burdensome to a network. In a
specific example, the data flow is identified as an ele-
phant flow based on the identified hostname, and is
paced.
[0110] Fig. 13 illustrates a method 1300 of identifying
and pacing an elephant flow using an identification table
according to an embodiment of the present disclosure.
The method 1300 is performed by a transport manager,
for example.
[0111] At S 1310, a packet in a data flow is received.
The packet is a non-DNS data packet, for example. In
an embodiment, a copy of the packet is temporarily
cached, and the packet itself is released, so that it can
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reach its destination without any significant delays.
[0112] At S1320, an IP address is identified from the
header of the packet. In an embodiment, the IP address
indicates a destination of the packet or a source of the
packet. In various embodiments, an IP address indicating
the destination of the packet and an IP address indicating
the source of the packet are both determined. The IP
address is, for example, an IP address of a content serv-
er.
[0113] A hostname associated with the identified IP
address is determined at S1330 by accessing an identi-
fication table. The identification table stores a plurality of
previously identified hostname/IP address pairs, and is
indexed by IP address. In an embodiment, the hostname
is retrieved from an entry including the identified IP ad-
dress.
[0114] At S 1340, the data flow is determined to be an
elephant flow based on the hostname. For example, the
data flow is identified as an elephant flow when the host-
name indicates a known video streaming host.
[0115] After the data flow is determined to be an ele-
phant flow, the data flow is paced at S1350. In an em-
bodiment, a plurality of data packets in the data flow tra-
versing a network are managed after the data flow is
determined to be an elephant flow. For example, the data
packets of the data flow may be selectively routed over
surplus network capacity. In a specific embodiment, the
data packets of that data flow is selectively routed over
a different network when the different network is availa-
ble, such as a WIFI network that is connected to a client
device receiving data packets in the data flow.
[0116] Fig. 14 illustrates a method 1400 of controlling
a size of an identification table according to an embodi-
ment of the present disclosure. The method 1400 is per-
formed by a DNS spy, for example.
[0117] At S1410, a new entry is added to an identifica-
tion table. The new entry includes a hostname/IP address
pair. For example, the new entry includes a hostname/IP
address pair that was not previously included in the iden-
tification table.
[0118] At S1420, a size of the identification table is
determined to exceed a predetermined size. In various
embodiments, the size is defined as a number of indices,
an amount of memory required to store the identification
table, or a combination thereof.
[0119] At S1430, one or more entries of the identifica-
tion table are pruned from the identification table. For
example, the one or more entries are deleted from the
identification table.
[0120] The one or more pruned entries can be identi-
fied in various ways. In some embodiments, the one or
more entries are the least significant entries of the iden-
tification table. The least significant entries can be iden-
tified based on characteristics fields of the identification
table. For example, if each of the entries includes a times-
tamp indicating the most recent observed data packet
corresponding to the hostname/IP address pairs, the en-
tries with the oldest timestamps are pruned from the iden-

tification table. In another example, if each of the entries
includes a number of transferred bytes observed to cor-
respond to hostname/IP address pairs, the entries with
the lowest number of transferred bytes are pruned from
the identification table. In some embodiments, the one
or more entries are identified based on a combination of
multiple criteria.
[0121] A number of the one or more pruned entries can
also be identified in various ways. For example, when
the identification table reaches its maximum size, a pre-
determined percentage of entries are deleted from the
identification table.
[0122] Fig. 15 illustrates a method 1500 of generating,
using, and updating an identification table according to
an embodiment of the present disclosure.
[0123] At S1510, a packet is received. For example,
the packet is intercepted as it is being transmitted to a
client device.
[0124] At S1512 and S1520, the packet is inspected
and identified as either a DNS response, a TCP or UDP
payload packet, or neither.
[0125] When the packet is a DNS response, the packet
is then parsed and a hostname and one or more IP ad-
dresses are extracted from the DNS response at S1530.
According to an embodiment, the extracted data is en-
queued for an independent process to analyze after the
packet is released, to limit the amount of time the packet
is held by the system and eliminate any impact on cli-
ent/server communication latency.
[0126] When the packet is not a DNS response, the
packet is examined to determine whether the packet is
a non-DNS packet, such as a transmission control pro-
tocol (TCP) or user datagram protocol (UDP) packet, at
S1520.
[0127] When the packet is a TCP/UDP packet, a length
of a payload of the packet is examined at S1524. The
packet is enqueued and released, so that the payload
length is examined in an independent process to limit the
amount of time the packet is held by the system and
eliminate any impact on client/server communication la-
tency. For example, the packet is enqueued and treated
similarly as the independent process performed at
S1330, so that the payload length is determined and an-
alyzed after the packet is released.
[0128] If the packet is neither a DNS response or a
TCP/UDP packet, the packet is released at S1522.
[0129] At S1532, the presence of the extracted IP ad-
dress in an identification table is determined. For exam-
ple, each of the enqueued items are read and compared
to a plurality of entries in the identification table.
[0130] In the case when no existing table entry includ-
ing the extracted IP address exists, identification table is
determined to be full or not at S1540.
[0131] When the identification table is not full, a new
table entry is created at S1542. According to various em-
bodiments, the creation of new table entries effectively
builds the identification table as a DNS cache, in which
various hostname/IP address pairs are mapped to each
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other.
[0132] In the case where an entry does exist, the entry
is updated based on the packet at S1534. The table entry,
in some examples, includes the following fields: IP ad-
dress, domain name, last active time, and cumulative
bytes. The entries are stored in the identification table.
The identification table is, for example, a hash table, in-
dexed by the IP address.
[0133] When the identification table is full, one or more
least significant entries in the identification table are
pruned at S1544. That is, the hash table has a config-
urable maximum length, so that the identification table
does not exceed a certain size. When the identification
table has the maximum length, the identification table
may be pruned to a percentage of its size, in an embod-
iment. In another embodiment, a predetermined number
of entries are pruned. The entries are pruned by being
deleted from the identification table, for example.
[0134] In various embodiments, the least significant
entries are pruned from the identification table. In an em-
bodiment, the least significant entries are entries includ-
ing the lowest number of cumulative bytes recorded, the
earliest last active time recorded, or a combination there-
of. For example, a percentage of the entries correspond-
ing to the lowest number of cumulative bytes are removed
first, and in the case of a tie, the entries corresponding
to the earliest Last Active Time are removed.
[0135] When it is determined that one or more entries
are removed at S1546, the method 1500 returns to S
1542, such that a new entry is generated in the identifi-
cation table based on the packet without exceeding the
maximum size of the identification table.
[0136] In various embodiments, data traffic through a
network is managed by accessing the identification table.
The identification table is accessed by querying by IP
address, which will allow another system (or system with
DNS Spy integration) to obtain the domain name of said
IP address. In one version, this data is made available
to a statistics collection system, which activates the col-
lection of granular statistics on all traffic with a specific
domain. In turn, these statistics can be used to determine
the top n domains on a specified network.
[0137] Some examples of the granular statistical data
that can be collected on a specific domain include (but
are not limited to): Total Upstream/Downstream Bytes,
Latency, Throughput, Goodput, Radio access type, Con-
gestion Ratio, Bytes Transferred in flows that met a spec-
ified cumulative transferred byte threshold (standard
flows, elephant flows, etc.), Stats broken down by time
of day and or by location, or a combination thereof.
[0138] Embodiments provide a system and method for
delivering packet data content across shared access net-
works in a manner that more evenly distributes aggregate
user traffic in time, for example by moving traffic from
times of bottleneck network congestion into following ad-
jacent moments of surplus network capacity. The net ef-
fect of this redistribution of traffic may reduce intervals
of peak usage and congestion (where the network is un-

able to supply enough throughput capacity for all users),
which can result in higher allowed aggregate network
utilization before network service quality degrades for the
users.
[0139] The term "surplus network capacity" (aka "idle
capacity") is understood in some embodiments to mean
shared network capacity (e.g. network bandwidth, net-
work resources) that may be used by embodiments of
the invention for transferring portions or all of the data
over a network, but is otherwise unused. In other words,
if the network capacity is X and the current aggregate
network traffic load is Y then the available surplus capac-
ity is X-Y where Y cannot be larger than X. In an embod-
iment, one of the goals of using surplus network capacity
is to use some or all the capacity Y to transfer data which
implies that if Y is zero that the transfer slows or stops
and yields the channel to other users’ traffic sharing the
network. In some scenarios, surplus network capacity in
shared multi-user data networks is transient and can fluc-
tuate randomly from moment to moment. Further, use of
surplus as defined may be distinct from a fair-share or
similar competitive shared use of network capacity (e.g.
when the aggregate traffic load exceeds the network ca-
pacity limit X then each of N users sharing the network
receives a X/N share of the network capacity).
[0140] In a specific embodiment, the system may
uniquely identify a data traffic flow based on its associ-
ated client IP address and destination server IP address.
The system may then characterize the traffic as a large
flow based on parameters, such as throughput, bytes
delivered, other characteristics, or a combination thereof.
The system is a transport manager, for example.
[0141] The system may query the identification table
generated by the DNS Spy, and determine that the host-
name that the server IP address is associated with be-
longs to a known video provider (e.g., YOUTUBE). Thus,
one conclusion could be made that the data flow is in fact
a video due to its size and known destination.
[0142] This information may be made available to a
transport manager, which enables specified manage-
ment rules to be applied to a specified subset of traffic
(such as a video in this example) that may or may not
belong to a specific domain (such as YOUTUBE in this
example). Rules may include policies that ensure that
the managed traffic yields shared bandwidth to other traf-
fic (i.e. uses surplus network capacity), is otherwise pri-
oritized, or is marked to not apply any specific manage-
ment.
[0143] According to various embodiments, the DNS
Spy operates with a number of characteristics, such as
1) the separation of the DNS hostname/IP address res-
olution process from traffic characterization/manage-
ment/statistics processes, 2) its ability to perform gran-
ular statistics collection on encrypted traffic flows, 3) the
creation of a dynamic DNS cache that adapts to changing
hostname/IP mappings in real time without requiring ex-
ternal manipulation, and 4) the application of the host-
name/IP address mapping toward traffic management to
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improve network efficiencies.
[0144] According to an embodiment, a system builds
a virtual DNS cache for its own internal use, but does not
act as a virtual DNS server. The system intercepts DNS
response packets sent across a network, extracts infor-
mation from the DNS response packets, builds a table
based on the extracted information, but does not modify
or manipulate the DNS response packets sent across
the network.
[0145] Embodiments of the present disclosure could
be used to identify and track traffic to and from specific
hostnames. In one version, the collected domain name
information could be provided to a system that collects
statistics on subset of traffic, single flows of traffic, or
both. In another version, the information could be provid-
ed to a system that manages content delivery to and from
UE terminals, which would apply specified management
policies based on the domain name.
[0146] The system and methods comprising various
embodiments of the present disclosure are used to an-
alyze and manage data traffic between various client de-
vices and content servers, but do not require modification
to a user app installed on the client devices that requests
content, or to a content server providing content, which
enables rapid deployment into commercial networks,
such as mobile cellular networks.
[0147] Various embodiments of the present disclosure
address multiple technological problems associated with
content delivery, wireless networks, security, and other
technological fields.
[0148] For example, by generating an identification ta-
ble that maps IP addresses to hostnames, network traffic
can be effectively analyzed and data flows can be iden-
tified for management without performing computation-
ally expensive decryption operations.
[0149] For example, by selectively managing data
flows traversing a network based on hostnames associ-
ated with the data flows, network resources can be effi-
ciently conserved and network congestion can be effi-
ciently prevented.
[0150] For example, by selectively pruning the least
significant entries of the identification table, the size of
the identification table does not become unmanageable,
but the identification table nevertheless maintains
records of IP addresses and hostnames that are likely to
be relevant for managing new data flows traversing the
network.

Claims

1. A method, comprising:

intercepting a first data packet being transmitted
from a domain name system, DNS, server to a
first client device, the first data packet including
a DNS response (S1512);
extracting (S1530) a first internet protocol (IP)

address and a first hostname from the DNS re-
sponse;
creating a first entry in an identification table (S
1542), each entry of the identification table in-
cludes an IP address, a hostname, a last active
time field, and a number of cumulative bytes field
(600);
storing the first IP address and the first host-
name in the first entry of the identification table
(S1542);
intercepting a second data packet being trans-
mitted in a data flow from a content server to a
second client device (S1210);
identifying a second IP address in a header of
the second data packet, the second IP address
being a source of the second data packet
(S1220);
determining that the second IP address is in the
first entry in response to the first IP address
stored in the first entry being identical to the sec-
ond IP address (S 1230);
in response to determining that the second IP
address is in the first entry:

determining, based on the first hostname of
the first entry, whether a traffic management
policy should be applied to the data flow
(S1240), and
in response to determining that the data traf-
fic management policy should be applied,
applying the traffic management policy to
the data flow to deliver the second data
packet to the second client device (S1240);
characterized by:

when the identification table exceeds a prede-
termined size (S1420), identifying a second en-
try of the identification table having the number
of cumulative bytes field with a lowest value, and
removing the second entry from the identifica-
tion table (S1430),
in response to determining that the second IP
address is in the first entry, and

determining a characteristic of the second
data packet, the characteristic being an
amount of bytes in the second data packet
and a timestamp indicating a time of the sec-
ond data packet (S1110) being received,
updating a last active time field of the first
entry according to the timestamp of the
characteristic (S1130), and
updating a number of cumulative bytes field
of the first entry according the amount of
bytes of the characteristic (S1130).

2. The method of claim 1, wherein identifying the sec-
ond entry of the identification table includes when a
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plurality of entries in the identification table have re-
spective number of cumulative bytes fields with the
lowest value, identifying as the second entry an entry
having the earliest last active time recorded among
the plurality of entries having respective number of
cumulative bytes fields with the lowest value
(S1544).

3. The method of claim 1, wherein managing the data
flow includes causing the data flow to be transferred
to the second user device over surplus network ca-
pacity of a network, the surplus network capacity be-
ing an available capacity of the network in view of a
total capacity of the network and a total usage of the
network.

4. The method of claim 1, wherein a payload of the
second data is encrypted, and
wherein the second IP address is extracted from the
header without performing decryption.

5. The method of claim 1, wherein extracting the IP
address and the hostname from the DNS response
includes reading the IP address and the hostname
from resource records (RRs) in the DNS response.

6. The method of claim 5, wherein reading the IP ad-
dress and the hostname from RRs in the DNS re-
sponse includes reading the IP address in an ’RDA-
TA’ field of the DNS response and reading the host-
name in a ’NAME’ field of the DNS response.

7. A system, comprising:
a processor; and
a memory storing program commands that, when
executed by the processor, cause the first processor
to carry out the method of claim 1.

8. A computer-readable storage medium comprising
instructions which, when executed by a computer,
cause the computer to carry out the method of claim
1.

Patentansprüche

1. Ein Verfahren, umfassend:

Abfangen eines ersten Datenpakets, das von ei-
nem Domain Name System, DNS, Server zu ei-
nem ersten Client-Gerät übertragen wird, wobei
das erste Datenpaket eine DNS-Antwort
(S1512) enthält;
Extrahieren (S1530) einer ersten Internetproto-
koll (IP)-Adresse und eines ersten Hostnamen
aus der DNS-Antwort;
Erzeugen eines ersten Eintrags in einer Identi-
fikationstabelle (S1542), wobei jeder Eintrag der

Identifikationstabelle eine IP-Adresse, einen
Hostnamen, ein Feld für die letzte aktive Zeit
und ein Feld für die Anzahl der kumulativen
Bytes (600) enthält;
Speichern der ersten IP-Adresse und des ersten
Hostnamens in dem ersten Eintrag der Identifi-
kationstabelle (S1542);
Abfangen eines zweiten Datenpakets, das in ei-
nem Datenfluss von einem Inhaltsserver zu ei-
nem zweiten Client-Gerät (S1210) übertragen
wird;
Identifizieren einer zweiten IP-Adresse in einem
Header des zweiten Datenpakets, wobei die
zweite IP-Adresse eine Quelle des zweiten Da-
tenpakets (S1220) ist;
Bestimmen, dass die zweite IP-Adresse in dem
ersten Eintrag ist, in Reaktion darauf, dass die
erste IP-Adresse, die in dem ersten Eintrag ge-
speichert ist, mit der zweiten IP-Adresse
(S1230) identisch ist;
als Reaktion auf die Feststellung, dass die zwei-
te IP-Adresse in dem ersten Eintrag ist:

Bestimmen, basierend auf dem ersten
Hostnamen des ersten Eintrags, ob eine
Verkehrsverwaltungsrichtlinie auf den Da-
tenfluss (S1240) angewendet werden soll,
und als Reaktion auf die Feststellung, dass
die Datenverkehrsverwaltungsrichtlinie an-
gewendet werden soll,
Anwenden der Verkehrsverwaltungsrichtli-
nie auf den Datenfluss, um das zweite Da-
tenpaket an das zweiten Client-Gerät
(S1240) zu übertragen;
gekennzeichnet durch:

wenn die Identifikationstabelle eine
vorbestimmte Größe (S1420) über-
schreitet, Identifizieren eines zweiten
Eintrags der Identifikationstabelle, auf-
weisend das Feld für die Anzahl der ku-
mulativen Bytes mit einem niedrigsten
Wert, und
Entfernen des zweiten Eintrags aus der
Identifikationstabelle (S1430), als Re-
aktion auf die Feststellung, dass die
zweite IP-Adresse in dem ersten Ein-
trag ist, und
Bestimmen einer Eigenschaft des
zweiten Datenpakets, wobei die Eigen-
schaft eine Menge von Bytes in dem
zweiten Datenpaket und ein Zeitstem-
pel ist, der eine Zeit des Empfangs des
zweiten Datenpakets (S1110) anzeigt,
Aktualisieren eines Felds für die letzte
Aktivität des ersten Eintrags gemäß
dem Zeitstempel der Eigenschaft
(S1130), und
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Aktualisieren eines Feldes für die An-
zahl der kumulativen Bytes des ersten
Eintrags entsprechend der Menge der
Bytes der Eigenschaft (S1130).

2. Verfahren nach Anspruch 1, wobei, wenn eine Viel-
zahl von Einträgen in der Identifikationstabelle je-
weils Felder für die Anzahl der kumulativen Bytes
mit einem niedrigsten Wert aufweisen, das Identifi-
zieren des zweiten Eintrags der Identifikationstabel-
le das Identifizieren des zweiten Eintrags als den
Eintrag, der den frühesten aufgezeichneten Zeit-
punkt der letzten Aktivität unter der Vielzahl von Ein-
trägen, die jeweils Felder für die Anzahl der kumu-
lativen Bytes mit dem niedrigsten Wert (S1544) auf-
weisen, aufweist, umfasst.

3. Verfahren nach Anspruch 1, wobei das Verwalten
des Datenflusses das Veranlassen des Datenflus-
ses umfasst, über eine überschüssige Netzwerkka-
pazität eines Netzwerks an das zweite Benutzerge-
rät übertragen zu werden, wobei die überschüssige
Netzkapazität eine verfügbare Kapazität des Netzes
im Hinblick auf eine Gesamtkapazität des Netzes
und einer Gesamtnutzung des Netzes ist.

4. Verfahren nach Anspruch 1, wobei eine Nutzlast der
zweiten Daten verschlüsselt ist und wobei die zweite
IP-Adresse aus dem Header extrahiert wird, ohne
eine Entschlüsselung durchzuführen.

5. Verfahren nach Anspruch 1, wobei das Extrahieren
der IP-Adresse und des Hostnamens aus der DNS-
Antwort das Auslesen der IP-Adresse und des Host-
namens aus Resource Einträgen (RRs) in der DNS-
Antwort umfasst.

6. Verfahren nach Anspruch 5, wobei das Auslesen der
IP-Adresse und des Hostnamens aus RRs aus der
DNS-Antwort das Auslesen der IP-Adresse aus ei-
nem ’RDATA’-Feld der DNS-Antwort und das Aus-
lesen des Hostnamens aus einem "NAME"-Feld der
DNS-Antwort umfasst.

7. Ein System, das Folgendes umfasst: einen Prozes-
sor; und einen Speicher, der Programmbefehle spei-
chert, die, wenn sie vom Prozessor ausgeführt wer-
den, den ersten Prozessor veranlassen, das Verfah-
ren nach Anspruch 1 auszuführen.

8. Computerlesbares Speichermedium mit Befehlen,
die bei Ausführung durch einen Computer den Com-
puter veranlassen, das Verfahren nach Anspruch 1
auszuführen.

Revendications

1. Procédé, comprenant les étapes ci-dessous consis-
tant à :

intercepter un premier paquet de données trans-
mis d’un serveur de système de noms de do-
maine (DNS) à un premier dispositif client, le
premier paquet de données incluant une répon-
se de système DNS (S1512) ;
extraire (S1530) une première adresse de pro-
tocole Internet (IP) et un premier nom d’hôte à
partir de la réponse de système DNS ;
créer une première entrée dans une table
d’identification (S1542), chaque entrée de la ta-
ble d’identification inclut une adresse de proto-
cole IP, un nom d’hôte, un champ de dernière
heure d’activité et un champ de nombre d’octets
cumulés (600) ;
stocker la première adresse de protocole IP et
le premier nom d’hôte dans la première entrée
de la table d’identification (S1542) ;
intercepter un second paquet de données trans-
mis dans un flux de données d’un serveur de
contenu à un second dispositif client (S1210) ;
identifier une seconde adresse de protocole IP
dans un en-tête du second paquet de données,
la seconde adresse de protocole IP étant une
source du second paquet de données (S1220) ;
déterminer que la seconde adresse de protocole
IP se situe dans la première entrée en réponse
au fait que la première adresse de protocole IP
stockée dans la première entrée est identique à
la seconde adresse de protocole IP (S1230) ;
en réponse à une détermination selon laquelle
la seconde adresse de protocole IP se situe
dans la première entrée :

déterminer, sur la base du premier nom
d’hôte de la première entrée, si une politique
de gestion de trafic doit être appliquée au
flux de données (S1240) ; et
en réponse à une détermination selon la-
quelle la politique de gestion de trafic doit
être appliquée, appliquer la politique de
gestion de trafic au flux de données pour
livrer le second paquet de données au se-
cond dispositif client (S1240) ; caractérisé
par les étapes ci-dessous consistant à :

lorsque la table d’identification dépas-
se une taille prédéterminée (S1420),
identifier une seconde entrée de la ta-
ble d’identification présentant le champ
de nombre d’octets cumulés avec une
valeur la plus faible, et supprimer la se-
conde entrée de la table d’identification
(S1430) ;
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en réponse à une détermination selon
laquelle la seconde adresse de proto-
cole IP se situe dans la première
entrée :

déterminer une caractéristique du
second paquet de données, la ca-
ractéristique étant une quantité
d’octets dans le second paquet de
données, et une estampille tempo-
relle indiquant une heure de récep-
tion du second paquet de données
(S1110) ;
mettre à jour un champ de dernière
heure d’activité de la première en-
trée selon l’estampille temporelle
de la caractéristique (S1130) ; et
mettre à jour un champ de nombre
d’octets cumulés de la première
entrée selon la quantité d’octets de
la caractéristique (S1130).

2. Procédé selon la revendication 1, dans lequel l’étape
d’identification de la seconde entrée de la table
d’identification inclut l’étape consistant à, lorsqu’une
pluralité d’entrées dans la table d’identification pré-
sente des champs respectifs de nombre d’octets cu-
mulés présentant la valeur la plus faible, identifier,
en tant que la seconde entrée, une entrée présentant
la dernière heure d’activité la plus ancienne enregis-
trée parmi la pluralité d’entrées présentant des
champs respectifs de nombre d’octets cumulés pré-
sentant la valeur la plus faible (S1544).

3. Procédé selon la revendication 1, dans lequel l’étape
de gestion du flux de données inclut l’étape consis-
tant à amener le flux de données à être transféré au
second dispositif d’utilisateur sur une capacité de
réseau excédentaire d’un réseau, la capacité de ré-
seau excédentaire étant une capacité disponible du
réseau compte tenu d’une capacité totale du réseau
et d’une utilisation totale du réseau.

4. Procédé selon la revendication 1, dans lequel une
charge utile des secondes données est chiffrée ; et
dans lequel la seconde adresse de protocole IP est
extraite de l’en-tête sans mettre en oeuvre un dé-
chiffrement.

5. Procédé selon la revendication 1, dans lequel l’étape
d’extraction de l’adresse de protocole IP et du nom
d’hôte de la réponse de système DNS inclut l’étape
consistant à lire l’adresse de protocole IP et le nom
d’hôte à partir d’enregistrements de ressources (RR)
dans la réponse de système DNS.

6. Procédé selon la revendication 5, dans lequel l’étape
de lecture de l’adresse de protocole IP et du nom

d’hôte à partir d’enregistrements RR dans la réponse
de système DNS consiste à lire l’adresse de proto-
cole IP dans un champ « RDATA » de la réponse de
système DNS et à lire le nom d’hôte dans un champ
« NAME » de la réponse de système DNS.

7. Système, comprenant :

un processeur ; et
une mémoire stockant des instructions de pro-
gramme qui, lorsqu’elles sont exécutées par le
processeur, amènent le premier processeur à
mettre en oeuvre le procédé selon la revendica-
tion 1.

8. Support de stockage lisible par ordinateur compre-
nant des instructions qui, lorsqu’elles sont exécutées
par un ordinateur, amènent l’ordinateur à mettre en
oeuvre le procédé selon la revendication 1.
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