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GESTURE INPUT FOR HEAD-MOUNTED DEVICE
FIELD OF THE DISCLOSURE

[0001] The present disclosure relates to a gesture input for a head-mounted device and
more specifically to inverse head-movement gesture based on images captured by the head-

mounted device.

BACKGROUND

[0002] A head-mounted device may be configured to provide an augmented-reality (AR)
environment. The user may interact with the AR environment using a user interface (UI)
presented in a field of view (FOV) of the user. The interaction may require a gesture

performed by the user to move a cursor in the UL

SUMMARY

[0003] In at least one aspect, the present disclosure generally describes a mode of gesture
detection for a head-mounted device that does not rely on tactile sensing, eye-tracking, or
inertial measurements. Instead, images from a world-facing camera of the head worn device
may detect a motion of the head-mounted device by the apparent motion of otherwise
stationary landmarks defined in the images. The apparent motion of the stationary landmarks
may be analyzed over time (i.e., over images) to detect a head-turn gesture, which may be
used alone, or in combination with other gestures/inputs, to interact with the head-mounted

device.

[0004] In some aspects, the techniques described herein relate to a method for detecting a
gesture including: capturing a first image using a world-facing camera of a head-mounted
device; recognizing a stationary object in the first image; identifying a plurality of features on
the stationary object in the first image; capturing a second image using the world-facing
camera of the head-mounted device; locating the plurality of features in the second image;
processing the first image and the second image to determine a plurality of movements of the
plurality of features between the first image and the second image; detecting the gesture

based on the plurality of movements; and controlling a user-interface based on the gesture.

[0005] In some aspects, the techniques described herein relate to a head-mounted device
including: a world-facing camera configured to capture images of an environment from a

point-of-view (POV) of a user wearing the head-mounted device; a heads-up display (HUD)
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configured to present a user-interface to the user wearing the head-mounted device; and a
processor configured by software instructions to: receive a plurality of images from the
world-facing camera; recognize a stationary object in the plurality of images; determine a
movement of the stationary object in the plurality of images; detect a head-turn gesture based
on the movement of the stationary object in the plurality of images; and highlighting an item
in the user-interface presented on the HUD to indicate a selection of the item based on the

head-turn gesture.

[0006] The foregoing illustrative summary, as well as other exemplary objectives and/or
advantages of the disclosure, and the manner in which the same are accomplished, are further

explained within the following detailed description and its accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] FIG. 1A is a user-interface of a head-mounted device having a first item selected
based on a first head turn of a user according to a possible implementation of the present

disclosure.

[0008] FIG. 1B is the user-interface of a heads-mounted device, as in FIG. 1A, having a
second item selected based on a second head turn of a user according to a possible

implementation of the present disclosure.

[0009] FIG. 2 illustrates possible gestures for a user wearing a head-mounted device

according to possible implementations of the present disclosure.

[0010] FIG. 3 is a perspective view of a head-mounted device according to a possible

implementation of the present disclosure.

[0011] FIG. 4 is a system block diagram of a head-mounted device according to a

possible implementation of the present disclosure.

[0012] FIG. 5 is a state diagram illustrating possible gesture-detection modes of a head-

mounted device according to a possible implementation of the present disclosure.

[0013] FIG. 6 is a flowchart of a method for detecting a gesture for interaction with a
user-interface of head-mounted device according to a possible implementation of the present

disclosure.
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[0014] FIG. 7A illustrates a plurality of features of stationary objects in a first image
captured by a head-mounted device according to a possible implementation of the present

disclosure.

[0015] FIG. 7B illustrates the apparent movement of the plurality of features of stationary
objects in a second captured by a head-mounted device according to a possible

implementation of the present disclosure.

[0016] FIG. 8A illustrates a first apparent movement of a stationary object at a first range

according to a possible implementation of the present disclosure.

[0017] FIG. 8B illustrates a second apparent movement of a stationary object at a second

range according to a possible implementation of the present disclosure.

[0018] The components in the drawings are not necessarily to scale relative to each other.

Like reference numerals designate corresponding parts throughout the several views.

DETAILED DESCRIPTION

[0019] A head-mounted device (HMD), such as AR glasses, may be configured with a
variety of sensors to monitor a user and an environment of the user to provide an AR
environment. The AR environment may include a user interface and interaction with the user
interface may require detecting a gesture corresponding to a focus of the user. In some
implementations, it may be desirable for the accuracy of gesture detection to be
approximately 100%, but variations in the sensor, the environment, and/or the gesture itself

may make accurately detecting the gesture difficult.

[0020] An eye-tracking camera of the HMD may capture images of an eye (or eyes) of a
user to detect a gesture. For example, a focus (i.e., selection) of the user may be determined
by tracking the eye (or eyes) of the user in the captured images. Eye tracking may not be
accurate, or may not be possible, for all users, however, for a few reasons. First,
operation/appearance of the eye (or eyes) of the user may not accurately track a focus of the
user due to a condition of the user (e.g., amblyopia). Second, the eye-tracking camera may
not accurately capture images of the eye (or eyes) of the user due to a condition of the image
capture (e.g., obscuration). Third, an algorithm may not accurately recognize and convert
features (e.g., landmarks) of the eye into a focus position due to a condition of the HMD
(e.g., misalignment, bad calibration, etc.). Accordingly, eye-tracking using camera images

(i.e., vision) alone may not be useful in all gesturing scenarios.
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[0021] An inertial measurement unit (IMU) may capture movement of the head of the
user wearing the HMD to detect a gesture. For example, the focus (i.e., selection) of the user
may be determined from IMU sensor data if the head of the user can be tracked. Head
tracking may not be accurate for all users, however, for a few reasons. For example, when a
user is in a moving vehicle, the IMU may measure the movement of both the user and the
vehicle. As a result, movements corresponding to gestures may be obscured by other
movements. What is more, the sensitivity of the IMU sensors may require a movement of the
user performing the gesture to be uncomfortably large for the user. Accordingly, head-

tracking using the IMU alone may not be useful in all gesturing scenarios.

[0022] While a combination of eye tracking and head tracking can be used to improve
gesture detection, even this combination may not be useful in all gesturing scenarios. For
example, IMU/vision gesture sensing may require calibration, which can be affected by
changes in the HMD over time and/or its environment. The present disclosure describes a
gesture sensing approach that does not require an IMU or an eye tracking camera and can
therefor replace or supplement the gesture detection approaches (i.e., gesture-detection
modes) described above. The disclosed approach may have the technical advantage of
improving an overall accuracy of gesture detection, which can improve an AR experience for

a user.

[0023] As part of the AR experience, a Ul may be presented in a FOV of a user on a
heads-up display (i.e., HUD). The UI may include controls (e.g., buttons) that may be
interacted with to configure a function or response in the AR experience. Interacting with a
control may include selecting the control (e.g., highlighting the control) and then activating
the control (e.g., pressing the control). The present disclosure describes techniques for
interacting with the control that includes a gesture made by the user turning his/her head (i.e.,

head-turn gesture).

[0024] FIG. 1A is a user-interface of a head-mounted device having a first item selected
based on a first head turn of a user according to a possible implementation of the present
disclosure. The user interface 100 can be displayed in a heads-up display shown to a user
wearing the head-mounted device and can include messages for conveying information from
the HMD to the user and controls for conveying information from the user the HMD. As
shown, the messages can include a clock 110A indicating the time and a prompt 110B
requesting input from a user. As shown, the controls can include a microphone control 111,

which when activated, can be configured the HMD to collect sounds from a microphone of
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the HMD. The control can further include a camera control, which when activated can
configure the HMD to collect images from a camera of the HMD. Either control can be
selected (or no control can be selected) by a gesture. Because only two items may be
selected, the UI of FIG. 1A may be said to have a discrete cursor that can move between one

of two positions.

[0025] FIG. 1A includes a highlighted camera control 114 (i.e., selected camera control)
indicating that the camera control is selected. While various highlighting techniques may be
used, the camera control shown in FIG. 1A is surrounded by a circular graphic to indicate that
it is selected. The selection of the camera control is prompted by a head-turn of a user 101

wearing the HMD in a first direction 102 towards the camera control in the UL

[0026] FIG. 1B includes a highlighted microphone control 112 (i.e., selected microphone
control) and a camera control 113 that is not highlighted indicating that the microphone
control is selected, and the camera control is not selected. The selection of the microphone
control is prompted by a head-turn of a user 101 wearing the HMD in a second direction 103

towards the microphone control in the UL

[0027] FIG. 2 illustrates possible gestures for a user wearing a head-mounted device
according to possible implementations of the present disclosure. FIG. 2 illustrates a user
wearing a head-mounted device 210 on their head 200. The head-mounted device may be
configured to detect a head-turn gesture corresponding to movements of the head 200 of the

user.

[0028] The head-turn gesture may include a direction. For example, a head-turn gesture
may be rotation around a first axis 201, which can be sensed as a UP-to-DOWN head-turn
gesture or as a DOWN-to-UP head-turn gesture. In another example, a head-turn gesture
may be rotation around a second axis 202, which can be sensed (i.e., detected) as a RIGHT-
to-LEFT head-turn gesture or as a LEFT-to-RIGHT head-turn gesture. Other directions
exists (e.g., UPPER-RIGHT-to-LOWER-LEFT, UPPER-LEFT-to-LOWER-RIGHT,
LOWER-RIGHT-to-UPPER-LEFT, LOWER-LEFT-to-UPPER-RIGHT, etc.) and a head-
turn gesture may be defined for any of these directions. Further, a head-turn gesture may be a
combination of these directions. The direction of a head-turn gesture may be aligned with a

direction on the user-interface to facilitate the interaction illustrated by FIGS. 1A-1B.

[0029] The head-turn gesture may include a magnitude. For example, a first angle of

rotation around the first axis 201 may correspond to a magnitude of an UP/DOWN head-turn
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gesture, and a second angle of rotation around the second axis 202 may correspond to a
magnitude of a RIGHT/LEFT head-turn gesture, where larger angles correspond to larger
head-turn gestures. Detection of a head-turn gesture may include comparing a magnitude of
the head-turn gesture to a threshold. For example, when the magnitude of the head-turn
gesture is above a threshold then a head-turn gesture may be detected, otherwise the head-
turn gesture may not be detected. The threshold may be settable and/or adjustable. For
example, a user may initially train a threshold as part of a gesture-detection setup process in
which the user is prompted to perform head-turn gestures to set the threshold level (i.e.,
sensitivity) of the head-turn gesture detection. Additionally, or alternatively the user may be
provided with a control to adjust the threshold level (i.e., sensitivity) of the head-turn gesture

detection.

[0030] A detected head-turn gesture may be combined with another gesture to activate a
function of the HMD. For example, while the head-turn gesture may be sufficient to select a
control on a user-interface another gesture may be necessary to activate the selected control.
In a possible implementation, a tap gesture may be performed while an item (i.e., control) is
highlighted (i.e., selected) in the UI and then activating the highlighted item based on the tap
gesture. As shown in FIG. 2, a tap gesture may include a user momentarily pressing a finger

220 to a side 221 of the head-mounted device 210.

[0031] FIG. 3 is a perspective view of a head-mounted device according to a possible
implementation of the present disclosure. As shown, the head-mounted device may be
implemented as smart glasses configured for augmented reality (i.e., augmented reality (AR)
glasses). The AR glasses 300 can be configured to be worn on the head and face of a user.
The AR glasses 300 include a right earpiece 301 and a left earpiece 302 that are supported by
the ears of auser. The AR glasses 300 further include a bridge portion 303 that is supported
by the nose of the user so that a left lens 304 and a right lens 305 can be positioned in front a
left eye of the user and a right eye of the user respectively. The portions of the AR glasses
300 can be collectively referred to as the frame of the AR glasses. The frame of the AR
glasses can contain electronics to enable function. For example, the frame may include a
battery, a processor, a memory (e.g., non-transitory computer readable medium), electronics
to support sensors (e.g., cameras, depth sensors, etc.), at least one position sensor (e.g., an
inertial measurement unit) and interface devices (e.g., speakers, display, network adapter,
etc.). The AR glasses may display and sense an environment relative to a coordinate system

330. The coordinate system 330 can be aligned with the head of a user wearing the AR
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glasses. For example, the eyes of the user may be along a line in a horizontal (e.g.,

LEFT/RIGHT, X-axis) direction of the coordinate system 330.

[0032] A user wearing the AR glasses 300 can experience information displayed in an
area corresponding to the lens (or lenses) so that the user can view virtual elements within
their natural field of view. Accordingly, the AR glasses 300 can further include a heads-up
display (i.e., HUD) configured to display visual information at a lens (or lenses) of the AR
glasses. As shown, the heads-up display may present AR data (e.g., images, graphics, text,
icons, etc.) on a portion 315 of a lens (or lenses) of the AR glasses so that a user may view
the AR data as the user looks through a lens of the AR glasses. In this way, the AR data can
overlap with the user’s view of the environment. In a possible implementation, the portion
315 can correspond to (i.e., substantially match) area(s) of the right lens 305 and/or left lens

304.

[0033] The AR glasses 300 can include an IMU that is configured to track motion of the
head of a user wearing the AR glasses. The IMU may be disposed within the frame of the
AR glasses and aligned with the coordinate system 330 of the AR glasses 300.

[0034] The AR glasses 300 can include a first camera 310 that is directed to a first
camera field-of-view that overlaps with the natural field-of-view of the eyes of the user when
the glasses are worn. In other words, the first camera 310 (i.e., world-facing camera) can
capture images of a view aligned with a point-of-view (POV) of a user (i.e., an egocentric

view of the user).

[0035] In a possible implementation, the AR glasses 300 can further include a depth
sensor 311. The depth sensor 311 may be implemented as a second camera that is directed to
a second field-of-view that overlaps with the natural field-of-view of the eyes of a user when
the glasses are worn. The second camera and the first camera 310 may be configured to
capture stereoscopic images of the field of view of the user that include depth information
about objects in the field of view of the user. The depth information may be generated using
visual odometry and used as part of the camera measurement corresponding to the motion of
the head-mounted device. In other implementations the depth sensor 311 can be
implemented as another type of depth (i.e., range) sensing device, including (but not limited
to) a structured light depth sensor or a lidar depth sensor. The depth sensor 311 can be

configured to capture a depth image corresponding to the field-of-view of the user. The
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depth image includes pixels having pixel values that correspond to depths (i.e., ranges) to

objects measured at positions corresponding to the pixel positions in the depth image.

[0036] In a possible implementation, the AR glasses 300 can further include an
illuminator 312 to help the imaging and/or depth sensing. For example, the illuminator 312
can be implemented as an infra-red (IR) projector configured to transmit IR light (e.g., near-
infra-red light) into the environment of the user to help the first camera 310 capture images

and/or the depth sensor 311 to determine a range of an object.

[0037] The AR glasses 300 can further include an eye-tracking sensor. The eye tracking
sensor can include a right-eye camera and/or a left-eye camera 321. As shown, a left-eye
camera 321 can be located in a portion of the frame so that a left FOV 323 of the left-eye

camera 321 includes the left eye of the user when the AR glasses are worn.

[0038] The AR glasses 300 can further include one or more microphones. The one or
more microphones can be spaced apart on the frames of the AR glasses. As shown in FIG. 3,
the AR glasses can include a first microphone 331 and a second microphone 332. The
microphones may be configured to operate together as a microphone array. The microphone
array can be configured to apply sound localization to determine directions of the sounds

relative to the AR glasses.

[0039] The AR glasses may further include a left speaker 341 and a right speaker 342
configured to transmit audio to the user. Additionally, or alternatively, transmitting audio to
a user may include transmitting the audio over a wireless communication link 345 to a
listening device (e.g., hearing aid, earbud, etc.). For example, the AR glasses may transmit

audio to a left wireless earbud 346 and to a right earbud 347.

[0040] FIG. 4 is a system block diagram of a head-mounted device according to a
possible implementation of the present disclosure. As mentioned, the head-mounted device
400 (i.e., head-worn device) may be implemented as smart glasses worn by a user. Ina
possible implementation, the smart glasses may provide a user with (and enable a user to
interact with) an augmented reality (AR) environment. In these implementations, the smart
glasses may be referred to as AR glasses. While AR glasses are not the only possible head-
mounted device that can be implemented using the disclosed systems and methods (e.g.,
virtual reality headset), the disclosure may refer to the AR glasses implementation as the

head-mounted device throughout the disclosure.



WO 2024/129121 PCT/US2022/081530

[0041] The head-mounted device 400 may be worn on the head of a user (i.e., wearer)
and can be configured to monitor a position and orientation (i.e., pose) of the head of the
user. Additionally, the head-mounted device 400 may be configured to monitor the
environment of the user. The head-mounted device may be further configured to determine a
frame coordinate system based on the pose of the user and a world coordinate system based
on the environment of the user. The relationship between the frame coordinate system and
the world coordinate system may be used to visually anchor digital objects to real objects in
the environment. The digital objects may be displayed to a user in a heads-up display. For
these functions the head-mounted device 400 may include a variety of sensors and

subsystems.

[0042] The head-mounted device 400 may include a world-facing camera 410. The
world-facing camera (i.e., front-facing camera) may be configured to capture images of a
front field-of-view 415. The front field-of-view 415 may be aligned with a user’s field of
view so that the front-facing camera captures images from a point-of-view of the user. The
camera may be a color camera based on a charge coupled device (CCD) or complementary

metal oxide semiconductor (CMOS) sensor.

[0043] The head-mounted device 400 may further include an eye-tracking camera 420 (or
cameras). The eye tracking camera may be configured to capture images of an eye field-of-
view 425. The eye field of view 425 may be aligned with an eye of the user so that the eye-
tracking camera 420 captures images of the user’s eye. The eye images may be analyzed to
determine a gaze direction of a user, which may be included in analysis to refine the frame
coordinate system to better align with a direction in which the user is looking. When the
head-mounted device 400 is implemented as smart glasses, the eye-tracking camera 420 may
be integrated with a portion of a frame of the glasses surrounding a lens to directly image the
eye. In a possible implementation the head-mounted device 400 includes an eye-tracking

camera 420 for each eye and a gaze direction may be based on the images of both eyes.

[0044] The head-mounted device 400 may further include a depth sensor 416 (i.e., range
detector) configured to measure a range of objects in (at least) the front-field-of-view 415 and
an illuminator configured to transmit light (e.g., near infra-red light) into (at least) the front

field-of-view 415 to aid function of the world-facing camera 410 and/or the depth sensor 416.

[0045] The head-mounted device 400 may further include location sensors 430. The

location sensors may be configured to determine a position of the head-mounted device (i.e.,
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the user) on the planet, in a building (or other designated area), or relative to another device.
For this, the head-mounted device 400 may communicate with other devices over a wireless
communication link 435. For example, a user’s position may be determined within a building
based on communication between the head-mounted device 400 and a wireless router 431 or
indoor positioning unit. In another example, a user’s position may be determined on the
planet based on a global positioning system (GPS) link between the head-mounted device
400 and a GPS satellite 432 (e.g., a plurality of GPS satellites). In another example, a user’s
position may be determined relative to a device (e.g., mobile phone 433) based on ultra-wide
band (UWB) communication or Bluetooth communication between the mobile phone 433

and the location sensors 430.

[0046] The head-mounted device 400 may further include a display 440. For example,
the display 440 may be a heads-up display (i.e., HUD) displayed on a portion (e.g., the entire
portion) of a lens of AR glasses. In a possible implementation, a projector positioned in a
frame arm of the glasses may project light to a surface of a lens, where it is reflected to an
eye of the user. In another possible implementation, the head-mounted device 400 may

include a display for each eye.

[0047] The head-mounted device 400 may further include a battery 450. The battery may
be configured to provide energy to the subsystems, modules, and devices of the head-
mounted device 400 to enable their operation. The battery may be rechargeable and have an
operating life (e.g., lifetime) between charges. The head-mounted device 400 may include

circuitry or software to monitor a battery level of the battery 450.

[0048] The head-mounted device 400 may further include a communication interface
460. The communication interface may be configured to communicate information digitally
over a wireless communication link (e.g., WiFi, Bluetooth, etc.). For example, the head-
mounted device 400 may be communicatively coupled to a network 461 (i.e., the cloud) or a
device (e.g., the mobile phone 433) over a wireless communication link 435. The wireless
communication link may allow operations of a computer-implemented method to be divided
between devices (i.e., split-processing). Additionally, the communication link may allow a
device to communicate a condition, such as a battery level or a power mode (e.g., low-power
mode). In this regard, devices communicatively coupled to the head-mounted device 400
may be considered as accessories to the head-mounted device 400 and therefore each may be
referred to as an accessory device. In a possible implementation, an accessory device (e.g.,

mobile phone 433, tablet) may be configured to detect a gesture and then communicate this

10
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detection to the head-mounted device 400 to trigger a response from the head-mounted

device 400.

[0049] The head-mounted device 400 may further include a memory 470. The memory
may be a non-transitory computer readable medium (i.e., CRM). The memory may be
configured to store a computer program product. The computer program can instruct a
processor to perform computer implemented methods (i.e., computer programs). These
computer programs (also known as modules, programs, software, software applications or
code) include machine instructions for a programmable processor and can be implemented in
a high-level procedural and/or object-oriented programming language, and/or in
assembly/machine language. As used herein, the terms “machine-readable medium” or
“computer-readable medium” refers to any computer program product, apparatus and/or
device (e.g., magnetic discs, optical disks, memory, Programmable Logic Devices (PLDs))
used to provide machine instructions and/or data to a programmable processor, including a
machine-readable medium that receives machine instructions as a machine-readable signal.
The term “machine-readable signal” refers to any signal used to provide machine instructions

and/or data to a programmable processor.

[0050] The head-mounted device 400 may further include a processor 480. The
processor may be configured to carry out instructions (e.g., software, applications, etc.) to
configure the functions of the head-mounted device 400. In a possible implementation the
processor may include multiple processor cores. In a possible implementation, the head-
mounted computing device may include multiple processors. In a possible implementation,

processing for the head-mounted computing device may be carried out over a network 461.

[0051] The head-mounted device 400 may further include an inertial measurement unit
(IMU 490). The IMU may include a plurality of sensor modules to determine its position,
orientation, and/or movement. The IMU may have a frame coordinate system (X,Y,Z) and
each sensor module may output values relative to each direction of the frame coordinate

system.

[0052] The head-mounted device 400 may further include a light sensor 499 configured
to measure an ambient light level. In a possible implementation the light sensor 499 output
may trigger a low-light condition when the measured ambient light is at or below a low-light
threshold. In a possible implementation, the low-light condition can trigger the illuminator

417.

11
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[0053] The head-mounted device may be configured to detect gestures based on images
of the environment from a point-of-view (POV) of the user captured by the world-facing
camera. This mode of gesture detection may be referred to as a world-image gesture-
detection mode. This mode of gesture detection may not require eye-tracking or inertial
measurements, which may be advantageous in certain circumstances. This mode of gesture
detection, however, may not be optimal for all operating conditions. Accordingly, in a
possible implementation, the head-mounted device may be configured to detect gestures in

different modes based on conditions.

[0054] FIG. 5 is a state diagram illustrating possible gesture-detection modes of a head-
mounted device according to a possible implementation of the present disclosure. The head-
mounted device may be configured to change between three gesture-detection modes. The
head-mounted device may be configured in an eye-tracking gesture-detection mode 520. In
this mode, the positions of the eye (or eyes) may be sensed and measured to perform a

selection of an item in a user interface (e.g., see FIGS. 1A-1B).

[0055] In the eye-tracking gesture-detection mode 520, a tracking condition 515 (i.e,,
quality) of the eye-tracking may be monitored. If the tracking condition indicates that eye
tracking is inaccurate/impossible then a gesture-detection of the head-mounted device may
change from the eye-tracking gesture-detection mode 520 to the world-image gesture-
detection mode 510. For example, this change may occur when the eye-tracking camera is
blocked/damaged, when a user’s eye is patched, or the like. When the tracking condition 515
is restored (e.g., eye-tracking has an accuracy above a threshold), then the head-mounted
device may change its gesture-detection from the world-image gesture-detection mode 510 to

the eye-tracking gesture-detection mode 520.

[0056] In the world-image gesture-detection mode 510, a low-light condition 525 may be
monitored. For example, an ambient light sensor may be used to detect when the ambient
light is below a threshold. Alternatively, images captured by the world facing camera may be
analyzed to detect that low-light condition 525 exists. When the low-light condition 525 is
detected, then the head-mounted device may change the gesture-detection mode from the
world-image gesture-detection mode 510 to an IMU gesture-detection mode 530. In this
mode, head-turn gestures may be based on a plurality of movements measured by the IMU.
The lighting is restored above the low-light condition (i.e., made brighter) then the head-
mounted device may change its gesture-detection from the IMU gesture-detection mode 530

to the world-image gesture-detection mode.
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[0057] FIG. 6 is a flowchart of a method for detecting a gesture for interaction with a
user-interface of head-mounted device according to a possible implementation of the present
disclosure. For example, the method shown in FIG 6 may be implemented by the head-

mounted device while in the world-image gesture-detection mode 510.

[0058] The method 600 includes capturing 610 a plurality of images using a world-facing
camera of the head-mounted device. The plurality of images may be images captured in a
sequence of a video stream. For example, a first image may be captured at a first time and a
second image may be captured at a second time that is after the first time. The time between
the images may be selected based on an expected rate of movement corresponding to a head-

turn gesture so that the images capture the motion.

[0059] The method 600 further includes recognizing 620 a stationary object in the
plurality of images. Recognizing the stationary object may include processing the images to
recognize 621 (i.e., classify) objects. For example, an image of an outdoor environment may
be analyzed to recognize objects as buildings, street signs, cars, people, etc., while an image
of an indoor environment may be analyzed to recognize objects as chairs, sofas, people, etc..
The recognition of an object may help classify the object as likely moving or likely not
moving. For example, a person recognized in an image may be determines as likely moving
based on the person’s stance (e.g., walking stance) in the image, while a street signal may be
determined as likely not moving (i.e., stationary) inherently. In a possible implementation,
the images may be segmented 622 to remove portions that include objects likely moving. For
example, a road recognized in the images may be removed because all objects in the road are
likely moving. This may make recognizing a stationary object (or objects) in the plurality of

images easier.

[0060] In a possible implementation, the recognition uses a neural network trained to
recognize objects in images. What is more, it is also possible to turn the head movement
estimation problem into a supervised learning problem. In a possible implementation, a first
image taken at a first time (i.e., image (t)) and a second image captured at a second time (i.e.,
image (t+N)) are inputs to the neural network, with the output being a direct estimation of
the rotational angle of a head-turn gesture. While possible, this approach can require a large
amount of training data as the differential image properties will depend completely on the
scene itself. Accordingly, it may be advantageous in some implementations to simplify the
movement determination by identifying features (i.e., landmarks) in the image and tracking

their relative movement (in pixels) over time (i.e., between images).
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[0061] The method 600 further includes determining 630 (apparent) movement of the
recognized stationary object in the plurality of images. This may include analyzing 631 the
images to locate pixel positions of plurality of features (e.g., edges, points, corners, shapes,
patterns, words etc.) of the stationary object(s) in a first image at a first time and locating
pixel positions of the plurality of features of the stationary objects(s) in a second image at a
second time and determining a head movement based on the relative change in the locations

(i.e., pixel positions between the images).

[0062] FIG. 7A illustrates a plurality of features of stationary objects in a first image
captured by a head-mounted device according to a possible implementation of the present
disclosure. A first image 711 captured by a head-mounted device while the head 710 of a
user (i.e., wearer) is in a first position. The first image 711 is taken at a first time (t1). A
plurality of stationary landmarks are located in the first image 711. For example, a tree is
recognized in the first image 711, and a first feature (e.g., bark pattern) on the tree is located
at a first pixel location 701A in the first image 711. A fence is recognized in the first image
711, and a second feature (e.g., top of post) on the fence is located at a second pixel location
702A in the first image 711. A road is recognized in the first image 711, and a third feature
(e.g., edge) on the road is located at a third pixel location 703A in the first image 711.

[0063] FIG. 7B illustrates the apparent movement of the plurality of features of stationary
objects in a second captured by a head-mounted device according to a possible
implementation of the present disclosure. A second image 712 captured by a head-mounted
device while the head 710 of a user (i.e., wearer) is in a second position. The second position
is rotated by an angle (0) relative to the first position. The second image 712 is taken at a
second time (t2), which is a period after the first time (t1). The plurality of stationary
landmarks are located in the second image 712 and compared to their corresponding locations
in the first image 711. For example, the first feature (e.g., bark pattern) on the tree is
identified and determined to be at a first pixel location 701B in the second image 712. The
second feature (e.g., top of post) on the fence is identified and determined to be at a second
pixel location 702B in the second image 712. The third feature (e.g., edge) on the road is
identified and determined to be at a third pixel location 703B in the second image 712.

[0064] A first optical-flow vector may be computed between the first pixel location 701A
in the first image and the first pixel location 701B in the second image. A second optical-flow
vector may be computed between the second pixel location 702A in the first image and the

second pixel location 702B in the second image. A third optical-flow vector may be
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computed between the third pixel location 703 A in the first image and the third pixel location

703B in the second image.

[0065] The optical-flow vector can collectively define a movement. Each optical-flow
vector may have a magnitude measured as a pixel length and a direction measured as angle
relative to an axis, or edge (e.g., horizontal, vertical), of the images. A head-turn gesture may
be detected based on the magnitude (e.g., average magnitude) of the optical-flow vectors. A
head-turn gesture may also be detected based on a direction (e.g., average direction) of the
optical-flow vectors. The direction of the optical-flow vectors is opposite a movement
direction 705 of the head 710 of the user. Detection of the head-turn gesture may also be
aided by additional analysis of the optical-flow vectors. For example, variation between the

optical-flow vectors may help to determine a head-turn gesture from other movement.

[0066] Returning to FIG. 6, the method 600 further includes detecting 640 a head-turn
gesture based on the (apparent) movement of the stationary object in the plurality of images.
This may include determining the magnitude and direction of the movement, as described
above. The gesture may be determined by comparing 642 the magnitude to a threshold (e.g.,
10 pixels) and detecting the gesture based on the comparison. As mentioned, the threshold
may be adjusted. Accordingly, in a possible implementation the method 600 further includes

adjusting the sensitivity 643 of the detection (i.e., adjusting the level of the threshold).

[0067] The magnitude of the apparent movement of a stationary object measured in the
images may be related to the range between the head-mounted device and the (stationary)
object in the image. Accordingly, detecting the head-turn gesture may include estimating 641
a range to the stationary object and then adjusting the threshold for detection and/or the

magnitude of the movement based on the range.

[0068] FIG. 8A illustrates a first apparent movement of a stationary object at a first range
according to a possible implementation of the present disclosure. A field of view in a first
position 801A captures an image of a first object 821 at a first range 811. When the field of
view is rotated to a second position 801B the first object 821 appears to move by a first

distance 831.

[0069] FIG. 8B illustrates a second apparent movement of a stationary object at a second
range according to a possible implementation of the present disclosure. A field of view in a

first position 802A captures an image of a second object 822 at a first range 812. When the
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field of view is rotated to a second position 802B the second object 822 appears to move by a

second distance 832.

[0070] The second distance 832 is larger than the first distance 831 even though the
rotations of the fields-of-view are the same. Accordingly, precisely determining a head-turn
magnitude may require knowledge of the range of the stationary object used to measure the
head-turn. It should be noted that if the first distance 831 and the second distance 832 are
both greater than a threshold then a head-turn gesture could be detected without knowing first

distance 831 or second distance 832 exactly.

[0071] Returning to FIG. 6, the method includes highlighting 650 (i.e., selecting) an item
(e.g., control) in the user interface to indicate a selection of the item based on the head-turn
gesture. In a possible implementation, the method 600 may further include receiving 660 an
additional gesture (e.g., a tap gesture) while the item is highlighted in the user-interface to

activate the item (e.g., press a button).
[0072] In the following, some examples of the disclosure are described.

[0073] Example 1. A method for detecting a gesture comprising: capturing a first image
using a world-facing camera of a head-mounted device; recognizing a stationary object in the
first image; identifying a plurality of features on the stationary object in the first image;
capturing a second image using the world-facing camera of the head-mounted device;
locating the plurality of features in the second image; processing the first image and the
second image to determine a plurality of movements of the plurality of features between the
first image and the second image; detecting the gesture based on the plurality of movements;

and controlling a user-interface based on the gesture.

[0074] Example 2. The method as in example 1, where detecting the gesture based on the
plurality of movements of the plurality of features between the first image and the second
image includes: determining a magnitude of a head-turn gesture based on the plurality of

movements.

[0075] Example 3. The method as in example 2, where determining the magnitude of the
head-turn gesture based on the plurality of movements includes: estimating a range to the

stationary object.

[0076] Example 4. The method as in example 2, where detecting the gesture based on the

plurality of movements of the plurality of features between the first image and the second
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image includes: comparing the magnitude of the head-turn gesture to a threshold to obtain a

comparison; and detecting the head-turn gesture based on the comparison.

[0077] Example 5. The method as in example 2, where detecting the gesture based on the
plurality of movements of the plurality of features between the first image and the second
image includes: receiving a sensitivity adjustment from a user; adjusting a threshold based on
the sensitivity adjustment to obtain an adjusted threshold; comparing the magnitude of the
head-turn gesture to the adjusted threshold to obtain a comparison; and detecting the head-

turn gesture based on the comparison.

[0078] Example 6. The method as in example 1, where processing the first image and the
second image to determine the plurality of movements of the plurality of features includes:
generating optical-flow vectors based on the plurality of features in the first image and the
plurality of features in the second image; and determining a head-turn gesture based on the
optical-flow vectors, the head-turn gesture including a direction of the head-turn gesture and

a magnitude of the head-turn gesture.

[0079] Example 7. The method as in example 6, where controlling the user-interface
based on the gesture includes: relating the head-turn gesture to a plurality of controls on the
user-interface; and selecting a control of the plurality of controls based on the head-turn

gesture.

[0080] Example 8. The method as in example 7, where selecting the control of the
plurality of controls based on the gesture includes: generating a graphic to generate a

highlighted control in the user-interface.

[0081] Example 9. The method as in example 8, further including: activating the
highlighted control by tapping the head-mounted device.

[0082] Example 10. The method as in example 1, where processing the first image and
the second image to determine a plurality of movement of the plurality of features includes:
inputting the first image and the second image to a neural network configured to output an

estimate of a head-turn gesture including a direction and a magnitude.

[0083] Example 11. The method as in example 1, where processing the first image and
the second image to determine the plurality of movements of the plurality of features between
the first image and the second image includes: transmitting the plurality of features of the
first image and the second image from the head-mounted device to a computing device to

determine the plurality of movements at the computing device.
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[0084] Example 12. The method as in example 1, where recognizing the stationary object
in the first image includes: identifying a plurality of objects in the first image; classifying the
plurality of objects to recognize objects that are likely moving; segmenting the first image to
create a segmented image in which portions of the first image including the objects
recognized as likely moving are removed; and recognizing the stationary object in the

segmented image.

[0085] Example 13. A head-mounted device comprising: a world-facing camera
configured to capture images of an environment from a point-of-view (POV) of a user
wearing the head-mounted device; a heads-up display (HUD) configured to present a user-
interface to the user wearing the head-mounted device; and a processor configured by
software instructions to: receive a plurality of images from the world-facing camera;
recognize a stationary object in the plurality of images; determine a movement of the
stationary object in the plurality of images; detect a head-turn gesture based on the movement
of the stationary object in the plurality of images; and highlighting an item in the user-
interface presented on the HUD to indicate a selection of the item based on the head-turn

gesture.

[0086] Example 14. The head-mounted device as in example 13, further including an
inertial measurement unit (IMU) and an ambient-light detector, wherein the processor is
configured to: detecting a low-light condition based on an output of the ambient-light
detector; change a gesture-detection mode of the head-mounted device from a world-image
gesture-detection mode to an IMU gesture-detection mode based on the low-light condition;
and detect the head-turn gesture in the IMU gesture-detection mode based on a plurality of

movements measured by the IMU.

[0087] Example 15. The head-mounted device as in example 13, further including an eye-
tracking camera, wherein the processor is configured to: detecting a tracking condition based
on an output of the eye-tracking camera; change a gesture-detection mode of the head-
mounted device from a world-image gesture-detection mode to an eye-tracking gesture-
detection mode based on the tracking condition; and detect the head-turn gesture in the eye-
tracking gesture-detection mode based on a plurality of eye movements measured by the eye-

tracking camera.

[0088] Example 16. The head-mounted device as in example 13, where the head-mounted

device includes a depth sensor configured to detect a range of the stationary object, wherein
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to detect the head-turn gesture based on the movement, the processor is configured to:
determine a magnitude of the head-turn gesture based on the movement of the stationary

object in the plurality of images and the range of the stationary object.

[0089] Example 17. The head-mounted device as in example 13, where the processor is
further configured to: receive a tap gesture while the item is highlighted in the user-interface;

and activate the item highlighted in the user-interface based on the tap gesture.

[0090] Example 18. The head-mounted device as in example 13, where to detect the
head-turn gesture based on the movement of the stationary object in the plurality of images,
the processor is further configured to: determine an amplitude of the head-turn gesture based
on the movement of the stationary object; compare the amplitude of the head-turn gesture to a

threshold to obtain a comparison; and detect the head-turn gesture based on the comparison.

[0091] Example 19. The head-mounted device as in example 18, where the threshold is

adjustable by the user of the head-mounted device.

[0092] Example 20. The head-mounted device as in example 13, where the head-mounted

device is augmented-reality glasses.

[0093] In the specification and/or figures, typical embodiments have been disclosed. The
present disclosure is not limited to such exemplary embodiments. The use of the term
“and/or” includes any and all combinations of one or more of the associated listed items. The
figures are schematic representations and so are not necessarily drawn to scale. Unless
otherwise noted, specific terms have been used in a generic and descriptive sense and not for

purposes of limitation.

[0094] Some implementations may be implemented using various semiconductor
processing and/or packaging techniques. Some implementations may be implemented using
various types of semiconductor processing techniques associated with semiconductor
substrates including, but not limited to, for example, Silicon (Si), Gallium Arsenide (GaAs),

Gallium Nitride (GaN), Silicon Carbide (SiC) and/or so forth.

[0095] While certain features of the described implementations have been illustrated as
described herein, many modifications, substitutions, changes and equivalents will now occur
to those skilled in the art. It is, therefore, to be understood that the appended claims are
intended to cover all such modifications and changes as fall within the scope of the
implementations. It should be understood that they have been presented by way of example

only, not limitation, and various changes in form and details may be made. Any portion of
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the apparatus and/or methods described herein may be combined in any combination, except
mutually exclusive combinations. The implementations described herein can include various
combinations and/or sub-combinations of the functions, components and/or features of the

different implementations described.

[0096] It will be understood that, in the foregoing description, when an element is
referred to as being on, connected to, electrically connected to, coupled to, or electrically
coupled to another element, it may be directly on, connected or coupled to the other element,
or one or more intervening elements may be present. In contrast, when an element is referred
to as being directly on, directly connected to or directly coupled to another element, there are
no intervening elements present. Although the terms directly on, directly connected to, or
directly coupled to may not be used throughout the detailed description, elements that are
shown as being directly on, directly connected or directly coupled can be referred to as such.
The claims of the application, if any, may be amended to recite exemplary relationships

described in the specification or shown in the figures.

[0097] As used in this specification, a singular form may, unless definitely indicating a
particular case in terms of the context, include a plural form. Spatially relative terms (e.g.,
over, above, upper, under, beneath, below, lower, and so forth) are intended to encompass
different orientations of the device in use or operation in addition to the orientation depicted
in the figures. In some implementations, the relative terms above and below can,
respectively, include vertically above and vertically below. In some implementations, the

term adjacent can include laterally adjacent to or horizontally adjacent to.

20



WO 2024/129121 PCT/US2022/081530

CLAIMS

A method for detecting a gesture comprising:

capturing a first image using a world-facing camera of a head-mounted device;

recognizing a stationary object in the first image;

identifying a plurality of features on the stationary object in the first image;

capturing a second image using the world-facing camera of the head-mounted device;

locating the plurality of features in the second image;

processing the first image and the second image to determine a plurality of movements
of the plurality of features between the first image and the second image;

detecting the gesture based on the plurality of movements; and

controlling a user-interface based on the gesture.

The method according to claim 1, wherein detecting the gesture based on the plurality
of movements of the plurality of features between the first image and the second image
includes:

determining a magnitude of a head-turn gesture based on the plurality of movements.

The method according to claim 2, wherein determining the magnitude of the head-turn
gesture based on the plurality of movements includes:

estimating a range to the stationary object.

The method according to claim 2 or 3, wherein detecting the gesture based on the

plurality of movements of the plurality of features between the first image and the

second image includes:

comparing the magnitude of the head-turn gesture to a threshold to obtain a comparison;
and

detecting the head-turn gesture based on the comparison.
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The method according to claim 2 or 3, wherein detecting the gesture based on the

plurality of movements of the plurality of features between the first image and the

second image includes:

receiving a sensitivity adjustment from a user;

adjusting a threshold based on the sensitivity adjustment to obtain an adjusted
threshold;

comparing the magnitude of the head-turn gesture to the adjusted threshold to obtain a
comparison; and

detecting the head-turn gesture based on the comparison.

The method according to any of claims 1 to 5, wherein processing the first image and

the second image to determine the plurality of movements of the plurality of features

includes:

generating optical-flow vectors based on the plurality of features in the first image and
the plurality of features in the second image; and

determining a head-turn gesture based on the optical-flow vectors, the head-turn gesture
including a direction of the head-turn gesture and a magnitude of the head-turn

gesture.

The method according to claim 6, wherein controlling the user-interface based on the
gesture includes:
relating the head-turn gesture to a plurality of controls on the user-interface; and

selecting a control of the plurality of controls based on the head-turn gesture.

The method according to claim 7, wherein selecting the control of the plurality of
controls based on the gesture includes:

generating a graphic to generate a highlighted control in the user-interface.

The method according to claim 8, further including:

activating the highlighted control by tapping the head-mounted device.
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The method according to any of claims 1 to 9, wherein processing the first image and
the second image to determine a plurality of movement of the plurality of features
includes:

inputting the first image and the second image to a neural network configured to output

an estimate of a head-turn gesture including a direction and a magnitude.

The method according to any of claims 1 to 10, wherein processing the first image and

the second image to determine the plurality of movements of the plurality of features

between the first image and the second image includes:

transmitting the plurality of features of the first image and the second image from the
head-mounted device to a computing device to determine the plurality of

movements at the computing device.

The method according to any of claims 1 to 11, wherein recognizing the stationary

object in the first image includes:

identifying a plurality of objects in the first image;

classifying the plurality of objects to recognize objects that are likely moving;

segmenting the first image to create a segmented image in which portions of the first
image including the objects recognized as likely moving are removed; and

recognizing the stationary object in the segmented image.
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A head-mounted device comprising:
a world-facing camera configured to capture images of an environment from a point-of-
view (POV) of a user wearing the head-mounted device;
a heads-up display (HUD) configured to present a user-interface to the user wearing the
head-mounted device; and
a processor configured by software instructions to:
receive a plurality of images from the world-facing camera;
recognize a stationary object in the plurality of images;
determine a movement of the stationary object in the plurality of images;
detect a head-turn gesture based on the movement of the stationary object in the
plurality of images; and
highlighting an item in the user-interface presented on the HUD to indicate a

selection of the item based on the head-turn gesture.

The head-mounted device according to claim 13, further including an inertial

measurement unit (IMU) and an ambient-light detector, wherein the processor is

configured to:

detecting a low-light condition based on an output of the ambient-light detector;

change a gesture-detection mode of the head-mounted device from a world-image
gesture-detection mode to an IMU gesture-detection mode based on the low-light
condition; and

detect the head-turn gesture in the IMU gesture-detection mode based on a plurality of

movements measured by the IMU.

The head-mounted device according to claim 13 or 14, further including an eye-tracking

camera, wherein the processor is configured to:

detecting a tracking condition based on an output of the eye-tracking camera;

change a gesture-detection mode of the head-mounted device from a world-image
gesture-detection mode to an eye-tracking gesture-detection mode based on the
tracking condition; and

detect the head-turn gesture in the eye-tracking gesture-detection mode based on a

plurality of eye movements measured by the eye-tracking camera.
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The head-mounted device according to any of claims 13 to 15, wherein the head-
mounted device includes a depth sensor configured to detect a range of the stationary
object, wherein to detect the head-turn gesture based on the movement, the processor is
configured to:

determine a magnitude of the head-turn gesture based on the movement of the

stationary object in the plurality of images and the range of the stationary object.

The head-mounted device according to any of claims 13 to 16, wherein the processor is
further configured to:
receive a tap gesture while the item is highlighted in the user-interface; and

activate the item highlighted in the user-interface based on the tap gesture.

The head-mounted device according to any of claims 13 to 17, wherein to detect the

head-turn gesture based on the movement of the stationary object in the plurality of

images, the processor is further configured to:

determine an amplitude of the head-turn gesture based on the movement of the
stationary object;

compare the amplitude of the head-turn gesture to a threshold to obtain a comparison;
and

detect the head-turn gesture based on the comparison.

The head-mounted device according to claim 18, wherein the threshold is adjustable by

the user of the head-mounted device.

The head-mounted device according to any of claims 13 to 19, wherein the head-

mounted device is augmented-reality glasses.
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