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You received an IR estimate.

Nullam tristique egestas nisl at purus. Quisque ultrices et auge
vulputate eu mattis congue. Rhoncus pharetra ullamcorper lacus.

Estimate Summary

Service(s) Quantity Price
Intercept XDR 10 hours  $5,000.00

Et nisl pretium, elit, tortor vitae aliquet proin.
Sit nae vulputate accumsan, enim.

Rapid Response 10 hours  $3,500.00
Velit, tincidunt platea sem lorem volutpat et
praesent. Erat aenean sagitis et sil digniss.

Estimated Tax $595.00
Subtotal $9,095,00
The vendor has specified that payment will be due in full

30 days after the completion of the services stated
in this proposal.

Decline Proposal Accept Proposal

This email was sent to address@gmail.com. If you'd
rather not receive this

FIG. 16D
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SYSTEMS AND METHODS FOR DRAG AND
DROP MAPPING

CROSS-REFERENCE TO RELATED PATENT
APPLICATIONS

[0001] This application is a continuation of U.S. patent
application Ser. No. 18/204,250 (now U.S. Pat. No. 11,943,
254), filed on May 31, 2023, which claims priority to (1)
U.S. Provisional Application No. 63/347,389, filed May 31,
2022, and (2) U.S. Provisional Application No. 63/457,671,
filed Apr. 6, 2023, each of which are incorporated herein by
reference in their entireties and for all purposes.

BACKGROUND

[0002] The present disclosure relates generally to com-
puter security architecture and software for information
security and cybersecurity. In a computer networked envi-
ronment, entities such as people or companies have vulner-
ability that can result in security incidents. Some entities
may desire to implement protections and some entities may
desire to offer protections.

SUMMARY

[0003] Some arrangements relate to a response system for
protecting data, the response system including a readiness
system configured to access entity data of an entity, deter-
mine a security posture of the entity based on the entity data,
and model the security posture and a plurality of security
objectives of the entity to generate a set of cybersecurity
attributes of the entity, a cybersecurity connection system
configured to determine and provide, utilizing one or more
protection parameters, a cybersecurity protection plan cor-
responding to a new cybersecurity attribute to protect the
entity, wherein the cybersecurity protection plan is config-
ured to be activated in response to an acceptance by the
entity, an incident system configured to model a plurality of
cybersecurity protection plans between the entity and a
third-party, a claim handling system configured to monitor
environmental data of the entity modeling at least one of the
plurality of cybersecurity protection plans and generate a
new cybersecurity incident based on detecting, from the
environmental data, the new cybersecurity incident associ-
ated with the entity, and a remediation system configured to
execute one or more remediation actions to mitigate a
vulnerability or security gap based on the security posture of
the entity.

[0004] Some arrangements relate to a method for protect-
ing data, including accessing, by a readiness system, entity
data of an entity, determining, by the readiness system, a
security posture of the entity based on the entity data,
modeling, by the readiness system, the security posture and
a plurality of security objectives of the entity to generate a
set of cybersecurity attributes of the entity, determining and
providing, by a cybersecurity connection system utilizing
one or more protection parameters, a cybersecurity protec-
tion plan corresponding to a new cybersecurity attribute to
protect the entity, wherein the cybersecurity protection plan
is configured to be activated in response to an acceptance by
the entity, modeling, by an incident system, a plurality of
cybersecurity protection plans between the entity and a
third-party, monitoring, by a claim handling system, envi-
ronmental data of the entity modeling at least one of the
plurality of cybersecurity protection plans, generating, by
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the claim handling system, a new cybersecurity incident
based on detecting, from the environmental data, the new
cybersecurity incident associated with the entity, and execut-
ing, by a remediation system, one or more remediation
actions to mitigate a vulnerability or security gap based on
the security posture of the entity.

[0005] Some arrangements relate to non-transitory com-
puter readable medium including one or more instructions
stored thereon and executable by one or more processors to
access entity data of an entity, determine a security posture
of the entity based on the entity data, model the security
posture and a plurality of security objectives of the entity to
generate a set of cybersecurity attributes of the entity,
determine and provide, utilizing one or more protection
parameters, a cybersecurity protection plan corresponding to
a new cybersecurity attribute to protect the entity, wherein
the cybersecurity protection plan is configured to be acti-
vated in response to an acceptance by the entity, model a
plurality of cybersecurity protection plans between the entity
and a third-party, monitor environmental data of the entity
modeling at least one of the plurality of cybersecurity
protection plans, generate a new cybersecurity incident
based on detecting, from the environmental data, the new
cybersecurity incident associated with the entity, and
execute one or more remediation actions to mitigate a
vulnerability or security gap based on the security posture of
the entity.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] FIG. 1A, A depicts a block diagram of an imple-
mentation of a system for managing and configuring inci-
dent responses, according to some arrangements.

[0007] FIG. 1B depicts a block diagram of a more detailed
architecture of certain systems or devices of FIG. 1A,
according to some arrangements.

[0008] FIG. 2 depicts a computer system, according to
some arrangements.

[0009] FIG. 3 depicts an architecture that facilitates data
acquisition and analysis, according to some arrangements.
[0010] FIGS. 4A-B depicts a flowchart for a method for
incident response preparedness and readiness, according to
some arrangements.

[0011] FIG. 5 depicts an example vendor-provider mar-
ketplace, according to some arrangements.

[0012] FIG. 6 depicts a flowchart for a method for cap-
turing the state of capabilities, according to some arrange-
ments.

[0013] FIGS. 7A-70 depict example graphical user inter-
faces, according to some arrangements.

[0014] FIGS. 8A-8E depict example graphical user inter-
faces, according to some arrangements.

[0015] FIGS. 9A-9H depict example graphical user inter-
faces, according to some arrangements.

[0016] FIGS. 10A-10E depict example graphical user
interfaces, according to some arrangements.

[0017] FIGS. 11A-11D depict example graphical user
interfaces, according to some arrangements.

[0018] FIG. 12 depicts an example graphical user inter-
face, according to some arrangements.

[0019] FIGS. 13A-13E depict example graphical user
interfaces, according to some arrangements.

[0020] FIGS. 14A-14B depict example graphical user
interfaces, according to some arrangements.
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[0021] FIGS. 15A-15G depict example graphical user
interfaces, according to some arrangements.

[0022] FIGS. 16A-16D depict example graphical user
interfaces, according to some arrangements.

[0023] FIG. 17 depicts an example graphical user inter-
face, according to some arrangements.

[0024] FIGS. 18A-18C depict example graphical user
interfaces, according to some arrangements.

[0025] FIG. 19 depicts an example graphical user inter-
face, according to some arrangements.

[0026] FIGS. 20A-20B depict example graphical user
interfaces, according to some arrangements.

[0027] FIGS. 21A-21B depict example graphical user
interfaces, according to some arrangements.

[0028] FIG. 22 depicts a flowchart for a method to protect
data, according to some arrangements.

[0029] FIG. 23 depicts a flowchart for a method to protect
data, according to some arrangements.

[0030] FIG. 24 depicts a flowchart for a method to protect
data, according to some arrangements.

[0031] It will be recognized that some or all of the figures
are schematic representations for purposes of illustration.
The figures are provided for the purpose of illustrating one
or more embodiments with the explicit understanding that
they will not be used to limit the scope or the meaning of the
claims.

DETAILED DESCRIPTION

[0032] Referring generally to the FIGURES, systems and
methods relate generally to implementing a cybersecurity
framework. In some arrangements, the system represents an
embodiment of a security architecture that employs model-
ing to furnish an incident response management platform.

[0033] Many existing cybersecurity systems and architec-
tures face several challenges that limit their effectiveness in
managing and responding to cyber threats. One of these
problems is a lack of integrated incident response capabili-
ties. In particular, many existing systems operate in silos,
with separate tools for threat detection, response, and recov-
ery. This lack of integration can lead to delays in response
times, miscommunication between teams, and a lack of
overall visibility into the security posture of an organization.
Another problem is the lack of streamlined processes for
engaging with third-party vendors for incident response
services. Organizations often have to navigate through com-
plex procurement processes during a cyber incident, losing
crucial time that could be used to mitigate the incident.
Additionally, organizations often struggle to accurately
assess their readiness to respond to incidents. They lack
clear visibility into their own capabilities and limitations,
and often don’t have an effective way to communicate this
information to potential response providers. Yet another
problem with existing cybersecurity systems and architec-
tures is the inability to dynamically adapt to changes in the
security landscape. Many existing systems employ static
defenses that are unable to adjust to new threats as they arise.
This leads to vulnerabilities as attackers continually evolve
their strategies and methods. Moreover, static systems also
fail to account for changes in the organization’s own infra-
structure and operations, such as the adoption of new
technologies or changes in business processes, which can
introduce new potential points of attack. This inability to
dynamically adapt hampers the organization’s ability to
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maintain a robust security posture, leaving them exposed to
a constantly evolving threat landscape.

[0034] Accordingly, the ability to prevent cyber threats,
such as hacking activities, data breaches, and cyberattacks,
provides entities and users (e.g., provider, institution, indi-
vidual, and company) improved cybersecurity by creating a
customized cybersecurity framework tailored to their spe-
cific needs. This framework not only helps entities under-
stand their current cybersecurity vulnerabilities but also
connects them with appropriate vendors offering targeted
protection plans. The customized framework enhances the
protection of sensitive data, such as medical records and
financial information, proprietary business data, and also
helps safeguard the reputation of the entity. In addition to
improving protection, the tailored cybersecurity framework
also has the potential to reduce financial costs associated
with data breaches, such as falling stock prices, costs of
forensic investigations, and legal fees. The detailed design
and execution of cybersecurity models for detecting and
addressing vulnerabilities enable dynamic monitoring of
various relationships, such as network, hardware, device,
and financial relationships, between entities and vendors.
The unique approach of providing a customized cybersecu-
rity framework allows for significant improvements in
cybersecurity by improving network security, infrastructure
security, technology security, and data security. With ven-
dors actively monitoring entities, immediate response to
potential threats can be facilitated, thus further enhancing
the overall security posture of the entity. This approach not
only mitigates existing vulnerabilities but also anticipates
potential threats, offering an adaptive and proactive solution
to cybersecurity.

[0035] Furthermore, by utilizing a customized cybersecu-
rity framework for entities and users, it is possible to
understand existing vulnerabilities, link them to specific
assets, and provide targeted protection strategies, offering
the technical benefit of generating personalized remediation
recommendations and avoiding and preventing successful
hacking activities, cyberattacks, data breaches, and other
detrimental cyber-incidents. As described herein, the sys-
tems and methods of the present disclosure may facilitate the
connection of entities to suitable vendors, offering security
plans tailored to their specific vulnerabilities and needs. An
additional benefit from the implementation of a customized
cybersecurity framework is the ability to streamline the
process of identifying and addressing vulnerabilities. This
optimization of resources not only enables rapid risk reduc-
tion but also allows for the ongoing monitoring of the
entity’s cybersecurity status by the vendor, ensuring con-
tinuous protection and immediate response to potential
threats. The implementation of such a framework not only
allows entities to understand and address their current vul-
nerabilities but also empowers them to make informed
decisions about their cybersecurity strategy. This includes
selecting from a range of vendor plans and services, acti-
vating these plans as needed, and having the peace of mind
that their cybersecurity is being actively monitored and
managed by professionals.

[0036] Additionally, the present disclosure provides a
technical enhancement of dynamic cybersecurity architec-
ture comprehension. For instance, an entity’s cybersecurity
vulnerabilities can be automatically understood and mapped
within the process of implementing a customized cyberse-
curity framework, eliminating the need for maintaining
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separate inventories of network weaknesses, infrastructure
vulnerabilities, operating systems susceptibilities, etc. In
some embodiments, the implementation of this customized
cybersecurity framework includes identifying potential
security gaps associated with a particular entity or device
identifier, such as a domain identifier (e.g., a top-level
domain (TLD) identifier, a subdomain identifier, or a URL
string pointing to a particular directory), an IP address, a
subnet, etc. As a result, rather than separately assessing each
subclass of vulnerabilities, a computing system can utilize a
unified view into a computing environment of a particular
target entity (e.g., via the readiness system of the security
architecture) and centrally manage the understanding of
different types of vulnerabilities and associated potential
security threats. For instance, by initiating a comprehensive
vulnerability assessment in a single operation. These vul-
nerability identification operations, described further herein,
may comprise computer-executed operations to discern the
entity’s cybersecurity status and potential threats, determine
vulnerabilities based on this status and subsequently connect
the entity to suitable vendors offering appropriate cyberse-
curity plans.

[0037] Referring to FIG. 1 generally, system 100 is an
implementation of a security architecture utilizing modeling
to provide an incident response management platform that
includes multiple components, such as client device 110,
response system 130, third-party devices 150, and data
sources 160. These components can be interconnected
through a network 120 that supports secure communication
protocols such as TLS, SSL, and HTTPS. In some imple-
mentations, the response system 130 can generate and
provide an application for incident response readiness that
guides users through the steps to prepare for and manage
incidents effectively. The application can integrate with
various technologies and vendors to purchase services to
resolve issues, and provides integration points for incident
response workflow management. For example, users can
access a marketplace within the application to purchase
products, insurance, and services, and can determine their
organization’s capabilities, limitations, and threat focus. In
some implementations, the response system 130 also pres-
ents the organization’s readiness to incident response pro-
viders and automatically routes them to pre-associated panel
vendors or organization-selected vendors at the point of
need, contracting and activating the incident room immedi-
ately.

[0038] In some implementations, the response system 130
can integrate readiness, including insurer data, into various
third-party systems via APIs. In some implementations, the
response system 130 can map an incident response (IR) plan
from a static document or documents to the task enablers in
Responder that bring them to life, showing where the tasks
required by partners such as IR firms, insurers, and breach
counsel are covered by the IR plan and IR playbook. The
response system 130 can decompose the response plan into
associated actionable tasks and activities by the organiza-
tion, incident response providers, and other stakeholders,
and provides different users and partners with a unified view
of tasks, activities, and progress/status tracking.

[0039] In some implementations, the response system 130
stores data regarding key milestones in an authoritative data
source such as blockchain (e.g., database 140), ensuring that
results are traceable and linkable. For example, issues can be
identified, tasks can be created, work can be routed to
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vendors, and proof of resolution can be recorded. In some
implementations, the response system 130 can also supports
real-time status tracking of policy-aligned tasks to status
updates provided for incident response. In some implemen-
tations, instant intake is achieved by a remote embeddable
widget on a website, which starts an incident response
process that begins with a proposal stage and continues
through workflows to achieve response readiness based on
pre-defined logic and automation. For example, services can
be purchased or extended within the application, and in the
event of an inbound incident, the application facilitates
routing to a claim manager.

[0040] In some implementations, the response system 130
can provide an application for incident response readiness
that guides users through the steps to ensure they are
prepared for any potential incidents. The application can be
designed to integrate with technology and vendors to pur-
chase services that are required to resolve any issues. For
example, the user can access the application through a
variety of devices, including client device 110. In particular,
the application can offer integration points for incident
response workflow management, enabling users to stream-
line their incident response process. The organization inci-
dent readiness feature of the response system 130 offers
several features, including the integration of readiness,
including insurer data, into various third-party systems, such
as via an APIL. By integrating with third-party systems, the
response system 130 can ensure that users have access to the
most up-to-date information regarding their organization’s
readiness for potential incidents. In addition, the response
system 130 can offer incident response plan mapping from
a static plan document to the task enablers in Responder,
which brings the tasks required by partners such as IR firms,
insurers, and breach counsel to be measurable and identified.

[0041] Still referring to FIG. 1 generally, the response
system 130 can offer a marketplace for purchasing products,
insurance, and services that may be required in the event of
an incident. The marketplace includes various vendors that
offer different products and services, enabling users to
choose the best fit for their organization based on their
capabilities, limitations, and threat focus. The application
also determines organization readiness levels with proof of
date, time stamps, and artifacts (e.g., on the blockchain),
which can be used to identify any gaps in the organization’s
incident response plan. In some implementations, the
response system 130 can automate the routing of incidents
to pre-associated, panel vendors or organization-selected
vendors at the point of need and immediately contracts and
activates the incident room (e.g., when a cyber incident
occurred or potentially occurred). Accordingly, the system
100 can ensure that the organization can respond to an
incident as quickly and efficiently as possible. Additionally,
the response system 130 can decompose the response plan
into associated actionable tasks and activities by the orga-
nization, incident response providers, and others. This
allows users to better understand their organization’s
response plan and identify areas for improvement.

[0042] In general, the application (e.g., graphical user
interface provided by content management circuit 135)
provides different users/partners with a unified view of tasks,
activities, and progress/status tracking. For example, the
status tracking can be tied back to incident readiness and
managing the incident through resolution. Users can col-
laborate via the tool instead of via phone calls and emails,
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which ensures that everyone is working from the same
information and avoids any miscommunication. The appli-
cation can also offers real-time (or near real-time) status
tracking of policy aligned tasks to status updates provided
for incident response, enabling users to quickly and easily
see how their incident response plan is progressing. In some
implementations, data regarding key milestones is stored in
an authoritative data source such as blockchain (e.g., data-
base 140 (private ledger) or data sources 160 (public led-
ger)), ensuring that results can be traceable and linkable.
Thus, this can enable users to identify areas for improvement
in their incident response plan and make changes as neces-
sary. In some implementations, the response system 130
offers an instant intake feature that can be integrated into a
remote embeddable widget on a website. For example, the
widget can start an incident response process that starts with
aproposal stage and continues through workflows to achieve
response readiness based on pre-defined logic and automa-
tion. This ensures that incidents are quickly identified and
resolved, and that the organization is prepared for any
potential incidents.

[0043] Still referring to FIG. 1A generally, the response
system 130 of system 100 includes a data acquisition engine
180 and analysis circuit 136 that democratizes posture
threats, incidents, and claim data. In particular, all stake-
holders in the incident response process can have access to
relevant data to make informed decisions. The analysis
circuit 136 can use the democratized data in underwriting,
claims, and the resilience process to enhance the overall
response to an incident. With the data acquisition engine
180, the response system 130 can collect and process data
from various sources, such as third-party devices 150 and
data sources 160, to provide a comprehensive view of the
organization’s security posture. In some implementations,
the response system 130 also implement incident response
protocols and features via analysis circuit 136 that provide
a centralized location for managing and configuring incident
responses. For example, an application can walk users
through the steps of incident response readiness and inte-
grates with technology and vendors to purchase services to
resolve issues. The response system 130 can automate the
routing of incident response tasks to pre-associated, panel
vendors, or organization-selected vendors at the point of
need and immediately contracts and activates the incident
room. By decomposing the response plan into associated
actionable tasks and activities by the organization, incident
response providers, and other stakeholders, the response
system 130 ensures that all parties are working together to
manage the incident through resolution.

[0044] In some implementations, the response system 130
includes a vendor-provider marketplace that allows organi-
zations to purchase products, insurance, and services that
enhance their incident response capabilities. For example,
the marketplace can be integrated into the response system
130, allowing users to easily access relevant products and
services during an incident.

[0045] Additionally, the response system 130 can deter-
mine the organization’s capabilities, limitations, and threat
focus to present readiness to incident response providers. In
some implementations, the response system 130 can include
collection, recall, and proof of state features that provide that
data regarding key milestones is stored in an authoritative
data source such as the blockchain. This includes capabili-
ties pre-incident, what happened after the incident occurred,

Jul. 11, 2024

what was the root cause, and recording. For example, results
are traceable and linkable, and issues are identified, tasks are
created, work is routed to vendors, and proof of resolution
is recorded. In some implementations, the response system
130 can include a drag and drop file tokenization feature that
allows users to securely tokenize and store sensitive files. In
particular, this feature is useful when organizations desire to
share sensitive information with third parties or with internal
stakeholders. The system ensures that the information is
secure and that only authorized parties can access it. Thus,
this feature is designed to streamline the incident response
process and enable better collaboration between all stake-
holders.

[0046] Referring now to FIG. 1A in more detail, a block
diagram depicting an implementation of a system 100 for
managing and configuring incident responses. System 100
includes client device 110, response system 130, third party
devices 150, and data sources 160. In various implementa-
tions, components of system 100 communicate over network
120. Network 120 may include computer networks such as
the Internet, local, wide, metro or other area networks,
intranets, satellite networks, other computer networks such
as voice or data mobile phone communication networks,
combinations thereof, or any other type of electronic com-
munications network. Network 120 may include or consti-
tute a display network. In various implementations, network
120 facilitates secure communication between components
of'system 100. As a non-limiting example, network 120 may
implement transport layer security (TLS), secure sockets
layer (SSL), hypertext transfer protocol secure (HTTPS),
and/or any other secure communication protocol.

[0047] In general, the client device(s) 110 and third party
device(s) 150 can execute a software application (such as
application 112 or application 150, e.g., a web browser, an
installed application, or other application) to retrieve content
from other computing systems and devices over network
120. Such an application may be configured to retrieve an
interfaces and dashboards from the response system 130. In
one implementation, the client device 110 and third party
device 150 may execute a web browser application, which
provides the interface (e.g., from content management cir-
cuit 135) on a viewport of the client device 110 or third party
device 150. The web browser application that provides the
interface may operate by receiving input of a uniform
resource locator (URL), such as a web address, from an
input device (such as input/output circuit 118 or 158, e.g., a
pointing device, a keyboard, a touch screen, or another form
of input device). In response, one or more processors of the
client device 110 or third party device 150 executing the
instructions from the web browser application may request
data from another device connected to the network 120
referred to by the URL address (e.g., the response system
130). The other device may then provide webpage data
and/or other data to the client device 110 or third party
device 150, which causes the interface (or dashboard) to be
presented by the viewport of the client device 110 or third
party device 150. Accordingly, the browser window presents
the interface to facilitate user interaction with the interface.
In some embodiments, the interface (or dashboard) can be
presented via an application stored on the client device 110
and third party device 150.

[0048] The network 120 can enable communication
between various nodes, such as the response system 130,
third party device 150, client device 110, and data sources
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160. In some arrangements, data flows through the network
120 from a source node to a destination node as a flow of
data packets, e.g., in the form of data packets in accordance
with the Open Systems Interconnection (OSI) layers. A flow
of packets may use, for example, an OSI layer-4 transport
protocol such as the User Datagram Protocol (UDP), the
Transmission Control Protocol (TCP), or the Stream Control
Transmission Protocol (SCTP), transmitted via the network
130 layered over an OSI layer-3 network protocol such as
Internet Protocol (IP), e.g., IPv4 or IPv6. The network 130
is composed of various network devices (nodes) communi-
catively linked to form one or more data communication
paths between participating devices. Each networked device
includes at least one network interface for receiving and/or
transmitting data, typically as one or more data packets. An
illustrative network 120 is the Internet; however, other
networks may be used. The network 130 may be an autono-
mous system (AS), i.e., a network that is operated under a
consistent unified routing policy (or at least appears to from
outside the AS network) and is generally managed by a
single administrative entity (e.g., a system operator, admin-
istrator, or administrative group).

[0049] Client device 110 (sometimes referred to herein as
a “mobile device”) may be a mobile computing device,
smartphone, tablet, smart watch, smart sensor, or any other
device configured to facilitate receiving, displaying, and
interacting with content (e.g., web pages, mobile applica-
tions, etc.). Client device 110 may include an application 112
to receive and display content and to receive user interaction
with the content. For example, application 112 may be a web
browser. Additionally, or alternatively, application 112 may
be a mobile application. Client device 110 may also include
an input/output circuit 118 for communicating data over
network 120 (e.g., receive and transmit to response system
130).

[0050] In various implementations, application 112 inter-
acts with a content publisher to receive online content,
network content, and/or application content. For example,
application 112 may receive and present various dashboards
and information resources from distributed by the content
publisher (e.g., content management circuit 135). Dash-
boards and/or information resources may include web-based
content such as a web page or other online documents. The
dashboards information resources may include instructions
(e.g., scripts, executable code, etc.) that when interpreted by
application 112 cause application 112 to display a graphical
user interface such as an interactable web page and/or an
interactive mobile application to a user (e.g., dashboards of
FIGS. 2-49). In various implementations, application 112
can include one or more application interfaces for presenting
an application (e.g., mobile application, web-based applica-
tion, virtual reality/augmented reality application, smart TV
application and so on).

[0051] Application 112 is shown to include library 114
having an interface circuit 116. The library 114 may include
a collection of software development tools contained in a
package (e.g., software development kit (SDK), application
programming interface (API), integrated development envi-
ronment (IDE), debugger, etc.). For example, library 114
may include an application programming interface (API). In
another example, library 114 may include a debugger. In yet
another example, the library 114 may be an SDK that
includes an API, a debugger, and IDE, and so on. In some
implementations, library 114 includes one or more libraries
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having functions that interface with a particular system
software (e.g., 10S, Android, Linux, etc.). Library 114 may
facilitate embedding functionality in application 112. For
example, a user may use library 114 to automatically trans-
mit event logs whenever an event occurs on application 112.
As a further example, library 114 may include a function
configured to collect and report device analytics and a user
may insert the function into the instructions of application
112 to cause the function to be called during specific actions
of application 112 (e.g., during testing as described in detail
below). In some implementations, interface circuit 116 func-
tionalities are provided by library 114.

[0052] Invarious implementations, interface circuit 116 of
system 100 can provide one or more interfaces to users,
which can be accessed through an application interface
presented in the viewport of client device 110. These inter-
faces can take the form of dashboards and other graphical
user interfaces, offering a variety of functionality to the user.
For example, a user can view incident responses, remediate
claims, communicate with team members, purchase or
extend products and services, and more. The interfaces
provided by interface circuit 116 can be customizable and
dynamic, allowing users to configure and adjust them to suit
their specific needs. They can also be designed to present
real-time data associated with current incident responses,
potential incidents or threats, and other important informa-
tion, allowing users to make informed decisions and take
proactive steps to manage risk.

[0053] For example, interface circuit 116 can generate
dashboards that provide real-time data and insights. These
dashboards can be customized to suit the needs of individual
users or groups, providing a comprehensive view of incident
responses, potential threats, and the status of remediation
efforts. For example, a dashboard might show the status of
incident responses across different regions, or highlight
areas where additional resources are needed. In another
example, the interface circuit 116 can generate a landscape
of all currently connected devices to the entity, such as a
company or institution. This can include information on the
types of devices, their locations, and other important details
that can help inform incident response efforts. With this
information, users can better understand the scope of poten-
tial threats, identify vulnerable areas, and take steps to
improve security and resilience.

[0054] In another example implementation, the applica-
tion 112 executed by the client device 110 can cause a web
browser to the display the interfaces (e.g., dashboards) on
the client device 110. For example, the user may connect
(e.g., via the network 120) to a website structured to host the
interfaces. In various implementations, interface can include
infrastructure such as, but not limited to, host devices (e.g.,
computing device) and a collection of files defining the
interface and stored on the host devices (e.g., in database
140). The web browser operates by receiving input of a
uniform resource locator (URL) into a field from an input
device (e.g., a pointing device, a keyboard, a touchscreen,
mobile phone, or another form of input device). In response,
the interface circuit 116 executing the interface in the web
browser may request data such as from content (e.g., vendor
information, settings, current incident response, other dash-
boards, etc.) from database 140. The web browser may
include other functionalities, such as navigational controls
(e.g., backward and forward buttons, home buttons). In
some implementations, the debugging interface can include
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both a client-side interface and a server-side interface. For
example, a client-side interface can be written in one or
more general purpose programming and can be executed by
client device 110. The server-side interface can be written,
for example, in one or more general purpose programming
languages and can be executed by the response system 130.
Additional details associated with the interface are described
in detail with reference to example FIGS. 7-21.

[0055] Interface circuit 116 may detect events within
application 112. In various implementations, interface cir-
cuit 116 may be configured to trigger other functionality
based on detecting specific events (e.g., transactions, in-app
purchases, performing a test of a vendor, scrolling through
an incident response plan, sending a contract to a vendor,
spending a certain amount of time interacting with an
application, etc.). For example, interface circuit 116 may
trigger a pop-up window (overlayed on an interface) upon
selecting an actionable object (e.g., button, drop-down, input
field, etc.) within a dashboard. In various implementations,
library 114 includes a function that is embedded in appli-
cation 112 to trigger interface circuit 116. For example, a
user may include a function of library 114 in a transaction
confirmation functionality of application 112 that causes
interface circuit 116 to detect a confirmed transaction (e.g.,
purchase cybersecurity protection plans, partnering). It
should be understood that events may include any action
important to a user within an application and are not limited
to the examples expressly contemplated herein. In various
implementations, interface circuit 116 is configured to dif-
ferentiate between different types of events. For example,
interface circuit 116 may trigger a first set of actions based
on a first type of detected event (e.g., selecting actionable
objects within the static response plan) and may trigger a
second set of actions based on a second type of detected
event (e.g., running a test). In various implementations,
interface circuit 116 is configured to collect event logs
associated with the detected event and/or events and trans-
mit the collected event logs to content management circuit
135.

[0056] In various implementations, the interface circuit
116 can collect events logs based on a designated session. In
one example, the designated session may be active from
when application 112 is opened/selected to when application
112 is closed/exited. In another example, the designated
session may be active based on a user requesting a session
to start and a session to end. Each session, the interface
circuit 116 can collect event logs while the session is active.
Once completed, the event logs may be provided to any
system described herein. During the session, the event logs
may trace each event in the session such that the events are
organized in ascending and/or descending order. In some
implementations, the events may be organized utilizing
various other techniques (e.g., by event type, by timestamp,
by malfunctions, etc.).

[0057] In various implementations, the interface circuit
116 of the client device 110 (or third party device 150) may
start collecting event logs when application 112 is opened
(e.g., selected by the user via an input/output device 118 of
the client device 110), thus starting a session. In some
implementations, once the application is closed by the user
the interface circuit 116 may stop collecting event logs, thus
ending the session. In various implementations, the user may
force clear event logs or force reset application 112 such that
the current session may reset, thus ending a particular
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session and starting a new session. Additional details regard-
ing the interface circuit 116 functionalities, and the dash-
boards and interfaces presented within a viewport of client
device 110 are described in additional details with reference
to FIGS. 7-21.

[0058] The input/output circuit 118 is structured to send
and receive communications over network 120 (e.g., with
response system 130 and/or third-party device 150). The
input/output circuit 118 is structured to exchange data (e.g.,
bundled event logs, content event logs, interactions), com-
munications, instructions, etc. with an input/output compo-
nent of the response system 130. In one implementation, the
input/output circuit 118 includes communication circuitry
for facilitating the exchange of data, values, messages, and
the like between the input/output circuit 118 and the
response system 130. In yet another implementation, the
input/output circuit 118 includes machine-readable media
for facilitating the exchange of information between the
input/output device and the response system 130. In yet
another embodiment, the input/output circuit 118 includes
any combination of hardware components, communication
circuitry, and machine-readable media.

[0059] In some embodiments, the input/output circuit 118
includes suitable input/output ports and/or uses an intercon-
nect bus (not shown) for interconnection with a local display
(e.g., a touchscreen display) and/or keyboard/mouse devices
(when applicable), or the like, serving as a local user
interface for programming and/or data entry, retrieval, or
other user interaction purposes. As such, the input/output
circuit 118 may provide an interface for the user to interact
with various applications (e.g., application 114) stored on
the client device 110. For example, the input/output circuit
118 includes a keyboard, a keypad, a mouse, joystick, a
touch screen, a microphone, a haptic sensor, a car sensor, an
IoT sensor, a biometric sensor, an accelerometer sensor, a
virtual reality headset, smart glasses, smart headsets, and the
like. As another example, input/output circuit 118, may
include, but is not limited to, a television monitor, a com-
puter monitor, a printer, a facsimile, a speaker, and so on. As
used herein, virtual reality, augmented reality, and mixed
reality may each be used interchangeably yet refer to any
kind of extended reality, including virtual reality, augmented
reality, and mixed reality.

[0060] In some implementations, input/output circuit 118
of the client device 110 can receive user input from a user
(e.g., via sensors, or any other input/output devices/ports
described herein). A user input can be a plurality of inputs,
including by not limited to, a gesture (e.g., a flick of client
device 110, a shake of client device 110, a user-defined
custom gesture (e.g., utilizing an API), biological data (e.g.,
stress level, heart rate, hand geometry, facial geometry,
psyche, and so on) and/or behavioral data (e.g., haptic
feedback, gesture, speech pattern, movement pattern (e.g.,
hand, food, arm, facial, iris, and so on), or combination
thereof, etc. In some embodiments, one or more user inputs
can be utilized to perform various actions on client device
110.

[0061] For example, a user can use a gesture, such as a
flick or a shake, to quickly invoke an incident response
through the response system 130 from their client device
110. With the use of biological and behavioral data, a user
could trigger an incident response, access the vendor mar-
ketplace, or recall proof of state using custom-defined ges-
tures via an API with input/output circuit 118. The drag and
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drop file tokenization feature can also be activated by a
gesture, allowing a user to seamlessly tokenize files and
secure them on the blockchain with a simple motion or touch
on their client device 110.

[0062] Input/output circuit 118 may exchange and trans-
mit data information, via network 120, to all the devices
described herein. In various implementations, input/output
circuit 118 transmits data via network 120. Input/output
circuit 118 may confirm the transmission of data. For
example, input/output circuit 118 may transmit requests
and/or information to response system 130 based on select-
ing one or more actionable items within the interfaces and
dashboards described herein. In another example, input/
output circuit 118 may transmit requests and/or information
to third party devices 150 operated one or more vendors. In
various implementations, input/output circuit 118 can trans-
mit data periodically. For example, input/output circuit 118
may transmit data at a predefined time. As another example,
input/output circuit 118 may transmit data on an interval
(e.g., every ten minutes, every ten hours, etc.).

[0063] The third party device 150 includes application
152, library 154, interface circuit 156, and input/output
circuit 158. The application 152, library 154, interface
circuit 156, and input/output circuit 158 may function sub-
stantially similar to and include the same or similar com-
ponents as the components of client device 110, such as
application 112, library 114, interface circuit 116, and input/
output circuit 118, described above. As such, it should be
understood that the description of the client device 110, such
as application 112, library 114, interface circuit 116, and
input/output circuit 118 of the client device 110 provided
above may be similarly applied to the application 152,
library 154, interface circuit 156, and input/output circuit
158 of the third party device 150. However, instead of a user
of'a company or institution operations the third party device
150, a vendor or providers (e.g., goods or services) operates
the third party device 150.

[0064] The response system 130 may include a logic
device, which can be a computing device equipped with a
processing circuit that runs instructions stored in a memory
device to perform various operations. The processing circuit
can be made up of various components such as a micropro-
cessor, an ASIC, or an FPGA, and the memory device can
be any type of storage or transmission device capable of
providing program instructions. The instructions may
include code from various programming languages com-
monly used in the industry, such as high-level programming
languages, web development languages, and systems pro-
gramming languages. The response system 130 may also
include one or more databases for storing data and an
interface, such as a content management circuit 135, that
receives and provides data to other systems and devices on
the network 120.

[0065] The response system 130 can be run or otherwise
be executed on one or more processors of a computing
device, such as those described below in FIG. 2. In broad
overview, the response system 130 can include a processing
circuit 132, a processor 133, memory 134, a content man-
agement circuit 135, an analysis circuit 136, a database 140,
a front and 142. The interface and dashboards generated by
content management circuit 135 can be provided to the
client devices 110 and third party devices 150. Generally, the
interfaces and dashboards can be rendered at the client
devices 110 and/or third party devices 150. The content
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management circuit 135 can include a plurality of interfaces
and properties, such as those described below in FIGS. 7-21.
The interfaces and dashboards can execute at the response
system 130, the client device 110, the third party devices
150, or a combination of the three to provide the interfaces
and dashboards. In some implementations, the interfaces and
dashboards generated and formatted by content management
circuit 135 can be provided within a web browser. In another
implementation, the content management circuit 135
executes to provide the interfaces and dashboards at the
client devices 110 and third party devices 150 without
utilizing the web browser.

[0066] The response system 130 may be a server, distrib-
uted processing cluster, cloud processing system, or any
other computing device. Response system 130 may include
or execute at least one computer program or at least one
script. In some implementations, response system 130
includes combinations of software and hardware, such as
one or more processors configured to execute one or more
scripts. Response system 130 is shown to include database
140 and processing circuit 132. Database 140 may store
received data. For example, the database 140 can include
data structures for storing information such as, but not
limited to, the front end information, interfaces, dashboards,
incident information, claim information, user information,
vendor information, contract information, invoices, a block-
chain ledger, etc. The database 140 can be part of the
response system 130, or a separate component that the
response system 130, the client device 110, or the third party
device 150 can access via the network 120. The database 140
can also be distributed throughout system 100. For example,
the database 140 can include multiple databases associated
with the response system 130, the client device 110, or the
third party device 150, or all three. Database 140 may
include one or more storage mediums. The storage mediums
may include but are not limited to magnetic storage, optical
storage, flash storage, and/or RAM. Response system 130
may implement or facilitate various APIs to perform data-
base functions (i.e., managing data stored in database 140).
The APIs can be but are not limited to SQL, ODBC, IDBC,
NOSQL and/or any other data storage and manipulation
APL

[0067] Processing circuit 132 includes processor 133 and
memory 134. Memory 134 may have instructions stored
thereon that, when executed by processor 133, cause pro-
cessing circuit 132 to perform the various operations
described herein. The operations described herein may be
implemented using software, hardware, or a combination
thereof. Processor 133 may include a microprocessor, ASIC,
FPGA, etc., or combinations thereof. In many implementa-
tions, processor 133 may be a multi-core processor or an
array of processors. Memory 134 may include, but is not
limited to, electronic, optical, magnetic, or any other storage
devices capable of providing processor 133 with program
instructions. Memory 134 may include a floppy disk, CD-
ROM, DVD, magnetic disk, memory chip, ROM, RAM,
EEPROM, EPROM, flash memory, optical media, or any
other suitable memory from which processor 133 can read
instructions. The instructions may include code from any
suitable computer programming language.

[0068] The data sources 160 can provide data to the
response system 130. In some arrangements, the data
sources 160 can be structured to collect data from other
devices on network 120 (e.g., user devices 110 and/or
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third-party devices 150) and relay the collected data to the
response system 130. In one example, a user and/or entity
may have a server and database (e.g., proxy, enterprise
resource planning (ERP) system) that stores network infor-
mation associated with the user and/or entity. In this
example, the response system 130 may request data associ-
ated with specific data stored in the data source (e.g., data
sources 160) of the user or entity. For example, in some
arrangements, the data sources 160 can host or otherwise
support a search or discovery engine for Internet-connected
devices. The search or discovery engine may provide data,
via the data acquisition engine 180, to the response system
130. In some arrangements, the data sources 160 can be
scanned to provide additional data. The additional data can
include newsfeed data (e.g., articles, breaking news, and
television content), social media data (e.g., Facebook, Twit-
ter, Snapchat, and TikTok), geolocation data of users on the
Internet (e.g., GPS, triangulation, and IP addresses), gov-
ernmental databases, generative artificial intelligence (GAI)
data, and/or any other intelligence data associated with the
specific entity of interest.

[0069] The system 100 can include a data acquisition
engine 180. In various arrangements, the response system
130 can be communicatively and operatively coupled to the
data acquisition engine 180. The data acquisition engine 180
can include one or more processing circuits configured to
execute various instructions. In various arrangements, the
data acquisition engine 180 can be configured to facilitate
communication (e.g., via network 120) between the
response system 130 and systems described herein. The
facilitation of communication can be implemented as an
application programming interface (API) (e.g., REST APIL,
Web APIL, customized API), batch files, and/or queries. In
various arrangements, the data acquisition engine 180 can
also be configured to control access to resources of the
response system 130 and database 140.

[0070] The API can be used by the data acquisition engine
180 and/or computing systems to exchange data and make
function calls in a structured format. The API may be
configured to specify an appropriate communication proto-
col using a suitable electronic data interchange (EDI) stan-
dard or technology. The EDI standard (e.g., messaging
standard and/or supporting technology) may include any of
a SQL data set, a protocol buffer message stream, an
instantiated class implemented in a suitable object-oriented
programming language (e.g., Java, Ruby, C #), an XML file,
a text file, an Excel file, a web service message in a suitable
web service message format (e.g., representational state
transfer (REST), simple object access protocol (SOAP), web
service definition language (WSDL), JavaScript object nota-
tion (JSON), XML remote procedure call (XML RPC)). As
such, EDI messages may be implemented in any of the
above or using another suitable technology.

[0071] In some arrangements, data is exchanged by com-
ponents of the data acquisition engine 180 using web
services. Where data is exchanged using an API configured
to exchange web service messages, some or all components
of the computing environment may include or may be
associated with (e.g., as a client computing device) one or
more web service node(s). The web service may be identi-
fiable using a unique network address, such as an IP address,
and/or a URL. Some or all components of the computing
environment may include circuits structured to access and
exchange data using one or more remote procedure call
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protocols, such as Java remote method invocation (RMI),
Windows distributed component object model (DCOM).
The web service node(s) may include a web service library
including callable code functions. The callable code func-
tions may be structured according to a predefined format,
which may include a service name (interface name), an
operation name (e.g., read, write, initialize a class), opera-
tion input parameters and data type, operation return values
and data type, service message format, etc. In some arrange-
ments, the callable code functions may include an API
structured to access on-demand and/or receive a data feed
from a search or discovery engine for Internet-connected
devices. Further examples of callable code functions are
provided further herein as embodied in various components
of the data acquisition engine 180.

[0072] The data sources 160 can provide data to the
response system 130 based on the data acquisition engine
180 scanning the Internet (e.g., various data sources and/or
data feeds) for data associated with a specific user or entity
(e.g., vendor, insurer). That is, the data acquisition engine
180 can hold (e.g., in non-transitory memory, in cache
memory, and/or in database 140) the executables for per-
forming the scanning activities on the data sources 160.
Further, the response system 130 can initiate the scanning
operations. For example, the response system 130 can
initiate the scanning operations by retrieving domain iden-
tifiers or other user/entity identifiers from a computer-
implemented DBMS or queue. In another example, a user
can affirmatively request a particular resource (e.g., domain
or another entity identifier) to be scanned, which triggers the
operations. In various arrangements, the data sources 160
can facilitate the communication of data between the client
devices 140 and third party devices 150, such that the data
sources 160 receive data (e.g., over network 120) from the
client devices 140 and third-party devices 150 before send-
ing the data other systems described herein (e.g., response
system 130). In other arrangements and as described herein,
the client devices 140 and third-party devices 150, and the
data sources 160 can send data directly, over the network
120, to any system described herein and the data sources 160
may provide information not provided by any of the client
devices 140 and third party devices 150.

[0073] As used herein, the terms “scan” and “scanning”
refer to and encompass various data collection operations,
which may include directly executing and/or causing to be
executed any of the following operations: query(ies), search
(es), web crawl(s), interface engine operations structured to
enable the data acquisition engine 180 to enable an appro-
priate system interface to continuously or periodically
receive inbound data, document search(es), dataset search
(es), retrieval from internal systems of previously received
data, etc. These operations can be executed on-demand
and/or on a scheduled basis. In some embodiments, these
operations include receiving data (e.g., device connectivity
data, IP traffic data) in response to requesting the data (e.g.,
data “pull” operations). In some embodiments, these opera-
tions include receiving data without previously requesting
the data (e.g., data “push” operations). In some embodi-
ments, the data “push” operations are supported by the
interface engine operations.

[0074] One of skill will appreciate that data received as a
result of performing or causing scanning operations to be
performed may include data that has various properties
indicative of device properties, hardware, firmware, soft-
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ware, configuration information, and/or IP traffic data. For
example, in an arrangement, a device connectivity data set
can be received. In some embodiments, device connectivity
data can include data obtained from a search or discovery
engine for Internet-connected devices which can include a
third-party product (e.g., Shodan), a proprietary product, or
a combination thereof. Device connectivity data can include
structured or unstructured data.

[0075] Various properties (sometimes referred to as “attri-
butes™) (e.g., records, delimited values, values that follow
particular pre-determined character-based labels) can be
parsed from the device connectivity data. The properties can
include device-related data and/or IP traffic data. Device-
related data can encompass data related to software, firm-
ware, and/or hardware technology deployed to, included in,
or coupled to a particular device. Device-related data can
include IP address(es), software information, operating sys-
tem information, component designation (e.g., router, web
server), version information, port number(s), timestamp
data, host name, etc. IP traffic data can include items
included in packets, as described elsewhere herein. Further,
IP traffic data included in the device connectivity data can
include various supplemental information (e.g., in some
arrangements, metadata associated with packets), such as
host name, organization, Internet Service Provider informa-
tion, country, city, communication protocol information, and
Autonomous System Number (ASN) or similar identifier for
a group of devices using a particular defined external routing
policy. In some embodiments, device connectivity data can
be determined at least in part based on banner data exposed
by the respective source vendor or insurer. For example,
device connectivity data can include metadata about soft-
ware running on a particular device of a source entity.

[0076] In various arrangements, vendors and users can
utilize Internet-wide scanning tools (e.g., port scanning,
network scanning, vulnerability scanning, Internet Control
Message Protocol (ICMP) scanning, TCP scanning, UDP
scanning, semi-structured and unstructured parsing of pub-
licly available data sources) for collecting data (e.g., states
and performance of companies, corporations, users). Fur-
ther, in addition to this data, other data collected and fused
with the data obtained via scanning may be newsfeed data
(e.g., articles, breaking news, television), social media data
(e.g., Facebook, Twitter, Snapchat, TikTok), geolocation
data of users on the Internet (e.g., GPS, triangulation, IP
addresses), governmental databases, and any other data
associated with the specific user or entity (e.g., vendor or
insurer), their capabilities, configurations, cyber insurance
policy, coverage, attestations, questionnaires and overall
state of aforementioned attributes.

[0077] Insome arrangements, scanning occurs in real-time
such that the data acquisition engine 180 continuously scans
the data sources 160 for data associated with a specific
vendor or user (e.g., real-time states of specific vendors or
users, real-time threats, real-time performance). In various
arrangements, scanning may occur in periodic increments
such that the data acquisition engine 180 can scan the
Internet for data associated with the specific vendor or user
periodically (e.g., every minute, every hour, every day, every
week, and any other increment of time.) In some embodi-
ments, data acquisition engine 180 may receive feeds from
be various data aggregating systems that collect data asso-
ciated with specific vendors or users. For example, the
response system 130 can receive specific vendor or user data
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from the data sources 160, via the network 120 and data
acquisition engine 180. The information collected by the
data acquisition engine 180 may be stored in database 140.
In some arrangements, an entity (e.g., company, vendor,
insurer, any service or goods provider, etc.) may submit data
to response system 130 and provide information about their
products or services, pricing, capabilities, statuses, etc.,
which may be stored in database 140.

[0078] Memory 134 may include analysis circuit 136. The
analysis system 136 can be configured to perform data
fusion operations, including operations to generate and/or
aggregate various data structures stored in database 140,
which may have been acquired as a result of scanning
operations or via another EDI process. For example, the
analysis circuit 136 can be configured to aggregate entity
data stored in the database 140. The entity data may be a data
structure associated with a specific entity and include vari-
ous data from a plurality of data channels. In some embodi-
ments, the analysis circuit 136 can be configured to aggre-
gate line-of-business data stored in the database 140. The
line-of-business data may be a data structure associated with
a plurality of line-of-business of an entity and indicate
various data from a plurality of data channels based on
line-of-business (e.g., information technology (IT), legal,
marketing and sales, operations, finance and accounting).

[0079] The analysis circuit 136 can also be configured to
receive a plurality of user and entity data. In some arrange-
ments, the analysis circuit 136 can be configured to receive
data regarding the network 120 as a whole (e.g., stored in
database 140) instead of data specific to particular users or
entities. The received data that the analysis circuit 136
receives can be data that response system 130 aggregates
and/or data that the response system 130 receives from the
data sources 160 and/or any other system described herein.
As previously described, the response system 130 can be
configured to receive information regarding various entities
and users on the network 120 (e.g., via device connectivity
data). Further, the response system 130 can be configured to
receive and/or collect information regarding interactions
that a particular user or entity has on the network 120 (e.g.,
via P traffic data). Further, the response system 130 can be
configured to receive and/or collect additional information.
Accordingly, the received or collected information may be
stored as data in database 140. In various arrangements, the
database 140 can include user and entity profiles.

[0080] The response system 130 can be configured to
electronically transmit information and/or notifications
relating to various metrics, dashboards (e.g., graphical user
interfaces) and/or models it determines, analyzes, fuses,
generates, or fits to user data, entity data, and/or other data.
This may allow a user of a particular one of the client
devices 110 and third party devices 150 to review the various
metrics, dashboards, or models which the response system
130 determines. Further, the response system 130 can use
the various metrics to identify remediation actions for users
and entities. The analysis circuit 136 implements data fusion
operations of the response system 130. In various arrange-
ments, the analysis circuit 136 can be configured to receive
a plurality of data (e.g., user and entity data) from a plurality
of data sources (e.g., database 140, client devices 140, third
party devices 150, data sources 160) via one or more data
channels (e.g., over network 120). Each data channel may
include a network connection (e.g., wired, wireless, cloud)
between the data sources and the response system 130.
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[0081] In some arrangements, the analysis circuit 136 can
also be configured to collect a plurality of data from a
particular data source or from a plurality of data sources
based on electronically transmitting requests to the data
sources via the plurality of data channels, managed and
routed to a particular data channel by the data acquisition
engine 180. A request submitted via the data acquisition
engine 180 may include a request for scanning publicly
available information exposed by a user or entity. In some
embodiments, the request submitted via the data acquisition
engine 180 may include information regarding access-con-
trolled data being requested from the user or entity. In such
cases, the request can include trust verification information
sufficient to be authenticated by the target entity (e.g.,
multi-factor authentication (MFA) information, account
login information, request identification number, a pin,
certificate information, a private key of a public/private key
pair). This information should be sufficient to allow the
target entity to verify that a request is valid.

[0082] In various arrangements, the analysis circuit 136
can be configured to initiate a scan, via the data acquisition
engine 180, for a plurality of data from a plurality of data
sources based on analyzing device connectivity data, vendor
information, scheduling information (e.g., team members),
network properties (e.g., status, nodes, element-level (sub-
document level), group-level, network-level, size, density,
connectedness, clustering, attributes) and/or network infor-
mation (e.g., IP traffic, domain traffic, sub-domain traffic,
connected devices, software, infrastructure, bandwidth) of a
target computer network environment and/or environments
of the entity or associated with the entity. The operations to
fuse various properties of data returned via the scan can
include a number of different actions, which can parse
device connectivity data, packet segmentation, predictive
analytics, cross-referencing to data regarding known vulner-
abilities, and/or searching data regarding application secu-
rity history. These operations can be performed to identify
costs of vendors, services offered, hosts, ports, and services
in a target computer network environment. The target com-
puter network environment can be identified by a unique
identifier, such as a domain identifier (e.g., a top-level
domain (TLD) identifier, a subdomain identifier, a URL
string pointing to a particular directory), an IP address, a
subnet, etc. Further, the target computer network environ-
ment can be defined with more granularity to encompass a
particular component (e.g., an entity identified by an IP
address, software/applications/operating systems/exposed
API functions associated with a particular port number, IP
address, subnet, domain identifier). In some arrangements,
one or more particular target computer network environ-
ments can be linked to an entity profile (e.g., in the database
140). In one example, scanning can include parsing out
packet and/or device connectivity data properties that may
indicate available UDP and TCP network services running
on the target computer network environment. In another
example, scanning can include parsing out packet and/or
device connectivity data that indicates the operating systems
(OS) in use on the target computer network environment.

[0083] In various arrangements, vendor information can
be determined based accessing a vendor device (e.g., 150) or
website of the vendor to collect vendor information (e.g., via
an API call). In various arrangements, vulnerabilities and
incidents can be determined based on any software feature,
hardware feature, network feature, or combination of these,
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which could make an entity vulnerable to cyber threats,
incidents, such as hacking activities, data breaches, and
cyberattacks. In turn, cyber-threats (sometimes referred to
herein as “cyber-indents” or “incidents”) increase the prob-
ability of cyber-incidents. Accordingly, a vulnerability or
incident can be a weakness that could be exploited to gain
unauthorized access to or perform unauthorized actions in a
computer network environment (e.g., system 100). For
example, obsolete computing devices and/or obsolete soft-
ware may present vulnerabilities and/or threats in a com-
puter network environment. In another example, certain
network frameworks may present vulnerabilities and/or
threats in a computer network environment. In yet another
example, business practices of an entity may present vul-
nerabilities and/or threats in a computer network environ-
ment. In yet another example, published content on the
Internet may present vulnerabilities in a computer network
environment. In yet another example, third-party computing
devices and/or software may present vulnerabilities and/or
threats in a computer network environment. Accordingly, as
shown, all devices (e.g., servers, computers, any infrastruc-
ture), all data (e.g., network information, vendor data, net-
work traffic, user data, certificate data, public and/or private
content), all practices (e.g., business practices, security
protocols), all software (e.g., frameworks, protocols), and
any relationship an entity has with another entity can present
vulnerabilities and/or threats in a computer network envi-
ronment that could lead to one or more cyber-incidents.

[0084] In broad view, the analysis circuit 136 can also be
configured to receive company and vendor information
regarding the company/vendor. In some implementations,
the analysis circuit 136 can receive a registration request and
register user accounts (e.g., accounts). For example, a user
of library 114 may register their user account with a client
device such that the client device 110 can execute the library
114 and perform various actions. Registering a client device
110 or user (or vendor) can include, but not limited to,
providing various identifying information (e.g., device
name, geolocation, identifier, etc.), platform designations
(e.g., 108, Android, WebOS, BlackBerry OS, etc.), user
actions (e.g., activation gesture, haptic, biometric, etc.),
authentication information (e.g., username, password, two-
step criteria, security questions, address information, etc.).
Once the analysis circuit 136 approves a registration request,
the information associated with the request may be stored in
database 140. Additionally, a notification may be transmitted
to the client device 110 indicating the user, vendor, or client
device 110 (or third party device 150) is registered and can
utilize the dashboards to perform actions associated with one
or more applications.

[0085] In various implementations, analysis circuit 136
performs statistical operations on received data to produce
statistical measurements describing the received data. For
example, analysis circuit 136 may determine capabilities of
individuals, objectives, cost estimates, etc. In various imple-
mentations, the statistical operations can be calculated based
on performing various statistical operations and analysis. In
some implementations, received data and previously col-
lected data stored in database 140 can be used to train a
machine-learning model. That is, predictions regarding vul-
nerabilities and incidents could be based on artificial intel-
ligence or a machine-learning model. For example, a first
machine-learning model may be trained to identify particu-
lar incidents and output a prediction. In this example, a
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second machine-learning model may be trained to identity
remediation actions based on incident. In various implemen-
tations, machine learning algorithms can include, but are not
limited to, a neural network, convolutional neural network,
recurrent neural network, linear regression model, and
sparse vector machine). The various computing systems/
devices described herein can input various data (e.g., event
logs, debugging information and so on) into the machine
learning model, and receive an output from the model
indicating a particular action to perform. In some imple-
mentations, analysis circuit 136 can be configured to per-
form source testing on one or more networks. Source testing
on one or more networks can include performing various test
plans. During the source testing, various malfunctions and
exceptions can be identified. Additionally, the network can
be identified such that the testing occurs on a designated
network (e.g., or multiple designated content networks).

[0086] Memory 134 also includes content management
circuit 135. The content management circuit 135 may be
configured to generate content for displaying to users and
vendors. The content can be selected from among various
resources (e.g., webpages, applications). The content man-
agement circuit 135 is also structured to provide content
(e.g., via a graphical user interface (GUI)) to the user
devices 140 and/or third party devices 150), over the net-
work 120, for display within the resources. For example, in
various arrangements, a claim dashboard or incident
response dashboard may be integrated in a mobile applica-
tion or computing application or provided via an Internet
browser. The content from which the content management
circuit 135 selects may be provided by the response system
130 via the network 120 to one or more user devices 110
and/or third party devices 150. In such implementations, the
content management circuit 135 may determine content to
be generated and published in one or more content interfaces
of resources (e.g., webpages, applications).

[0087] The content management circuit 135 can be con-
figured to interact with a database management system or
data storage vault, where clients can obtain or store infor-
mation. Clients can use queries in a formal query language,
inter-process communication architecture, natural language
or semantic queries to obtain data from the DBMS. In some
implementations, one or more clients obtain data from the
DBMS using queries in a custom query language such as a
Visualization API Query Language. In some implementa-
tions, the content management circuit 135 can be configured
to provide one or more customized dashboards (e.g., stored
in database 140) to one or more computing devices (e.g.,
user devices 140, third party devices 150) for presentation.
That is, the provided customized dashboards (also referred
to herein as “customized interface”) can execute and/or be
displayed at the computing devices described herein. In
some arrangements, the customized dashboards can be pro-
vided within a web browser or installed application. In some
arrangements, the customized dashboards can include PDF
files. In some arrangements, the customized dashboards can
be provided via email. According to various arrangements,
the customized dashboards can be provided on-demand or as
part of push notifications.

[0088] In various arrangements, the content management
circuit 135 executes operations to provide the customized
dashboards to the user devices 140 and third party devices
150, without utilizing the web browser. In various arrange-
ments, the customized dashboards can be provided within an
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application (e.g., mobile application, desktop application).
The dashboard from which the content management circuit
135 generates may be provided to one or more users or
entities, via the network 120. In some arrangements, the
content management circuit 135 may select dashboards
and/or interfaces associated with the user or entity to be
displayed on the user devices 140 or third party devices 150.
Additional details regarding the dashboards and the content
presented are described in detail with reference to FIGS.
7-21.

[0089] In an example arrangement, an application
executed by the user devices 140 and/or third party devices
150 can cause the web browser to display on a monitor or
screen of the computing devices. For example, the user may
connect (e.g., via the network 120) to a website structured to
host the customized dashboards. In various arrangements,
hosting the customized dashboard can include infrastructure
such as host devices (e.g., computing device) and a collec-
tion of files defining the customized dashboard and stored on
the host devices (e.g., in a database). The web browser
operates by receiving input of a uniform resource locator
(URL) into a field from an input device (e.g., a pointing
device, a keyboard, a touchscreen, mobile phone, or another
form of input device). In response, the content management
circuit 135 executing the web browser may request data such
as from the database 140. The web browser may include
other functionalities, such as navigational controls (e.g.,
backward and forward buttons, home buttons, other navi-
gational buttons or items). The content management circuit
135 may execute operations of the database 140 (or provide
data from the database 140 to the user devices 140, and/or
third-party devices 150 for execution) to provide the cus-
tomized dashboards at the user devices 140 and/or third-
party devices 150.

[0090] In some arrangements, the content management
circuit 135 can include both a client-side application and a
server-side application. For example, a content management
circuit 135 can be written in one or more general purpose
programming languages and can be executed by user
devices 140 and/or third-party devices 150. The server-side
content management circuit 135 can be written, for example,
in one or more general purpose programming, or a Concur-
rent programming language, and can be executed by the
response system 130. The content management circuit 135
can be configured to generate a plurality of customized
dashboards and their properties, such as those described in
detail below relative to example FIGS. 7-21. The content
management circuit 135 can generate customized user-
interactive dashboards for one or more users and entities,
such as the client device 110 and third party devices 150,
based on data received, collected, and/or aggregated from
the analysis circuit 136, any other computing device
described herein, and/or any database described herein (e.g.,
140).

[0091] The generated dashboards can include various data
(e.g., data stored in database 140 and/or data sources 160)
associated with one or more entities including scheduling
information, profile information, cybersecurity risk and/or
vulnerabilities cybersecurity vulnerabilities (e.g., malware,
unpatched security vulnerabilities, expired certificates, hid-
den backdoor programs, super-user and/or admin account
privileges, remote access policies, other policies and proce-
dures, type and/or lack of encryption, type and/or lack of
network segmentation, common injection and parameter
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manipulation, automated running of scripts, unknown secu-
rity bugs in software or programming interfaces, social
engineering, and loT devices), insurer and vendor informa-
tion (e.g., policies, contracts, products, services, underwrit-
ing, limitations), incident information, cyberattack informa-
tion (e.g., phishing attacks, malware attacks, web attacks,
and artificial intelligence (Al)-powered attacks), remedia-
tion items, remediation actions/executables, security reports,
data analytics, graphs, charts, historical data, historical
trends, vulnerabilities, summaries, help information, domain
information, and/or subdomain information. As used herein,
a “cyber-incident” may be any incident where a party (e.g.,
user, individual, institution, company) gains unauthorized
access to perform unauthorized actions in a computer net-
work environment. The database 140 can also include data
structures for storing information such as system definitions
for customized dashboards generated by content manage-
ment circuit 135, animated or other content items, actionable
objects, graphical user interface data, and/or additional
information.

[0092] The analysis circuit 136 can be configured to
determine organization incident readiness. Readiness is the
process an organization follows to prepare for a cyber
incident before it happens. This includes entering informa-
tion that may be needed at the initiation of an incident by
incident response teams and breach counsel. Readiness
levels are calculated by binary completion of the n tasks that
are included in that organization’s readiness activities. An
organization with 10 readiness steps and 5 completed shows
as 50%. In some implementations, determining organization
incident readiness can include integrating readiness (e.g.,
insurer data and other vendor data) into third party devices
150. For example, the insurer data of a company’s insurer
can be recorded and stored at a third party device 150. In
various implementations, determining organization incident
readiness can include the analysis circuit determining orga-
nization capabilities, limitations, cyber threats, and specific
focus associated with cyber threats. Additionally, organiza-
tion incident readiness can be provided to incident response
providers (e.g., security providers, firmware providers, soft-
ware providers, infostructure providers). The analysis circuit
136 can also be configured to automatically route incidents
and claims to vendors associated with a company or user
(e.g., client device 110) and in turn contracting and activat-
ing an incident response. In some implementations, a
response plan can be submitted by a company and the
analysis circuit 136 can decompose and analyze the response
plan to determine actionable tasks and activities to complete
(e.g., by the company or after contracting with a vendor).

[0093] In various implementations, the determined orga-
nization incident readiness can be stored (e.g., by the analy-
sis circuit 136) as a block in a blockchain (or on a ledger)
that can metadata identifying the readiness including, but
not limited to, a time stamp, proof of date, and artifacts. In
various implementations, the data regarding key milestones
(e.g., capabilities pre-incident, what happened after the
incident occurred, root cause, recoding) can be stored on a
blockchain (e.g., such that it is immutable). In particular, key
milestones can be traceable and linkable within a blockchain
(or ledger) such that issues can be identified, actionable tasks
can be tracked, work is routed to vendors (e.g., 150), and
proof of resolution is recorded. In some implementations,
database 140 can include a plurality of ledgers or block-
chains and the database 140 can be a node of a plurality of
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nodes on a ledger or blockchain. It should be understood that
the various data and information described herein can be
implemented on a blockchain. For example, the blockchain
can be used to provide for irrefutable proof in a data set of
the data, locations, capabilities, configurations, that were in
place prior to an incident. In another example, the block can
be used to link the incident occurrence with what worked
(e.g., effective in preventing an incident) and what did not
work (e.g., vulnerability that led to the incident). For
example, the irrefutable permanent ledgers (or blockchain)
may be used by users at points in the process where they
wish to record proofs on chain. This may include configu-
rations, capabilities, assets, policies, threats, actors, claims,
incident reports, cyber threat intelligence artifacts, and any
other state-based attribute that needs to be recorded and may
be shared with others to irrefutably prove that the state of
that attribute was “x” at time “t”. Combinations of attributes
for different data, assets, configurations, capabilities, are
collected and rolled up to show if any elements have
changed through the use of Merkel Trees, allowing a check
of the top-most hash of the combination of downstream
values facilitating a single checkpoint to determine if any
other elements and configurations, combinations of param-
eters is the same or if they have changed.

[0094] In various implementations, the analysis circuit
136 can intake potential or current incidents based on an
embedded widget on remote web sites or within remote web
applications. This allows an incident response provider or
vendor (sometimes referred to herein as “IR providers” or IR
vendors™) the ability to seamlessly intake incident response
requests for assistance from their web site or one of their
sales channel partner sites and have it load directly into the
incident intake process within responder. In turn, an embed-
ded widget could be communicably coupled to the analysis
circuit 136 (e.g., via network 120) to allow the analysis
circuit to start an incident response process (e.g., at proposal
stage) and continue through a workflow to achieve response
readiness based on pre-defined logic or rules. This rule
mechanism can allow for the user to specify specific attri-
butes, collection of attributes, order, and routing method for
connecting inbound requests to those who are best-fit to
execute on the requests. For example, when an inbound
instance of an incident response can be routed to a claim
manager based on pre-defined logic or rules, such as to route
inbound cases to the IR provider that is active currently, or
to the provider who specializes in ransomware extortion
cases where the ransom exceeds 10 million, or to round-
robin inbound cases among a set of panel IR providers, etc.

[0095] In some implementations, the analysis circuit 136
can facilities invoice processing within an incident response
process across different insurers. Furthermore, throughout
an incident response conditions can be modified, added, or
removed to route tasks (or work) to different vendors or
partners (e.g., 150). In some implementations, the analysis
circuit 136 can also be configured to collect incident sub-
mission data, normalize the data (e.g., based on historical
data or trends), and automatically submit insurance claims
based on the normalized data. Moreover, the analysis circuit
136 can connect the underlying root cause to the capability
failure or procedural issue and have that data submitted with
the insurance claim. For example, the analysis circuit 136
can connect underlying root cause back to the insurers
underwriting questions. In various implementations, the
analysis circuit 136 can integrate organization incident
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readiness into all related parties to a company. As such, the
analysis circuit 136 can integrate incident response activa-
tion and collaborative across business, teams, insurers, etc.
Further, the analysis circuit 136 can be configured to link the
root cause of an incident to the capability failure or proce-
dural issue and then link back the insurers underwriting
questions.

[0096] The content management circuit 135 can also be
configured to enable a user (e.g., of a company) to purchase
and extended services via the generated dashboards. In some
implementations, the content management circuit 135
allows the user (e.g., via a step through process) to integrate
into technology and vendors to resolve issues (e.g., inci-
dents) and/or prevent incidents in the future. For example,
the dashboards can provide users integration points for
incident response workflow management. As such, the con-
tent management circuit 135 can generate dashboards (and/
or interfaces) on an application (e.g., 112 or 152) for
purchasing products, insurances, and services. In particular,
the generated dashboards can provide users of the applica-
tion with a unified (or universal) view of tasks, activities,
and progress/status tracking of incidents, claims, etc. The
dashboards can also tie back to incident readiness and
managing the incidents through resolution. The content
management circuit 135 can also generate the dashboards to
include collaboration tools (e.g., video calls, calendar,
chats), and the dashboards can include real-time status
tracking of policies, incidents, claims, insurers such that
policy aligned tasks and status updated can be provide for
incident responses and claims.

[0097] Referring now to FIG. 1B, a block diagram depict-
ing a more detailed architecture of certain systems or
devices of system 100. System 100 includes the data acqui-
sition engine 180 and response system 130 described in
detail with reference to FIG. 1A. However, it should be
understood that the response system 130 also encompasses
the capability to generate content and dashboards tailored
for each aspect of the response process, including the
response, adapter, and designer components. These content
and dashboards are generated by the content management
circuit 135 and can be seen in various figures ranging from
FIGS. 7-21.

[0098] To illustrate further, the response system 130
enables the presentation of diverse information related to an
organization’s security and threats through the adapter dash-
board and architecture. This facilitates a comprehensive
understanding of the security landscape and helps inform
decision-making processes. Additionally, the dashboard
functionality can be customized by the vendor and/or orga-
nization using the designer dashboard and architecture. This
empowers them to tailor the visual representation of data,
making it more intuitive and aligned with their specific
requirements. Furthermore, the responder dashboard and
architecture provided by the response system 130 enable the
vendor and/or organization to effectively prepare for, track,
and update incidents and readiness. This comprehensive
dashboard encompasses the entire incident response life-
cycle, from the initial incident detection and response
through to the final incident closure and claim submission.
By leveraging the responder dashboard and architecture, the
vendor and/or organization can ensure smooth incident
management, streamline processes, and facilitate efficient
collaboration among stakeholders.
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[0099] In the depicted architecture, both organizations and
vendors operating the third party devices 150 or client
devices 110 have the ability to store states 162 and indexes
163 within the library 154 (or library 114). In some imple-
mentations, these states 162 and indexes 163 can be deter-
mined based on data derived from various datasets, includ-
ing the organization dataset 164, performance dataset 165,
and vendor dataset 166.

[0100] In some implementations, the organization dataset
164 encompasses a wide range of information such as
firmographics, data related to locations, assets, and capa-
bilities of the third-party or client organization. This dataset
provides a comprehensive understanding of the organiza-
tion’s profile and resources. In some implementations, the
performance dataset 165 includes diverse sets of data,
including threat data, actor data, vector data, incident data,
claim data, capability data, vendor data, organization data,
and team member data. These performance-related datasets
capture information for assessing the organization’s security
posture, incident history, and overall operational perfor-
mance. They enable effective monitoring, analysis, and
decision-making in incident response activities. In some
implementations, the vendor dataset 166 contains informa-
tion related to offerings (cybersecurity protection plans),
terms, team member data, configuration data, configuration
state data, pricing details, detection data, alert data, incident
data, and intelligence data. This dataset enables organiza-
tions to gain insights into the capabilities and services
provided by vendors, facilitating informed decision-making
when selecting and collaborating with specific vendors.
[0101] In general, the states 162 and indexes 163, derived
from the datasets, are utilized as input by the data acquisition
engine 180 (or analysis circuit 136) to output a security
posture. In some implementations, the data acquisition
engine 180 is configured to scan and perform data collection
based on accessing vendor embedded applications 175, via
ecosystem partner APIs 174. This enables seamless integra-
tion with vendor systems, allowing for efficient retrieval and
synchronization of relevant data. In the depicted architec-
ture, the states 162 and indexes 163 improve the efficient
operations of the response system 130. These states 162 and
indexes 163 can stored within the library 154 (or library 114)
and are determined based on data from various datasets,
including the organization dataset 164, performance dataset
165, and vendor dataset 166.

[0102] In some implementations, the states 162 represent
the current condition or status of the organization or vendor
operating the third-party 150 or client devices 110. They
encapsulate information such as system configurations,
security policies, incident response readiness, and other
relevant parameters. By maintaining these states, the
response system 130 can quickly access and reference the
most up-to-date information about the organization’s or
vendor’s environment. Additionally, in some implementa-
tions, the indexes 163 serve as pointers or references to
specific data or resources within the library 154 (or library
114). They streamline the retrieval and access of critical
information, ensuring efficient data processing and analysis.
These indexes are designed to optimize search operations
and enable rapid access to relevant datasets, contributing to
the overall responsiveness and effectiveness of the response
system 130.

[0103] Accordingly, to ensure the accuracy and currency
of'the states 162 and indexes 163, the data acquisition engine
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180 can be configured to scan and collect data by interacting
with the vendor embedded applications 175. The commu-
nication can occur through ecosystem partner APIs 174,
establishing a connection between the response system 130
and the embedded applications 175 used by vendors.
Through this communication, the data acquisition engine
180 can retrieve real-time (or near real-time) information
from the vendor’s systems, including offerings, configura-
tions, alerts, incidents, and other relevant data. In some
implementations, the engine 180 can utilize the retrieved
data to update and synchronize the states 162 and indexes
163, providing that the response system 130 has the latest
and accurate information to support incident response activi-
ties.

[0104] Expand further on states 162 and indexes 163, the
data acquisition engine 180 can maintain the security pos-
ture of the organization. That is, the data acquisition engine
180 can actively check a vendor’s API for any changes in the
configuration “State,” the data acquisition engine 180 that
the security posture remains up to date and aligned with the
evolving environment. By recording these configuration
updates to the corresponding index, the data acquisition
engine 180 and response system 130 establishes a view of
the organization’s security landscape. This approach goes
beyond static assessments and provides a dynamic and
real-time perspective on the organization’s security posture.
By linking the configuration data with real incident data and
other relevant metadata, the response system 130 enhances
the accuracy and actionability of the match, enabling quick
and effective response to potential threats. In various
arrangements, this continuous monitoring and adaptation of
the security posture over time is provided and/or presented
in a posture stream (as shown with reference to FIG. 18A),
which captures and analyzes the evolving information. As
new data points are gathered and recorded in the posture
stream, the response system 130 can execute proactive
incident response activities.

[0105] As used herein, a “security posture” refers to the
current state and overall cybersecurity risk profile of an
organization or vendor. It is determined based on various
factors and information collected from entity data, including
system configurations, security policies, incident response
readiness, and other relevant parameters. In some arrange-
ments, the data acquisition engine 180 (or analysis circuit
136) scans and collects data from vendor embedded appli-
cations through ecosystem partner APIs, ensuring the accu-
racy and currency of the states and indexes used to represent
the security posture. In various arrangements, the analysis
circuit 136 utilizes a distributed ledger to tokenize and
broadcast the security posture, ensuring transparency and
immutability. The analysis circuit 136 can also be configured
to model the security posture and multiple security objec-
tives to generate a set of cybersecurity attributes specific to
the entity.

[0106] Furthermore, the data acquisition engine 180 is
shown to gather data from blockchain 170 (e.g., ledgers
storing various immutable information about entities, ven-
dors, and corporations) via code 168 and smart contracts 169
that are executed by logic handling 167 (e.g., of the data
acquisition engine 180). In some implementations, data
acquisition engine 180 can communicate with response
system 130 directly (e.g., via a wired or hard-wired connec-
tion) or via APIs 171. To enable user access and interaction
with the dashboards and content generated by the response
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system 130, user access 172 is provided. Users, including
organizations, vendors, and entities, can access the dash-
boards and content through dedicated applications such as
application 112 or application 152. These applications can
be accessed through user devices, such as client device 110,
or through third-party devices 150.

[0107] Additionally, user access 172 to the dashboards and
content can be provided to users (e.g., organizations, ven-
dors, entities) via an application (e.g., 112 or 152) a user
device (e.g., 110) and/or third party device 150. Additional,
fewer, or different systems and devices can be used. It is
important to note that the depicted system and devices are
not exhaustive, and additional, fewer, or different systems
and devices may be employed depending on specific imple-
mentation requirements. The architecture can be tailored to
suit the unique needs of organizations, vendors, and entities,
allowing for flexibility and customization in the deployment
of the response system 130.

[0108] In addition to gathering data from the blockchain
170, the response system 130 can establish a communication
channel with the blockchain 170. This communication
enables the response system 130 to interact with the block-
chain 170 in a secure and decentralized manner. By directly
accessing the blockchain 170, the response system 130 can
leverage its inherent properties of immutability, transpar-
ency, and distributed consensus to enhance the integrity and
reliability of incident-related data and information. Accord-
ingly, the response system 130 can use blockchain 170 to
record and verify incident details, maintain an auditable trail
of actions and transactions, and ensure the integrity of
information throughout the incident response process.
[0109] It will be recognized that some or all of the figures
are schematic representations for purposes of illustration.
The figures are provided for the purpose of illustrating one
or more embodiments with the explicit understanding that
they will not be used to limit the scope or the meaning of the
claims.

[0110] Referring now to FIG. 2, a depiction of a computer
system 200 is shown. The computer system 200 that can be
used, for example, to implement a system 100, incident
response system 130, client devices 110, third party devices
150, data sources 160, and/or various other example systems
described in the present disclosure. The computing system
200 includes a bus 205 or other communication component
for communicating information and a processor 210 coupled
to the bus 205 for processing information. The computing
system 200 also includes main memory 215, such as a
random-access memory (RAM) or other dynamic storage
device, coupled to the bus 205 for storing information, and
instructions to be executed by the processor 210. Main
memory 215 can also be used for storing position informa-
tion, temporary variables, or other intermediate information
during execution of instructions by the processor 210. The
computing system 200 may further include a read only
memory (ROM) 220 or other static storage device coupled
to the bus 205 for storing static information and instructions
for the processor 210. A storage device 225, such as a
solid-state device, magnetic disk or optical disk, is coupled
to the bus 205 for persistently storing information and
instructions.

[0111] The computing system 200 may be coupled via the
bus 205 to a display 235, such as a liquid crystal display, or
active matrix display, for displaying information to a user.
An input device 230, such as a keyboard including alpha-
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numeric and other keys, may be coupled to the bus 205 for
communicating information, and command selections to the
processor 210. In another arrangement, the input device 230
has a touch screen display 235. The input device 230 can
include any type of biometric sensor, a cursor control, such
as a mouse, a trackball, or cursor direction keys, for com-
municating direction information and command selections
to the processor 210 and for controlling cursor movement on
the display 235.

[0112] In some arrangements, the computing system 200
may include a communications adapter 240, such as a
networking adapter. Communications adapter 240 may be
coupled to bus 205 and may be configured to enable com-
munications with a computing or communications network
120 and/or other computing systems. In various illustrative
arrangements, any type of networking configuration may be
achieved using communications adapter 240, such as wired
(e.g., via Ethernet), wireless (e.g., via Wi-Fi, Bluetooth),
satellite (e.g., via GPS) pre-configured, ad-hoc, LAN, WAN.

[0113] According to various arrangements, the processes
that effectuate illustrative arrangements that are described
herein can be achieved by the computing system 200 in
response to the processor 210 executing an arrangement of
instructions contained in main memory 215. Such instruc-
tions can be read into main memory 215 from another
computer-readable medium, such as the storage device 225.
Execution of the arrangement of instructions contained in
main memory 215 causes the computing system 200 to
perform the illustrative processes described herein. One or
more processors in a multi-processing arrangement may also
be employed to execute the instructions contained in main
memory 215. In alternative arrangements, hard-wired cir-
cuitry may be used in place of or in combination with
software instructions to implement illustrative arrange-
ments. Thus, arrangements are not limited to any specific
combination of hardware circuitry and software.

[0114] Referring now to FIG. 3, the data acquisition
engine 180 and analysis circuit 136 of the response system
130, as depicted in FIG. 1, depict an architecture that
facilitates efficient data acquisition and analysis. In some
implementations, a user dataset 142, containing diverse data
associated with different entities and users, can be securely
stored in the database 140. The systems and devices illus-
trated in FIG. 3 communicate and exchange information
over the network 120, which enables seamless integration
and collaboration among the components.

[0115] The data acquisition engine 180 encompasses vari-
ous components designed to support the execution of appli-
cations 112 and 152. These components include, but are not
limited to, the platform application infrastructure 302, plat-
form application code 304, platform application APIs 306,
and platform application datasets and indexes 308. Together,
these clements form the support of the data acquisition
engine 180, providing the structures and resources to ensure
the efficient functioning of the applications. Additionally,
integration APIs 310 and blockchain APIs 312 are integrated
into the data acquisition engine 180, enabling seamless
execution of API requests, data retrieval from blockchains,
access to data sources 160, and integration with various
vendors and third parties for streamlined data exchange.
These integration APIs 310 facilitate the secure and reliable
flow of information, ensuring the responsiveness and effec-
tiveness of the data acquisition process.
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[0116] The analysis circuit 136 is shown to include, but is
not limited to, a security stack designer and composition
(SSDC) system 137, an incident response collaboration
(IRC) system 138, and a security program orchestration
(SPO) system 139. For example, the SSDC system 137 walk
users through identifying what data and computations are
most important, where the data resides, what vendor prod-
uct, service, and procedural capabilities are in place to
prevent/detect/respond to cyber-attacks, and based on these
visualized gaps, determine what to prioritize.

[0117] The analysis circuit 136 includes several compo-
nents that improve the capabilities of the response system
130. One of these components is the security stack designer
and composition (SSDC) system 137, which is configured to
guide users through the process of identifying and address-
ing potential vulnerabilities and gaps in their security infra-
structure. In some implementations, the SSDC system 137
provides users with a systematic approach to evaluate the
significance of their data and computational processes,
determining their criticality in the context of cybersecurity.
By utilizing the SSDC system 137, users can gain insights
into the specific locations where their data is stored and
processed, allowing for a comprehensive understanding of
potential security risks. In general, the SSDC system 137
employs various techniques to identify specific locations
where data is stored and processed within an organization’s
infrastructure. In particular, by leveraging data mapping and
inventory techniques that enable the SSDC system 137 to
identify data repositories, databases, file systems, and other
storage systems where data is stored. For example, the
SSDC system 137 can analyze network traffic and data flows
within an organization’s network to identify sources and
destinations of data. By monitoring network communication
and analyzing data packets, the SSDC system 137 can trace
the path of data transmission and determine the endpoints
where data is stored or processed.

[0118] Additionally, the SSDC system 137 can utilize data
discovery and scanning mechanisms (e.g., using data acqui-
sition engine 180) to identify data repositories within an
organization’s infrastructure. This may involve scanning file
systems, databases, cloud storage, and other data reposito-
ries to identify the locations where sensitive or critical data
resides. In some implementations, the SSDC system 137 can
integrate with data classification tools or metadata reposi-
tories (e.g., data sources 160) to gather information about the
nature and sensitivity of the data. By understanding the
characteristics and classification of data, the SSDC system
137 can identify the specific locations where sensitive data
is stored or processed. By combining these techniques, the
SSDC system 137 can provide organizations with a com-
prehensive view of the locations where data is stored and
processed. It enables organizations to understand the data
flow across their infrastructure and gain insights into the
potential security risks associated with specific data storage
and processing environments.

[0119] For example, an organization that utilizes both
on-premises servers and cloud storage for data storage. The
SSDC system 137 can perform an analysis of the organiza-
tion’s network and infrastructure, monitoring data flows
between different systems. It would identify the on-premises
servers, databases, and file systems where certain data is
stored. Additionally, it would detect the cloud storage pro-
viders and specific cloud repositories where data is stored.
By mapping out these locations, the SSDC system 137
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provides the organization with a clear understanding of the
data storage landscape and enables them to apply appropri-
ate security measures to protect the data in each location.
[0120] In some implementations, the SSDC system 137
facilitates an assessment of the existing vendor products,
services, and procedural capabilities that are currently in
place to prevent, detect, and respond to cyber-attacks. This
evaluation enables users to identify any gaps or areas of
improvement in their security stack. Through visualizations
and analysis, the SSDC system 137 helps users prioritize
their security measures based on identified gaps and vulner-
abilities. By highlighting areas that require attention, the
SSDC system 137 empowers organizations to allocate their
resources effectively and take proactive steps to enhance
their overall security posture. Moreover, the SSDC system
137 is designed to be dynamic and adaptable, accommodat-
ing the ever-evolving threat landscape and the changing
needs of organizations. It provides a user-friendly interface
that simplifies the complex task of security stack design and
composition, making it accessible to users with varying
levels of technical expertise.

[0121] In some implementations, the IRC system 138 can
be configured to collect, aggregate, and generate data and
data structure that can be presented via application 112 and
152 and can be configured to determine level of importance
related to matter pre-incidents, pre-associate to internal
incident team members, cyber insurers, breach counsel,
incident response firms, and security vendors to reduce the
time it takes to activate and triage live incidents in the future.
By leveraging the capabilities of the IRC system 138,
organizations can efficiently manage incidents, reduce
response times, and ensure collaboration among various
stakeholders.

[0122] In some implementations, the IRC system 138 can
collect and aggregate relevant data. This can include gath-
ering information from various sources such as incident
reports, security logs, system alerts, and user-generated data.
The IRC system 138 employs data collection mechanisms to
capture and centralize this information, ensuring that inci-
dent responders have a comprehensive and consolidated
view of the incident landscape. The term “incident land-
scape” refers to the overall environment and context in
which incidents occur within an organization’s systems and
networks. It encompasses the various factors, elements, and
conditions that shape the occurrence and impact of security
incidents. The incident landscape includes aspects such as
the organization’s infrastructure, network architecture, data
assets, applications, user activities, potential vulnerabilities,
and threat landscape. Understanding the incident landscape
is important for incident responders as it allows them to gain
insights into the organization’s unique security challenges,
identify potential attack vectors, assess risks, and develop
effective incident response strategies. By comprehensively
mapping and analyzing the incident landscape using the IRC
system 138, organizations can proactively strengthen their
defenses, detect and respond to incidents promptly, and
minimize the impact of security breaches.

[0123] In some implementations, the IRC system 138 can
generate data structures that facilitate the organization and
presentation of incident-related information. These data
structures enable the categorization, classification, and cor-
relation of incident data, making it easier for incident
responders to analyze and make informed decisions. The
IRC system 138 can employ various techniques such as data
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modeling, schema design, and indexing to create efficient
and structured data representations. By leveraging the data
and data structures generated by the IRC system 138,
organizations can determine the level of importance related
to pre-incident matters. This involves assessing the potential
impact and severity of different incident scenarios, identi-
fying critical assets and systems, and evaluating the poten-
tial risks and vulnerabilities. This information helps organi-
zations prioritize their incident response efforts, allocating
appropriate resources and attention to high-priority inci-
dents.

[0124] In some implementations, the IRC system 138 also
enables pre-association of internal incident team members,
cyber insurers, breach counsel, incident response firms, and
security vendors. By establishing these pre-associations,
organizations can expedite the activation and triaging of live
incidents in the future. The IRC system 138 can maintain a
database of trusted contacts and partners, allowing incident
responders to quickly engage the necessary expertise and
support when responding to incidents. This reduces response
times and enhances the overall efficiency of technology and
incident handling. Moreover, the IRC system 138 facilitates
seamless collaboration among various stakeholders involved
in incident response. It provides a unified platform where
team members can share information, communicate, and
coordinate their efforts. The IRC system 138 may include
features such as real-time messaging, task assignment, docu-
ment sharing, and incident status tracking, enabling effective
collaboration and ensuring that all stakeholders are aligned
and working towards a common goal.

[0125] The security program orchestration (SPO) system
139 can be configured to manage and adapt an organiza-
tion’s security program to address changes in the security
posture and cyber threats. In some implementations, it
operates by receiving inputs that indicate the changing state
of the security posture, which can come from various
sources such as technical indicators or human-assisted
inputs through APIs or social media sharing. These inputs
provide valuable information about emerging threats, vul-
nerabilities, or changes in the organization’s security land-
scape. Once the SPO system 139 receives these inputs, it
analyzes and evaluates the information to determine the
necessary adjustments and changes required in the security
program. This involves identifying specific areas or aspects
of the security program that need to be modified, such as
updating security policies, configurations, access controls,
or implementing additional security measures.

[0126] The orchestration aspect of the SPO system 139
coordinates and manages the implementation of these
changes across the organization’s various vendor tools and
configurations. It ensures that the necessary modifications
are applied consistently and effectively across different
security systems and technologies, minimizing any potential
gaps or inconsistencies that could compromise the organi-
zation’s overall security posture. Furthermore, the SPO
system 139 can be configured to automate and streamline the
process of implementing security program changes, reduc-
ing the manual effort and potential errors associated with
manual intervention. It can leverage automation capabilities
to efficiently propagate the required changes to the appro-
priate security tools, configurations, and policies, ensuring
that the organization’s security program remains up-to-date
and aligned with the evolving threat landscape.
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[0127] Referring to the interplay of the analysis circuit 136
generally, the SSDC system 137 designs and composes the
security stack. It guides users through the process of iden-
tifying critical data, determining its storage locations, and
understanding the necessary vendor products, services, and
procedural capabilities to protect against, detect, and
respond to cyber-attacks. By visualizing the existing gaps
and vulnerabilities, the SSDC system 137 helps organiza-
tions prioritize their security efforts and make informed
decisions to strengthen their security posture. The IRC
system 138 focuses on collaboration and information shar-
ing during incident response. It collects, aggregates, and
generates data to be presented via applications 112 and 152.
This system facilitates the efficient and effective communi-
cation among internal incident team members, cyber insur-
ers, breach counsel, incident response firms, and security
vendors. By pre-associating relevant parties and establishing
clear lines of communication, the IRC system 138 reduces
the time it takes to activate and triage live incidents in the
future, leading to improved incident response capabilities.
The SPO system 139, on the other hand, plays a crucial role
in managing the organization’s security program. It receives
inputs indicating changes in the security posture or emerging
cyber threats, whether through technical indicators or
human-assisted inputs. Leveraging these inputs, the SPO
system 139 determines the adjustments required in the
security program and orchestrates the implementation of
those changes across the organization’s various vendor tools
and configurations. This ensures that the security program
remains up-to-date and aligned with the evolving threat
landscape, enhancing the organization’s overall security
resilience.

[0128] Accordingly, together, these three systems create a
powerful synergy within the organization’s security ecosys-
tem. The SSDC system 137 helps design a robust security
infrastructure, the IRC system 138 enables efficient collabo-
ration and information sharing during incident response, and
the SPO system 139 ensures the agility and adaptability of
the organization’s security program. By working in tandem,
these systems contribute to a proactive and comprehensive
approach to improve security, empowering organizations to
mitigate risks, respond effectively to incidents, and continu-
ously improve their security posture in a rapidly evolving
threat landscape.

[0129] Referring now to FIGS. 4A-4B, a method 400 for
incident response preparedness and readiness through the
final incident closure and claim submission. Response sys-
tem 130 (e.g., in particular analysis circuit 136) or third
party device 150 can be configured to perform method 400.
Further, any computing device or system described herein
can be configured to perform method 400. Additionally, all
the functions and features described in method 400 can be
performed on an application (described in greater detail with
reference to FIGS. 7-21). The data acquisition engine 180
can communicate using APIs with the response system 130.

[0130] Inbroad overview of the incident response process
(i.e., method 400), the analysis circuit 136 can implement
method 400. The analysis circuit can include various com-
puting systems such as readiness system 402, incident
system 404, cybersecurity connection system 406, claim
handling system 408, and remediation system 410 can each
be systems configured to implement steps within an incident
response process. In particular, FIG. 4B shows exemplary
activities or tasks performed in each of the steps shown in
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FIG. 4A. Throughout the steps and activities data and data
structures can be utilized (e.g., aggregate, collected, or
generated) including data of business users 412, vendors
414, and insurers 416. APIs 171 and API request and returns
can be sent and received by the one or more processing
circuits to perform method 400. Additionally, fewer, or
different operations may be performed depending on the
particular arrangement. In some arrangements, some or all
operations of method 400 may be performed by one or more
processors executing on one or more computing devices,
systems, or servers. In various arrangements, each operation
may be re-ordered, added, removed, or repeated.

[0131] Referring to method 400 in more detail, the analy-
sis circuit 136 can execute a readiness step by readiness
system 402, where a readiness analysis is executed. In some
implementations, during the readiness step by readiness
system 402, the analysis circuit 136 can perform response
readiness 418 and readiness review 420. During the
response readiness 418, the analysis circuit 136 evaluates
the organization’s level of preparedness to effectively
respond to incidents. It assesses various factors such as the
availability of incident response teams, the adequacy of
incident response plans and procedures, the integration of
incident response tools and technologies, and the establish-
ment of communication channels and protocols. This evalu-
ation helps identify any gaps or deficiencies in the organi-
zation’s response capabilities, enabling appropriate
measures to be taken to address them.

[0132] Simultaneously (or in a logical order), the readi-
ness review 420 conducted by the analysis circuit 136
involves a thorough examination of the organization’s over-
all readiness for incident response. It encompasses a com-
prehensive review of the organization’s incident response
framework, including its policies, procedures, documenta-
tion, and training programs. The analysis circuit 136 exam-
ines whether the organization’s incident response frame-
work aligns with industry best practices, regulatory
requirements, and internal objectives. It also assesses the
organization’s ability to effectively coordinate and collabo-
rate with external stakeholders, such as incident response
providers, cyber insurers, breach counsel, and other relevant
parties.

[0133] In some arrangements, the readiness system 402 is
configured to access the entity data of an organization and
utilize this information to determine the organization’s secu-
rity posture. The readiness system 402 can take into account
various parameters such as the entity’s cybersecurity poli-
cies, system configurations, incident response readiness, and
others. It can then model the security posture along with a
plurality of security objectives of the organization to gen-
erate a set of cybersecurity attributes.

[0134] The analysis circuit 136 can also execute an inci-
dent step by incident system 404, where an incident analysis
is executed. In some implementations, during the incident
step by incident system 404, the analysis circuit 136 can
perform incident response activation 422 and incident
response management 424. During the incident response
activation 422, the analysis circuit 136 triggers the actions to
initiate the incident response process. It activates the pre-
defined incident response plans, procedures, and resources
to ensure a swift and coordinated response. This includes
notifying the incident response team, engaging relevant
stakeholders and vendors, and initiating communication
channels to exchange critical information.
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[0135] In some arrangements, the incident system is con-
figured to maintain the relationship between the entity and
third-party cybersecurity providers. That is, it is configured
to model a plurality of cybersecurity protection plans
between the entity and a third-party. In particular, it provides
a framework for integrating third-party cybersecurity solu-
tions into the entity’s systems, ensuring that these solutions
align with the entity’s security objectives and can effectively
address its cybersecurity needs.

[0136] Simultaneously (or in a logical order), the analysis
circuit 136 executes incident response management 424,
which involves the ongoing coordination, monitoring, and
control of the incident response activities. For example, it
ensures that the incident response team follows the estab-
lished procedures, communicates effectively, and collabo-
rates seamlessly to address the incident. The analysis circuit
136 provides real-time insights and updates on the incident’s
status, facilitates information sharing between team mem-
bers, and tracks the progress of incident containment, eradi-
cation, and recovery efforts. By effectively managing the
incident response, the analysis circuit 136 helps minimize
the impact of the incident and accelerates the return to
normal operations. By performing the incident response
activation 422, it initiates a rapid and coordinated response,
while the incident response management 424 ensures effec-
tive coordination and control throughout the incident
response process. This incident analysis and response
approach facilitated by the analysis circuit 136 allows orga-
nizations to mitigate the impact of incidents, minimize
downtime, and protect their critical assets and operations.

[0137] The analysis circuit 136 can also execute a pro-
posal/quote/contract step by cybersecurity connection sys-
tem 406, where a proposal/quote/contract generation is
executed. In some implementations, during the proposal/
quote/contract step by cybersecurity connection system 406,
the analysis circuit 136 can perform invoice management
426. During the proposal/quote/contract step by cybersecu-
rity connection system 406, the analysis circuit 136 lever-
ages its capabilities to generate comprehensive and accurate
proposals, quotes, and contracts. It takes into account the
specific requirements, parameters, and preferences of the
involved parties, ensuring that the proposed terms align with
their respective needs. The analysis circuit 136 utilizes
relevant data, such as pricing information, service level
agreements (SLAs), and contractual obligations, to generate
customized proposals and quotes. In some implementations,
within the proposal/quote/contract step by cybersecurity
connection system 406, the analysis circuit 136 incorporates
invoice management 426 functionality. This feature enables
the efficient handling and tracking of invoices related to the
proposed services or products. The analysis circuit 136
ensures that accurate and timely invoices are generated,
shared, and managed throughout the invoicing process. It
may include features such as invoice creation, validation,
tracking, and payment processing, streamlining the financial
aspect of the proposal/quote/contract lifecycle.

[0138] In some arrangements, the cybersecurity connec-
tion system 406 can be configured to determine and provide
(i.e., connect) a cybersecurity protection plan, utilizing one
or more protection parameters. The plans can correspond to
a new cybersecurity attribute that has been identified as
necessary to protect the organization. The cybersecurity
connection system 406 makes this protection plan available
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to the entity, which can then choose to activate it based on
its specific needs and acceptance of the plan’s terms.
[0139] The analysis circuit 136 can also execute a claims
step by claim handling system 408, where claims are gen-
erated and tracked. In some implementations, during the
claims step by claim handling system 408, the analysis
circuit 136 can perform proof of readiness 429, provide an
application 430 (e.g., application 112 and 152), generate and
provide questionaries 428, and perform claim management
427. In some implementations, proof of readiness 429
involves gathering and presenting evidence to substantiate
the readiness of the organization in handling incidents and
responding effectively. The analysis circuit 136 collects
relevant data, such as incident response plans, documenta-
tion, training records, and compliance certifications, to dem-
onstrate the organization’s preparedness. Additionally, the
analysis circuit 136 provides an application 430, such as
application 112 and 152, to facilitate the claims process. This
application serves as a centralized platform where users can
access and submit their claims. It streamlines the entire
claims workflow, enabling efficient communication, docu-
mentation, and tracking of the claims from initiation to
resolution.

[0140] In some arrangements, the claim handling system
408 is configured to monitor the environmental data of the
entity while modeling at least one of the plurality of cyber-
security protection plans. That is, the claim handling system
408 monitors for any anomalies or signs of potential cyber-
security incidents in the entity’s environment. When it
detects a new cybersecurity incident associated with the
entity from the environmental data, it generates a report,
enabling the entity or vendor to promptly respond to the
incident and prevent further damage.

[0141] Insome implementations, as part of the claims step
by claim handling system 408, the analysis circuit 136 also
generates and provides questionnaires 428. These question-
naires are designed to gather specific information related to
the incident or the claim being submitted. They serve as a
structured means to collect relevant details and documenta-
tion that are necessary for claim evaluation and processing.
Moreover, the analysis circuit 136 encompasses claim man-
agement 427 functionalities during the claims step by claim
handling system 408. This includes activities such as claim
validation, documentation management, claim status track-
ing, and communication with involved parties. The analysis
circuit 136 ensures that claims are effectively managed,
providing transparency and visibility into the progress and
status of each claim.

[0142] The analysis circuit 136 can also execute a reme-
diation step by remediation system 410, where remediations
are executed. In some implementations, during the remedia-
tion step by remediation system 410, the analysis circuit 136
can perform remediation tasks 432, open readiness issues
and gaps 434, and execute underwriting 436 (e.g., of orga-
nizations to determine what type of vendor plans, products,
or services they may qualify for). The execution of reme-
diation tasks 432 includes implementing specific actions or
measures to mitigate vulnerabilities, resolve security gaps,
and address any identified weaknesses in the organization’s
security infrastructure. The analysis circuit 136 can provide
guidance and instructions to stakeholders, outlining the
necessary steps to remediate the identified issues effectively.
[0143] In some arrangements, the remediation system 410
is configured to execute one or more remediation actions to
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mitigate a vulnerability or security gap. It bases its actions
on the security posture of the entity. If a vulnerability is
detected or a security gap is identified, the remediation
system 410 executes to address the issue, employing a range
of remediation actions such as patching software, modifying
system configurations, or enhancing security policies.
[0144] Additionally, the analysis circuit 136 facilitates the
process of opening readiness issues and gaps 434. It iden-
tifies areas where the organization may have shortcomings
or deficiencies in its preparedness for potential incidents or
security threats. By highlighting these gaps, the analysis
circuit 136 helps organizations prioritize and allocate
resources to address the identified issues and enhance their
overall readiness posture. Moreover, the analysis circuit 136
can execute underwriting 436, which involves evaluating
organizations to determine the type of vendor plans, prod-
ucts, or services they may qualify for. Through a compre-
hensive assessment, the analysis circuit 136 analyzes vari-
ous factors, such as the organization’s security measures,
incident response capabilities, risk management practices,
and compliance with industry standards. Based on the evalu-
ation, the analysis circuit 136 provides insights and recom-
mendations on suitable vendor offerings that align with the
organization’s specific requirements and level of readiness.
[0145] In some arrangements, the readiness system 402 is
configured to continuously update the security posture of the
entity. It does this by monitoring dynamic changes in the
entity data, which can involve alterations in system configu-
rations, updates to security policies, new cyber threats, and
shifts in the cyber risk landscape. This continuous updating
of the security posture ensures that the organization’s secu-
rity status always reflects the most current conditions. It
enables the analysis circuit 136 to react to emerging threats
or vulnerabilities, providing real-time protection for the
entity’s data and systems.

[0146] In some arrangements, the readiness system 402
can also be configured to tokenize and broadcast the security
posture to a distributed ledger. This process involves con-
verting the security posture into a format suitable for record-
ing on a blockchain (e.g., a type of distributed ledger). It
then broadcasts this tokenized data across the network of
computers that maintain the ledger. Additionally, the readi-
ness system 402 provides a public address of the tokenized
updated security posture on the distributed ledger. This
public address can be accessed by a plurality of third-parties
for verification. This transparent and immutable record-
keeping enhances trust among stakeholders and provides a
verifiable proof of the entity’s security posture.

[0147] In some arrangements, the readiness system 402 is
further configured to generate a security roadmap. This
roadmap includes a plurality of phases associated with the
modeling of the set of cybersecurity attributes. Each cyber-
security attribute of the set is assigned a phase associated
with the security roadmap of the entity. For example, the
roadmap serves as a strategic plan that outlines the steps the
entity needs to (or should) take to enhance its security
posture. It provides a clear pathway to achieving the entity’s
security objectives, ensuring that efforts are well-coordi-
nated and resources are optimally utilized. By assigning
each cybersecurity attribute to a phase of the roadmap, the
readiness system 402 ensures that each aspect of the entity’s
security is appropriately addressed.

[0148] In some arrangements, the cybersecurity connec-
tion system 406 can create and set in motion a cybersecurity
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protection obligation, in provide plans 425, between the
entity and the third-party upon receiving an activation of the
cybersecurity protection plan. The cybersecurity protection
obligation can be a binding agreement or contract that
outlines the responsibilities and roles of the entity and the
third-party in securing the entity’s systems and data. This
protection obligation is characterized by several protection
attributes, which may involve various elements such as the
scope of protection, the duration of the contract, the specific
cybersecurity services to be provided, the response time in
the event of a security incident, and the terms of service
termination or renewal. Moreover, the cybersecurity con-
nection system 406 can identify multiple cybersecurity
protection plans (e.g., at provide plans 425) associated with
various third-parties. These could include a wide array of
cybersecurity service providers, each offering distinct pro-
tection plans. For instance, a first cybersecurity protection
plan could be offered by a first third-party, while a second
cybersecurity protection plan could be offered by a different
third-party. Each of these protection plans can be associated
with the new cybersecurity attribute identified during the
modeling process, indicating that they are specifically
designed to address this aspect of the entity’s cybersecurity
needs.

[0149] In some arrangements, each cybersecurity protec-
tion plan, in turn, is associated with one of several avail-
ability states. These states provide an immediate understand-
ing of the plan’s status regarding its accessibility for the
entity. The “available now” state means that the plan is
currently accessible for implementation. The “available
pending” state signifies that the plan will become accessible
in the future, perhaps subject to certain conditions or the
passing of a certain period. Conversely, an “unavailable”
state denotes that the plan is not currently accessible, pos-
sibly due to it being phased out, fully subscribed, or not
being offered in the entity’s region. Additional or fewer
states can be added. This system of availability states allows
the entity to quickly determine which plans are viable
options for enhancing their cybersecurity posture.

[0150] Insome arrangements, the incident system 404 can
establish a data (e.g., continuous, in real-time, periodically)
monitoring channel between the entity and the third-party.
This communication stream allows for real-time (or near
real-time) detection and response to any potential cyberse-
curity incidents. To achieve this, a first communication
connection is established using a first application program-
ming interface (API) between the entity’s computing system
(e.g., 110) or one or more entity assets (e.g., 110) and the
incident system 404. This connection allows the incident
system 404 to continuously monitor the entity’s systems and
data for any signs of a cybersecurity incident. Simultane-
ously, a second communication connection is established
using a second API between a third-party computing system
(e.g., 150) and the incident system 404. This connection
enables the third-party, often a cybersecurity service pro-
vider, to also monitor the entity’s systems and data, provid-
ing an additional layer of protection and vigilance.

[0151] Moreover, the claim handling system 408 can be
configured to quickly respond to any detected cybersecurity
incidents. Upon detection of a new cybersecurity incident,
the claim handling system 408 generates alerts and provides
a real-time dashboard for the entity and vendor. This dash-
board provides an overview of the entity’s cybersecurity
posture, details of the detected incident, recommended
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response actions, and updates on the response process. This
real-time information allows the entity to rapidly understand
and react to the cybersecurity incident, minimizing potential
damage and downtime.

[0152] In some arrangements, the remediation system 410
can use predictive analytics to identify potential security
gaps before they can be exploited. It analyses patterns in the
entity’s data and behaviors, as well as trends and threats in
the broader cybersecurity landscape, to predict where vul-
nerabilities might arise. Upon identifying a potential secu-
rity gap, the remediation system 410 proactively executes
one or more remediation actions. These actions could
involve updating security policies, patching software vul-
nerabilities, reconfiguring system settings, providing cyber-
security training to employees, or implementing additional
cybersecurity measures.

[0153] Referring now to FIG. 5, a vendor-provider mar-
ketplace 500, according to some arrangements. The vendor-
provider marketplace 500 depicts generally the interactions
between vendors 510 and users 530 (e.g., directly or through
partners 420) as well as vendors 510 to partners 520. For
example, each vendor 520 can include, but is not limited to,
offerings, terms, APIs, and data that can be provided and/or
exchanged with to the response system 130 via the data
acquisition engine 180 and other vendors, incident response
firms, and breach counsel (e.g., law firm) (collectively
referred to as “partners 5207). In some implementations,
those partners 520 can communicate with the data acquisi-
tion engine 180 of FIG. 1A to generate dashboards of an
application (e.g., 112, 152) and store data in database 140 for
future use.

[0154] Expanding on the vendor-provider marketplace
500 depicted in FIG. 5, this marketplace serves as a central
hub for interactions between vendors 510, users 530, and
partners 520, facilitating the exchange of offerings, terms,
APIs, and data. Each vendor 510 within the marketplace
encompasses a range of products, services, and resources
that can be made available to users 530 directly or through
the engagement of partners 520. These partners 520, which
include incident response firms, breach counsel (such as law
firms), and other relevant entities, play a crucial role in
providing expertise and additional support to enhance inci-
dent response capabilities (i.e., a type of cybersecurity
attribute). Through seamless communication with the data
acquisition engine 180, the partners 520 can actively engage
in generating comprehensive dashboards within the appli-
cation interfaces (e.g., 112, 152). These dashboards offer
real-time insights and analytics, enabling users 530 to visu-
alize and assess their incident response readiness, track
ongoing incidents, and access relevant data stored in the
database 140 for future reference. The data acquisition
engine 180 serves as a communication bridge, allowing
partners 520 to contribute information and leverage the
functionalities of the response system 130. It should be
understood that the vendors 510, partners 520, and users 530
depicted in the vendor-provider marketplace 500 can all be
executed by computer systems, exemplified by the comput-
ing system 200 shown in FIG. 2. These computer systems
enable seamless collaboration, data exchange, and transac-
tional activities within the marketplace, ensuring a dynamic
and efficient ecosystem for incident response management.
[0155] In certain implementations, the vendor-user inter-
action within the marketplace 535 extends beyond mere
browsing and exploration. Vendors 510 and users 530 have
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the capability to place orders directly through the market-
place 535, initiating a streamlined process facilitated by the
data acquisition engine. This integration of ordering func-
tionality enhances the efficiency and convenience of the
marketplace, enabling seamless transactions between ven-
dors and users. Notably, the marketplace 535 serves as a
platform for programmatic connectivity, enabling new part-
ners to establish collaborative relationships efficiently. The
marketplace incorporates contracting workflows and part-
nering processes, which are seamlessly facilitated through
the application interface. Once a partnership is ratified, the
partners can immediately engage in business activities
within the platform, leveraging the full range of services and
offerings available. This includes the ability to submit pro-
posals, engage in reselling, establish technical connectivity
for provisioning and licensing, establish API connections for
data sharing, utilization, and presentation on the platform,
and leverage pre-defined programmable logic for user, ven-
dor, and partner interactions.

[0156] In some implementations, the marketplace 535
introduces dynamic and automated workflows that enable
efficient routing of inbound orders to the appropriate partner
based on predefined criteria. This programmable logic
ensures that orders are seamlessly directed to the designated
partner for processing and fulfillment. Furthermore, pro-
grammatic activation of contracts and seamless order ful-
fillment processes are executed, ensuring a smooth and rapid
delivery of the purchased offering, whether it is a product or
service. The marketplace ecosystem facilitates the seamless
integration of vendors, partners, and users, streamlining the
entire order management process and enabling timely and
efficient delivery of products and services.

[0157] Distinguishing itself from other vendor market-
places, this embedded marketplace 535 is seamlessly inte-
grated within the applications and APIs (171) spanning the
entire system architecture. This unique integration enables
vendor offerings to be presented to users precisely when they
need them, seamlessly integrating within the user flow
during various stages of cybersecurity incident response
planning, testing, and execution. Moreover, the marketplace
becomes an integral part of the design and composition
processes for constructing a robust cybersecurity stack, as
well as during security program orchestration and adaptation
to ensure the ongoing effectiveness of the cybersecurity
program. By embedding the marketplace within the appli-
cations and APIs, users 530 have immediate access to a
comprehensive array of vendor offerings precisely at the
point of need. Whether users are developing their incident
response plans, conducting tests, executing response strat-
egies, or adapting their security programs, the marketplace
seamlessly integrates within their workflow, providing
timely and relevant vendor options to enhance their cyber-
security capabilities (i.e., cybersecurity attributes). This
unique approach eliminates the need for users to navigate
separate platforms or search for vendors independently,
streamlining the entire process and promoting efficiency in
decision-making and procurement.

[0158] Additionally, this embedded marketplace fosters a
holistic approach to cybersecurity management, facilitating
collaboration between users 530 and vendors 510 through-
out the entire ecosystem. By offering vendor options during
incident response planning, testing, and execution, users can
make informed decisions and select the most suitable solu-
tions to mitigate risks effectively. Similarly, during the
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design and composition of their cybersecurity stack, users
530 can access a diverse range of vendor offerings directly
within the application interface, enabling them to build a
comprehensive and tailored security infrastructure. Addi-
tionally, during security program orchestration and adapta-
tion, the marketplace 535 provides users with valuable
insights and options to enhance the effectiveness and resil-
ience of their security programs, ensuring continuous pro-
tection against evolving threats.

[0159] It should be understood that the embedded market-
place’s architecture allows for flexibility and scalability,
accommodating additional systems, devices, data structures,
and data sources as required. The marketplace can adapt to
the evolving needs of users and vendors, expanding its
offerings and functionalities to meet the dynamic nature of
the cybersecurity landscape. This adaptability ensures that
the marketplace remains a valuable resource for users,
providing access to the latest innovations and vendor solu-
tions while facilitating seamless collaboration and partner-
ship within the cybersecurity ecosystem.

[0160] Referring now to FIG. 6, a method 600 for captur-
ing the state of capabilities (sometimes referred to herein as
“cybersecurity attributes™) (e.g., vendor technologies or
configurations) in place and in use by users, retrieving state,
and sharing of state at points in time as well as over a time
period. Response system 130 (e.g., in particular analysis
circuit 136 or data acquisition engine 180) or third party
device 150 can be configured to perform method 600.
Further, any computing device or system described herein
can be configured to perform method 600. Additionally, all
the functions and features described in method 600 can be
performed on an application (described in greater detail with
reference to FIGS. 7-21).

[0161] Inbroad overview of method 600, capabilities 610
and 620 associated with a corporation of business can be
received (e.g., capability A with configuration Al and con-
figuration A2, and capability bundle B with capability B1
and B2, where capability B1 has a configuration B1A and
capability B2 has a configuration B2A). The capabilities 610
and 620 can be checked (e.g., check state) and the capabili-
ties can be written to a ledger (e.g., database and/or block-
chain 170) in steps 630. Once the capabilities 610 and 620
are received, a thorough check is conducted to verify their
state and ensure their accuracy and validity. This check
entails examining the current status and parameters of each
capability, evaluating factors such as readiness, compatibil-
ity, and compliance with established standards or require-
ments. By performing this comprehensive assessment, any
discrepancies or issues pertaining to the capabilities can be
identified and addressed.

[0162] In some implementations, following the verifica-
tion process, the next step involves recording the capabilities
into a ledger. This ledger serves as a secure and reliable
storage medium, which can take the form of a database or a
blockchain 170. The capabilities, along with their associated
configurations, are meticulously documented and stored
within the ledger, ensuring the integrity and traceability of
the information. This enables easy access to the capabilities’
details, their respective configurations, and any historical
changes or updates that may occur over time. By writing the
capabilities to the ledger, organizations gain a centralized
and auditable repository that securely maintains a record of
their capabilities. Additionally, the ledger ensures transpar-
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ency and accountability by providing an immutable and
tamper-proof audit trail of the capabilities and their configu-
rations.

[0163] In turn in steps 630, a process can occur if a state
has changed including, but not limited to, checking rules,
execute rules, and notifying, changing state, and/or do
nothing. If a change occurred (i.e., trigger condition, e.g.,
capability A changed, the data acquisition engine 180 may
determine to change it back (or role it back), capability B
changed and in turn then vendor technology is configured to
change Y associated with the business or corporation) then
the one more processing circuits can programmatically
connect to vendor technology to change a configuration
(e.g., utilizing API calls). In some implementations, at steps
640, the data acquisition engine 180 can communicate with
vendor tools to change particular configurations.

[0164] Upon detecting a change in state, the data acqui-
sition engine 180 evaluates the trigger condition, such as the
alteration of capability A or capability B. Based on this
evaluation, a decision is made regarding the appropriate
course of action. For example, if capability A experiences a
change, the data acquisition engine 180 may determine that
a rollback is necessary to revert the capability back to its
previous state. Similarly, if capability B undergoes a change,
the vendor technology associated with the business or cor-
poration can be configured to adjust Y accordingly, aligning
it with the modified capability. To effectuate these changes,
the processing circuits within the data acquisition engine
180 (or within response system 130) establish programmatic
connections with the vendor technology responsible for
managing the configurations (e.g., at step 640). Moving
forward to step 640, the data acquisition engine 180 actively
engages in communication with the vendor tools to imple-
ment the desired changes. Through this interaction, the data
acquisition engine 180 can efficiently orchestrate the con-
figuration changes required to align the capabilities with the
desired state.

[0165] With reference to FIG. 6, the one or more process-
ing circuits can utilize the various data structures (e.g.,
assets, locations, capabilities, threats) to collect, attribute,
and adapt to determine if a trigger condition occurred (e.g.,
historical data of the corporation or business can be used to
determine if a trigger condition occurred) In turn, the one or
more processing circuits can execute one or more functions
such as make an API request (e.g., to vendor, insurer, or
business), store information in a database, and/or update a
blockchain ledger (e.g., at step 630). Additionally, fewer, or
different operations may be performed depending on the
particular arrangement. In some arrangements, some or all
operations of method 600 may be performed by one or more
processors executing on one or more computing devices,
systems, or servers.

[0166] In some implementations, in order to identify the
occurrence of a trigger condition, historical data of the
corporation or business is often utilized. This historical data
provides valuable insights into the past behavior and pat-
terns of the organization, allowing the processing circuits to
make informed decisions regarding trigger condition iden-
tification. Upon determining that a trigger condition has
indeed occurred, the one or more processing circuits initiate
a series of functions and operations to address the situation.
These functions may include making API requests to rel-
evant entities such as vendors, insurers, or other businesses.
Through these API requests, the processing circuits can
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retrieve crucial information or initiate specific actions nec-
essary to respond to the trigger condition effectively. Addi-
tionally, in certain implementations, the processing circuits
can update a blockchain ledger, providing a secure and
immutable record of the trigger condition and any associated
changes made as a result.

[0167] In various arrangements, each operation may be
re-ordered, added, removed, or repeated. This system will be
used to deliver state of a business security configuration to
enable insurance underwriting, whereby the facts of the state
of the business user computing environment are known, and
provable. This provides the underwriting insurer the ability
to collect irrefutable proof-of-state of the business environ-
ment as part of their pre-underwriting and risk selection
process and can be then used to enable programmatic
binding as part of their application process. The system can
be further utilized to enable programmatically and dynami-
cally adaptable insurance products that change the coverage
level based on the factual changes in state of the computing
environment at the insured through the policy period. This
allows the insurer to ensure that the insured has followed the
underwriting criteria throughout the term of the policy.
Cyber insurance renewals can be programmatically gener-
ated and automatically bound based on the binary data
provided by the system during renewal as the insurer knows
what the compliance history has been for the insured as well
as the facts of the current state of the vendor capabilities and
configurations in the insureds computing environment.

[0168] In various arrangements, the underwriting process
begins by collecting data from the insured’s security tools
and configurations. This data can then be analyzed and
matched against the specific underwriting requirements
defined by the insurer. The collected data acts as irrefutable
proof of the insured’s security posture, providing the insurer
with a holistic understanding of the risk associated with the
insured’s business environment. In some arrangements,
once the data has been collected and matched to underwrit-
ing requirements, the processing circuits can wrap this
information with the necessary context and metadata
through a broker. The broker acts as an intermediary, con-
solidating and structuring the data in a standardized format
that can be seamlessly transmitted to the insurer’s quoting
API. This integration improves the underwriting application
process, enabling the insurer to access the factual data of the
insured’s security configuration and computing environ-
ment. With this data in hand, the insurer can programmati-
cally assess the risk and make informed decisions regarding
coverage and policy terms. This automated and dynamic
approach empowers insurers to offer adaptable insurance
products that can be adjusted based on the factual changes
in the insured’s computing environment throughout the
policy period, ensuring ongoing compliance with underwrit-
ing criteria and tailored coverage for the insured. Addition-
ally, the system facilitates the automatic generation and
binding of cyber insurance renewals based on the binary
data provided during the renewal process. By utilizing the
compliance history and the up-to-date facts of the insured’s
computing environment, the insurer can renew the policy
while maintaining a comprehensive understanding of the
insured’s risk profile and ensuring continuous coverage.

[0169] Generally, FIGS. 7A-70, 8A-8E, 9A-9H, 12, 14A-
14B,17,18A-18C, 19, and 20A-20B depict the organization
or entity dashboards and the interactive items and actionable
items the organization can interact with (e.g., using client
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device 110). Referring now to FIGS. 7A-70, which generally
relate to an onboarding process for a response system 130
(referred to herein as “Responder”) that facilitates incident
response. Specifically, FIGS. 7A-70 provides a quick start
guide for organizations to onboard into Responder. As
shown in FIGS. 7A-70, the quick start guide includes a
series of steps that guide organizations through the process
of getting ready to use Responder for incident response.
Upon interaction with a client device 110 (e.g., of a cus-
tomer), Responder’s response system 130 initiates an
onboarding process. The onboarding process begins with a
guided wizard that assists the organization in setting up key
components of the system, such as inviting team members
and identifying critical assets. The guide also provides
general guidance on the different features of Responder.

[0170] As the organization progresses through the steps in
the quick start guide, Responder provides helpful tutorial
videos to guide the user through each of the different
features. Additionally, as the organization fills out the initial
steps in the guide, Responder becomes more tailored to the
organization’s specific needs. Specifically, Responder will
provide details on how the organization’s specific vendors
will help during an incident, rather than just general infor-
mation on incident response vendors. The first step in the
onboarding process is inviting the organization’s internal
team and copying and sending them an invite link. From
there, the guide assists the organization in identifying key
assets and understanding how Responder and its vendors
will assist during an incident. By providing a comprehensive
onboarding process, Responder streamlines incident
response and facilitates effective communication and col-
laboration among all stakeholders.

[0171] Referring now to FIG. 7A, the interface 700 pres-
ents (e.g., on client device 110) a step in the onboarding
process for Responder, which can include inviting the orga-
nization’s internal team and its members to join the plat-
form. The response system 130 streamlines this process by
allowing the user to copy and send an invite link to team
members via email. Alternatively, users can type in the
emails manually and send the invitations that way. In some
implementations, once the invitations are sent, the user can
proceed to the next step of the onboarding process. This step
can include involves identifying critical assets, such as
systems and applications, that should be protected and
monitored during any incident (e.g., cyber incident).
Responder’s onboarding guide provides detailed guidance
on how to identify these assets and incorporate them into the
platform provided by response system 130 for effective
incident response. In addition to facilitating the invitation
and asset identification process, Responder’s onboarding
guide can provide an overview of the platform’s various
features and functionalities. This includes tutorials on how
to use Responder’s response system 130, how to commu-
nicate with internal and external stakeholders, and how to
utilize Responder’s vendor network for additional support
during incidents.

[0172] Referring now to FIGS. 7B, 7C, and 7D, Respond-
er’s onboarding process continues with the identification of
critical assets that should be protected and monitored during
an incident. Interface 700 presents an interactive view that
allows the user to drag and drop critical assets into action-
able items 702 and 704. These actionable items allow the
user to upload critical assets from any file rile or connect to
a cloud providers such as Amazon, AWS, Google Cloud, or
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Azure to pull in assets that have already been managed
elsewhere. This intuitive interface 700 improves asset iden-
tification for users, ensuring that Responder’s response
system 130 can effectively monitor and protect them during
an incident. Thus, responder’s onboarding guide provides
detailed guidance on how to identify and manage critical
assets, ensuring that users have a clear understanding of the
platform’s capabilities and functionalities. In addition to
uploading critical assets, Responder’s onboarding guide
provides guidance on how to configure alerts and notifica-
tions for these assets. This ensures that the appropriate
stakeholders are notified by the response system 130 in
real-time (or near real-time) if an incident occurs, allowing
for rapid response and effective incident management.
[0173] Some arrangements relate to modeling data, the
Responder can be configured to accept data from a user
device via an application programming interface (API),
tokenize and extract content of the data into a plurality of
tokens, generate a unique identifier for each of the plurality
of'tokens, store a mapping between the unique identifier and
each of the plurality of tokens, populate, from each of the
plurality of tokens, a plurality of fields of a data object based
on the extracted content of the data stored in each of the
plurality of tokens, and verify accuracy of the populated
plurality of fields.

[0174] In general, the response system 130 can be con-
figured to automate the process of filling out questionnaires
and applications by allowing users to upload files containing
relevant information. In some arrangements, the following
method can be implemented to tokenize and index data
using the response system 130. The method can include (1)
accepting files, where the response system 130 can allow a
user to drag and drop files (e.g., docx, csv, xls, ppt, pdf, etc.)
into the application or upload files via an API. The method
can further include (2) indexing all the content and chuck the
data, (3) creating a unique index, and (4) bashing up against
a model. Additionally, the method can further include, from
the files, (5) allowing the user to answer the questions for
underwriting purposes. The method can further include (e.g.,
within the questioner) (6) determining or receiving data
locations, (7) identifying if the evidence that is mapped, (8)
determining if the location of the storage matters, (9) iden-
tifying the readiness application side.

[0175] Insome arrangements, indexing and chunking data
can include indexing all content and breaking it down into
smaller, more manageable chunks. This process allows the
response system 130 to efficiently parse and analyze the
data, ultimately extracting the relevant information neces-
sary for completing the questionnaire or application. In
some arrangements, a unique index can be created for each
chunk of data, which serves as a reference point for the
system. In some arrangements, the chunked and indexed
data can be compared against a pre-existing model, which
could be a knowledge base or a machine learning model.
[0176] Expand on tokenizing and indexing, tokenizing the
data can provide several improvements, such as facilitating
easier data analysis by breaking data into smaller units
simplifies the process of searching, sorting, and comparing
information within the uploaded files. Additionally, token-
izing can enhance data processing efficiency by using
smaller data units it allow the system to handle and process
data faster and more efficiently. Furthermore, tokenizing can
improve data extraction accuracy by identifying and extract-
ing relevant information to recognize patterns, relationships,
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or similarities among the tokens. With regards to indexing,
the process can include (1) assigning a unique identifier to
each token (e.g., where each token is assigned a unique
identifier, enabling the system to differentiate between
tokens and ensuring accurate data retrieval), (2) creating an
index data structure (e.g., the system constructs an index
data structure that stores the mapping between the unique
identifiers and their respective token positions within the
files), and (3) updating the index as necessary (e.g., as new
data is added, modified, or removed from the uploaded files,
the index is updated accordingly to maintain its accuracy
and usefulness).

[0177] For example, the automation can be performed on
a questioner that allows the user to answer questions for
underwriting purposes. Some questions can include: Does
the Applicant conduct security vulnerability assessments to
identify and remediate critical security vulnerabilities on the
internal network and Applicant’s public website(s) on the
Internet; Does the Applicant install and update an anti-
malware (also known as endpoint protection, DR) solution
on all systems commonly affected by malicious software? If
yes, explain how you know. If no, explain why not; Does the
Applicant use any software or hardware that has been
officially retired (i.e., considered “end-of-life””) by the manu-
facturer (e.g., Windows XP); Does the Applicant update
(e.g., patch, upgrade) commercial software for known secu-
rity vulnerabilities per the manufacturer’s advice; Does the
Applicant update open source software (e.g., Java, Linux,
PHP, Python, OpenSSL) that is not commercially supported
for known security vulnerabilities; Does the Applicant have
processes established that ensure the proper addition, dele-
tion, and modification of user accounts and associated
access rights.

[0178] In some arrangements, the response system 130
can process the uploaded files and tokenizes the text and data
contained within, converting them into identifiable units of
information. In some arrangements, the response system 130
can index the tokenized information, enabling efficient
searching, retrieval, and extraction of relevant data. In some
arrangements, the response system 130 can map the indexed
information to corresponding fields in the questionnaires or
applications, based on pre-defined rules and logic. In some
arrangements, the response system 130 can automatically
prefill out the questionnaires or applications with the
extracted and mapped information, thereby reducing the
user’s time and effort. In some arrangements, the user can
review the prefilled information and make any necessary
adjustments before submitting the completed questionnaire
or application.

[0179] The response system 130 can include a user inter-
face, a file processing module (or circuit or system), a
tokenization and indexing engine (or circuit or system), a
mapping module or system, and a form prefilling module or
system. The user interface can allow users to drag and drop
or upload files, while the response system 130 can process
the uploaded files and sends them to the tokenization and
indexing engine. The response system 130 can tokenize and
index the information, which can then be mapped to the
appropriate fields in the questionnaires or applications by the
response system 130. In some arrangements, the response
system 130 can fill out the forms with the extracted infor-
mation, allowing users to review and submit the completed
forms. Advantages of the present disclosure include time
and effort savings for users, a reduction in errors due to



US 2024/0236121 Al

manual data entry, and an increased likelihood of consistent
and accurate information across multiple forms. In some
respects, the discloser has been described with respect to a
limited number of embodiments, it will be appreciated that
many variations, modifications, and other applications of the
disclosure may be made within the scope of the appended
claims.

[0180] Accordingly, the response system 130 offers a
user-friendly and efficient feature that allows users to drag
and drop files, such as docx, csv, xls, ppt, pdf, and other
formats, into the application or upload them via an API. This
feature improves the process of providing information for
insurance questionnaires or applications, and cybersecurity
questionnaires. The system automates the extraction and
utilization of the relevant information within the files, reduc-
ing manual effort, time consumption, and the potential for
errors. In some arrangements, the response system 130
incorporates a seamless and intuitive user interface that
allows users to drag and drop files of various formats into the
system. This interface also provides users with the option to
upload files using an API, making it easy to integrate the
system into their existing workflow. The system is designed
to accommodate a wide range of file formats, ensuring that
users can provide information from multiple sources and
formats without the need for time-consuming conversions.
[0181] In some arrangements, once the files are uploaded
or provided, the response system 130 processes them by
tokenizing and indexing their content. The tokenization
process breaks down the content into smaller units, making
it easier to analyze and extract relevant information. The
indexing process assigns unique identifiers to each token and
maps them to their positions within the files, allowing for
efficient data retrieval during the subsequent steps. After
tokenization and indexing, the system compares the pro-
cessed data against a pre-existing model, such as a knowl-
edge base or a machine learning model, to identify pertinent
information. This comparison enables the system to extract
valuable insights and verify the accuracy of the information.
With the relevant data extracted, the system proceeds to
pre-fill the fields in the insurance questionnaires or applica-
tions, and cybersecurity questionnaires.

[0182] Referring now to FIGS. 7E, 7F, and 7G, Respond-
er’s onboarding process continues with the configuration of
insurers and panel providers. Interface 700 presents inter-
active items and content 706 for configuring cyber insur-
ance, interactive items and content 708 for configuring
breach coaches, and interactive items and content 710 for
configuring incident response providers. In some implemen-
tations, the panel provider configuration process takes the
user through steps to help them identity their current cyber
insurer, breach coach, and incident response provider. For
example, in the first step, the user is asked if they have an
existing cyber insurer. If the answer is yes, the user can
provide details such as the policy number, broker, email, and
existing policy documents. Once completed, the user can
proceed to the next step. In the second step, the user is asked
if they have an existing breach coach. If the answer is yes,
the user can select from a list of offerings that the breach
coach has already uploaded into the system. The user can
also upload partnership documents and verify the partner-
ship with the breach coach. Once completed, the user can
proceed to the final step.

[0183] In some implementations, in the final step, the user
is asked if they have an existing incident response provider.

Jul. 11, 2024

If the answer is yes, the user can either choose from a vendor
who is already in the system or create a new vendor on the
fly. If the vendor is off panel, the user can provide more
information about the off panel agreement, including pric-
ing, payment terms, and a brief description of the offering.
The user can also upload partnership documents and request
a code from the vendor to verify the partnership. Once the
code is received and verified, the user can confirm the
information and sign up the vendor to join the incident.
Accordingly, this streamlined configuration process ensures
that insurers and panel providers are properly integrated into
Responder’s response system 130, allowing for effective
collaboration and communication during an incident.
Responder’s onboarding guide provides detailed guidance
on how to configure insurers and panel providers, ensuring
that users have a clear understanding of the platform’s
capabilities and functionalities.

[0184] Referring now FIGS. 7H, 71, and 7J, Responder’s
onboarding process continues with the response planning
phase. Interface 700 presents a response plan selection page
where the organization is asked if they already have a
response plan in place. If the answer is yes, the user can
upload it directly to Responder. If the answer is no, the user
can choose to purchase a response plan that is best suited to
their organization based on their DNA. Responder’s
onboarding guide provides users with a range of response
plans to choose from, including response plan 712, response
plan 714, and response plan 716.

[0185] In some implementations, if the user wants more
information about a particular plan, they can click on “view
details” to see additional files and assets related to that plan.
The response plans are designed to provide organizations
with a comprehensive framework for responding to inci-
dents effectively. In particular, these plans can be tailored to
the specific needs of the organization, based on their size,
industry, and other factors. This ensures that the organization
is well-prepared to handle incidents when they occur, reduc-
ing the risk of costly downtime, reputational damage, and
potential delayed incident responses causing increased
exposure. In addition to providing response plans, Respond-
er’s onboarding guide also provides guidance on how to
develop a customized response plan based on the organiza-
tion’s unique needs. This includes guidance on identifying
key stakeholders, defining roles and responsibilities, and
establishing communication protocols.

[0186] Referring now to FIGS. 7K and 7L, Responder’s
onboarding process continues with the resilience testing
phase. Once the user has added their panel providers and
selected a response plan, they can move on to verify that the
plan is in place and conduct resilience testing using response
system 130. In some implementations, running tests to
evaluate the efficacy of an incident response plan is a
component of the onboarding process for an incident
response platform. Interface 700 presents interactive items
718 and 720 that allow the user to select from a range of
potential tests and run a test of their incident response plan.
In some implementations, this feature is designed to stream-
line the testing process and ensure that the incident response
plan is effective and resilient in the face of real-world
incidents.

[0187] Forexample, to further enhance the testing process,
Responder offers the option to link with third-party tools
such as COMPANY X. This integration enables users to
conduct more comprehensive and accurate tests of their
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incident response plan. Third-party tools provide an added
layer of expertise and testing capabilities that can help
organizations identify gaps and weaknesses in their incident
response plan, which can then be addressed promptly. When
running tests through the Responder platform, the analysis
circuit 136 of response system 130 can execute the tests and
provide detailed analysis of the results. The analysis circuit
136 can identify areas of strength and weakness within the
incident response plan, enabling users to fine-tune and
optimize their plan accordingly. This level of analysis pro-
vides improvement to security architecture by ensuring that
the incident response plan is effective, reducing the risk of
costly downtime and reputational damage in the event of an
incident. Once the test is completed, the user can store the
results and review the findings using interactive items 722
and 724. Any issues that are identified can be remediated
promptly to ensure that the incident response plan is as
effective as possible. In some implementations, Responder
offers a set of recommendations for addressing identified
weaknesses in the incident response plan, providing the user
with clear guidance on how to optimize their plan for
maximum effectiveness.

[0188] For example, the analysis circuit 136 can simulate
a phishing email and send it to employees within the
organization. The analysis circuit 136 can track how many
employees click on the link in the email, and provide
detailed analysis of which employees are most susceptible to
phishing attacks. This test can be used to identify areas
where additional employee training is needed to improve the
organization’s overall security posture. In another example,
the analysis circuit 136 can simulate a malware attack and
track how quickly the organization and its providers are able
to detect and respond to the threat. The analysis circuit 136
can also identify which systems were affected by the mal-
ware and provide recommendations for how to remediate the
issue. This test can help the organization to ensure that its
malware detection and response processes are working
effectively. In yet another example, the analysis circuit 136
can perform a network segmentation test to ensure that
critical systems are properly isolated from less critical
systems. The analysis circuit 136 can identify any areas
where the network may be vulnerable to attack, and provide
recommendations for how to improve network segmentation
to better protect critical assets. In yet another example, the
analysis circuit 136 can simulate an incident response sce-
nario and track how well the organization and its providers
are able to respond to the threat. The analysis circuit 136 can
identify areas where the incident response plan may need to
be updated or improved, and provide recommendations for
how to optimize the plan for maximum effectiveness.

[0189] Referring now to FIGS. 7M, 7N, and 70, Respond-
er’s onboarding process continues with the “what to expect
during an incident” updates. Once the user has identified
their panel providers and incident response team, Responder
provides detailed information on how each vendor will help
during an incident. Interface 700 presents interactive items
702, which allow the user to see how each vendor will assist
during an incident. In some implementations, this informa-
tion is provided by the vendor when they sign up and create
different offerings. For example, if a vendor created an
offering for managed incident response, they would have
provided information on how they will assist during an
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incident. This information is displayed in Responder’s inter-
face 700, along with product documentation that the user can
access online.

[0190] In general, Responder is an incident response plat-
form that provides organizations with a set of tools and
resources to help them prepare for and respond to security
incidents. The platform consists of both a backend and
frontend component that work together to provide a seam-
less user experience. The backend components of Responder
processes and stores data, executes instructions, and man-
ages the various components of a computing system. It can
be executed either by the response system 130 or by a user
device such as a client device 110 or a third-party device
150. The backend is designed to be scalable and flexible,
allowing it to adapt to the needs of organizations of all sizes.
The frontend components of Responder presents data and
content to the user in a clear and intuitive manner. It includes
graphical user interface (GUI) code that can be displayed or
presented on a user device. The GUI is interactive and
customizable, allowing users to easily navigate and interact
with the various features of the Responder platform. The
frontend includes actionable and interactive content from
interface 700, as well as additional content that is relevant to
the user’s specific incident response needs. As shown, the
frontend and backend components of Responder work
together to provide users with an intuitive incident response
platform. The backend processes and stores data, executes
instructions, and manages the various components of the
system, while the frontend presents this data to the user in
an actionable format. Additional details regarding the back-
end and frontend features of Responder are described herein.

[0191] Generally, FIGS. 8A, 8B, and 8C provide an in-
depth look at the home dashboard 800, while FIGS. 8D and
8E present additional interactive items that enhance its
functionality. The home dashboard 800 serves as a central-
ized hub where organizations can manage various aspects of
their operations and optimize their incident readiness

[0192] InFIGS. 8A, 8B, and 8C, interactive items 801 and
802 empower organizations to specify their current capa-
bilities, assess their existing incident readiness, and establish
specific rules of engagement. These features enable organi-
zations to define their preparedness and align their incident
response strategies with their unique requirements. The
home dashboard 800 also offers convenient billing and
payment management capabilities. As depicted by the pay-
ment icon 806, organizations can seamlessly connect their
billing information and make invoice payments directly
from the dashboard. This streamlined process eliminates the
need for manual invoicing and enhances the overall financial
management experience. In some implementations, the
home dashboard 800 allows organizations to report new
incidents or conduct readiness tests with ease. By selecting
the designated test item 804, organizations can initiate
simulations or check the effectiveness of their preparedness
measures. This functionality enables proactive testing and
validation of incident response protocols, ensuring organi-
zations remain well-prepared in the face of potential threats.

[0193] FIGS. 8D and 8E showcase additional interactive
items within the home dashboard 800. These items further
enrich the user experience and provide organizations with
greater control and visibility over their incident response
processes. The specific functionalities depicted in these
figures may vary but can include features such as incident
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tracking, incident analytics, incident categorization,
response timeline management, incident reporting, and
more.

[0194] In some implementations, the home dashboard 800
presents a view of incidents (e.g., 808, 810, and 812), both
active and past, allowing organizations to interact with each
incident and gain valuable insights into their status. For
instance, active incident 808 provides detailed information
about the attack and the current progress of the attacker
809A. This includes insights into various stages of the
attack, such as reconnaissance, foothold establishment, lat-
eral movement, staging, exfiltration, and public exposure.
The dashboard also highlights the response team’s progress
809B in addressing the incident, including key stages such
as intake, investigation, expulsion, and recovery.

[0195] In some implementations, the home dashboard 800
presents various metrics 809C related to the incident, pro-
viding a holistic view of its timeline and impact. These
metrics may include the time it took to engage with the
attacker, the start time of the incident, the elapsed time since
the incident began, the target completion time to resolve the
incident, the current status of the attack, the timing of the
first and last actions, and the earliest identified entry point,
such as a specific computer or system. To facilitate real-time
monitoring and progress tracking, the response team’s prog-
ress 8098 is represented using visual indicators within the
home dashboard 800. Each step of the incident response
process can be displayed as a box, and when a step is
completed, the box is highlighted in green or filled in.
Additionally, for each action box, a percentage or progress
bar may be displayed, providing a visual representation of
the response team’s advancement at a glance. This dynamic
and intuitive visual display enables organizations to assess
the ongoing response efforts and understand the real-time
progress made in mitigating the incident.

[0196] The interactive nature of the home dashboard 800
allows organizations to actively engage with each incident
displayed. By interacting with incidents 808, 810, and 812,
organizations can delve deeper into incident details, access
relevant documentation, collaborate with the response team,
provide updates, track actions taken, and review the overall
incident management process. This interactive functionality
fosters effective communication and coordination, ensuring
that organizations can actively participate in the incident
response and stay informed about the progress made at all
times.

[0197] In FIG. 8D, upon selecting interactive item 801, a
pop-up 814 can be presented that includes information about
the organization such as, cyber liability insurance, insurer,
policy documents, policy number, pre-associated breach or
panel coaches, panel incident response providers, etc. In
some implementations, this information can be manual
entered by a user. In some implementations, this information
can be gathered or scanned from various data sources.

[0198] In FIG. 8E, upon selecting interactive item 802, a
pop-up 816 can be presented that includes rules for engage-
ment for a collective response to an incident. For example,
the rules may include provisions for responding if the
adversary becomes active again after being dormant, if the
adversary progresses through a specific stage in the attack
lifecycle, if certain thresholds are crossed indicating the
need for immediate action, or if specific conditions related
to ransom payments, disruption or preparation efforts are
met. These rules serve as a framework for the organization’s
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response strategy, helping to ensure a coordinated and
effective response to security incidents.

[0199] Referring now to FIGS. 9A-9H, an organization
dashboard 900 including a composer interface and a
designer interface that can switched between using selective
element (or item) 901. In FIG. 9A, the organization dash-
board 900 features interactive tiles that provide suggested,
required, or additional capabilities aligned with the organi-
zation’s objectives. For instance, the patch management tile
902 allows organizations to set up and manage this crucial
capability with a selected vendor. These tiles serve as
actionable prompts, guiding organizations to address spe-
cific areas of focus.

[0200] In some implementations, certain objectives may
trigger the organization to enter into a vendor selection
process. As depicted in FIG. 9A, when it comes to estab-
lishing a security stack, the organization is presented with
estimated costs per year or month. By selecting the appro-
priate selectable item, the organization can proceed with the
vendor selection process, ensuring alignment between their
needs and the chosen vendor’s offerings. The organization
dashboard 900 goes beyond providing mere suggestions and
capabilities. It encompasses a composer interface and a
designer interface, allowing organizations to fine-tune their
objectives and tailor their strategies accordingly. The select-
able element 901 facilitates navigation between these inter-
faces, enabling organizations to switch between the com-
poser and designer perspectives.

[0201] Within the composer interface, organizations can
gain the ability to define, refine, and orchestrate their objec-
tives. They can set specific targets, establish key perfor-
mance indicators, and align their capabilities accordingly.
This interface provides a view of the organization’s goals
and progress, allowing them to track their journey towards
achieving desired outcomes. On the other hand, the designer
interface offers organizations a creative and intuitive space
to design and shape their capabilities. They can explore
different configurations, experiment with various options,
and customize their solutions based on their unique require-
ments. This interface empowers organizations to craft tai-
lored approaches that align with their specific needs and
preferences.

[0202] In FIG. 9B, the organization dashboard 900
expands to display a comprehensive list of existing capa-
bilities. In FIG. 9C, the organization dashboard 900 intro-
duces additional capabilities that can bolster the organiza-
tion’s protection. For example, the user testing tile 904
allows organizations to select a vendor specifically for user
testing, enhancing their overall security measures. Further-
more, organizations have the flexibility to assign these
capabilities to different phases of implementation, such as
phase 1, phase 2, or phase 3, depending on their strategic
priorities and roadmap.

[0203] With regards to the designer view of the organiza-
tion dashboard 900 in FIG. 9D, organizations gain access to
valuable information and indicators that help evaluate their
security posture. The my data section 906 presents an
indicator, represented by bullets (or other indicators), that
denotes the level of exposure or threat resistance. For
example, more filled-in bullets indicate a higher level of
safety, providing organizations with a visual representation
of their data security. Similarly, the my threats section 908
highlights the specific threats that the organization is cur-
rently facing, enabling them to prioritize mitigation efforts



US 2024/0236121 Al

accordingly. The my locations section 910 showcases the
various hardware and infrastructure components within the
organization’s environment, such as desktops, AWS, Google
Cloud, G Suite, laptops, and more. Additionally, the capa-
bilities section 912 outlines the specific security capabilities
implemented by the organization, such as security opera-
tions (see ops), web security, application security, access
management, and others.

[0204] Returning to the composer view of the organization
dashboard 900 in FIG. 9E, organizations gain insights into
different phases of their security implementation. The ven-
dor efficacy metrics 924 provide a means to evaluate the
performance and effectiveness of vendors associated with
each capability. The dashboard also offers a range of end-
point protections 922, such as antivirus software, firewalls,
or intrusion detection systems. These endpoint protection
options can be sorted and filtered using the available filters
926, ensuring that organizations can identify and select the
most suitable solutions for their specific needs. In some
implementations, the organization dashboard 900 introduces
the “improvements” section 914, which allows organiza-
tions to identify areas where enhancements are required.
They can order improvements by prioritizing them through
the selectable button 916. For example, organizations have
the option to submit these improvement requirements for
bidding by potential vendors using the submit for bids
button 918 or even make an offer directly through the make
an offer button 920, providing a streamlined process for
acquiring necessary security enhancements.

[0205] In FIG. 9F, the organization dashboard 900 can be
configured to present policies 930 that the organization
qualifies for, following the selection of, for example, “con-
tinue to vendor selection” button in FIG. 9A. These policies
represent various security measures and guidelines that
organizations can adopt to enhance their overall cybersecu-
rity posture. The organization dashboard 900 allows users to
browse through the available policies, select specific ones
926, and view detailed information 934 about each policy
932. By selecting a policy, users can add it to their cart 938,
indicating their intention to adopt and implement that par-
ticular policy.

[0206] In FIG. 9G, the organization dashboard 900 pro-
vides insights into additional policies 940 that the organi-
zation may not qualify for but can still access and review.
Although these policies may not currently align with the
organization’s qualifications, it allows them to stay informed
about the evolving landscape of security policies and stan-
dards. Users can explore the details of these policies and
gain knowledge about emerging security practices, even if
they are not immediately applicable to their organization’s
specific requirements.

[0207] In FIG. 9H, upon selecting the view details option
934 for a specific policy 932, the organization dashboard
900 can present an overview of the policy. This includes
detailed information about the policy itself, such as the
extent of coverage, retention period, and associated pre-
mium costs. Additionally, the organization dashboard 900
indicates the specific security needs addressed by the policy,
such as endpoint protection, public key infrastructure, asset
management, and more. In some implementations, the orga-
nization dashboard 900 provides access to policy docu-
ments, ensuring that organizations have a clear understand-
ing of the policy’s terms, conditions, and obligations. In
some implementations, the organization dashboard 900
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offers the capability to model the selected policy. Upon
selecting the policy modeling element 944, users can
explore different scenarios and configurations to understand
the potential impact and implications of adopting the policy.
This modeling feature allows organizations to assess how
the policy aligns with their existing security infrastructure,
operational processes, and overall business objectives.

[0208] Generally, FIGS. 10A-10E, 11A-11D, 13A-13E,
15A-15G, 16A-16D, and 21A-21B depict the vendor dash-
boards and the interactive items and actionable items the
vendor can interact with (e.g., using third-party device 150).
Referring now to FIGS. 10A-10E, the incident room dash-
board 1000 provide a centralized space where the entire
team, including the IR vendor, insurer, breach coach, and
law firm, can actively monitor the live progress of the active
incident (e.g., show with reference to FIG. 168, where the
incident room dashboard 1000 is presented in response to a
selection of active incident 1604). In some implementations,
the incident status 1002 can offer real-time updates on the
current state of the incident. This allows stakeholders to
have a clear understanding of the ongoing attack progress
through the in-progress element 1004, which indicates the
stage the attacker is in, as well as the response team’s
progress.

[0209] In some implementations, the incident room dash-
board 1000 also provides high-level metrics 1006, enabling
a quick overview of the organization’s environment within
the primary workspace. Additionally, the dashboard can
highlight any active tasks 1008 that are currently being
worked on by the team. By clicking on a specific task, such
as task 1020 in FIG. 10C, users can access more detailed
information, monitor the task’s activity, add comments,
upload attachments, and even start or stop task timers 1022.
In some implementations, the incident room dashboard 1000
serves as an information hub that provides essential details
and functionalities for vendors in managing and responding
to incidents. For example, the incident room dashboard 1000
can provide alerts 1012, which are automatically generated
by the response system 130. These alerts can range from
notifications about new meetings initiated on Zoom to
changes in phase or submitted change orders related to the
incident.

[0210] In some implementations, the incident room dash-
board 1000 also facilitates team member engagement by
providing an activity feed 1014 that highlights individual
contributions and actions. This feed captures activities such
as system backup status updates or the upload of new files,
enabling vendors to track the progress and involvement of
team members. In some implementations, the incident room
dashboard 1000 offers a range of incident-level actions that
vendors can undertake. They can participate in video calls,
access the intake details 1016 associated with the incident’s
initiation, invite new team members, and view pertinent
information about the incident itself. This includes informa-
tion about the duration of the incident, its origin, and any
outstanding or existing agreements with the client or end
organization. In cases where the allocated hours for the
incident have been exhausted, vendors can initiate a new
change order by simply clicking on the “new change order”
option, assembling the necessary details, and submitting the
request. This request would then be sent to the organization
for further approval, allowing the incident response to
proceed smoothly. Additionally, the dashboard provides
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insights into the response team, offering visibility into the
team’s members and their respective roles.

[0211] In some implementations, the incident room dash-
board 1000 provides vendors with a range of capabilities to
efficiently manage and close incidents. In FIG. 10B, vendors
can select the “close incident” option within the incident
status 1002, which triggers the generation of a final invoice
1018. This ensures that all services provided during the
incident are accurately documented and invoiced. Once an
incident is closed, vendors can utilize the incident room
dashboard to generate a comprehensive post-incident report,
as illustrated in FIGS. 13A-13E. This report consolidates
valuable insights, analyses, and findings from the incident,
enabling vendors to document and communicate the inci-
dent’s details and outcomes effectively.

[0212] In FIG. 10D, the incident room dashboard 1000
presents additional features to enhance productivity and
collaboration within the incident response team. Vendors
can access the task management section, where they can
view and distribute tasks 1024 among team members. These
tasks can be organized based on phases or displayed in a
Kanban-style view, offering flexibility in task management.
Furthermore, the incident room dashboard 1000 can host a
dedicated communication channel specific to the incident.
This channel allows team members to create groups and
engage in real-time communication, facilitating efficient and
focused collaboration. In some implementations, all assets
related to the incident can be aggregated and stored within
the incident room dashboard’s file storage. This centralized
repository ensures that all relevant documents, reports, and
data pertaining to the incident are easily accessible, enabling
vendors to retrieve and share information efficiently. In FIG.
10E, the incident room dashboard 1000 features an activity
trail 1026, which serves as a central audit trail for the
incident. This trail records all actions and activities per-
formed throughout the incident’s lifecycle, providing a
detailed chronological account of events.

[0213] In FIGS. 11A-11D, the vendor metric dashboard
1110 is shown, presenting various market bid and booking
metrics. The dashboard includes components such as gen-
eral market bid and booking metrics 1102, displaying key
statistics related to market bids and bookings. Additionally,
market incoming market bids 1104 highlights the influx of
bids from the market, while recent market bookings 1105
provides insights into the latest bookings made. FIG. 11A
provides a visual representation of these features. Within the
vendor metric dashboard, vendors can also access their
specific bids and bookings through the vendor specific bids
and bookings 1106 section, known as “my bids.” This allows
vendors to track their own performance and activity. Fur-
thermore, vendors can monitor incident-specific bids
through the vendor specific incident bids 1108 section,
enabling them to stay informed about relevant incidents in
which they have expressed interest. Recent bookings made
by the vendor are displayed in the vendor specific recent
bookings 1109 section, as shown in FIG. 11B.

[0214] Efficacy metrics are also highlighted in FIG. 11C.
The dashboard presents best performing DNA metrics 1110,
showcasing the metrics that indicate the vendor’s optimal
performance. Efficacy metrics 1112 can be adjusted using
the drop-down menu 1114, providing a flexible and cus-
tomizable view of the vendor’s effectiveness in different
areas. These metrics allow vendors to evaluate and optimize
their performance based on specific criteria. In FIG. 11D, the
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efficacy metric 1116 for the vendor is displayed, offering a
clear representation of the vendor’s performance. Addition-
ally, the partner efficacy metric 1118 provides insights into
the effectiveness of collaborative partnerships with other
entities. Accordingly, the interactive items and actionable
items available within these dashboards empower vendors to
make informed decisions and take appropriate actions based
on the provided data. By leveraging these comprehensive
vendor dashboards, vendors can track their market presence,
evaluate their efficiency and efficacy metrics, monitor their
bids and bookings, and assess their performance in relation
to partners. This level of visibility and control enables
vendors to make strategic decisions and optimize their
operations within the context of the marketplace.

[0215] Referring now to FIG. 12, the service agreement
interface 1200 can be provided to an organization (e.g., in
response to an identified incident at an organization). In
general, a contract proposal can include a plurality of
content and actionable objects (or items) within the service
agreement interface 1200. As shown, an estimate associated
with a service agreement can be presented that included
actionable objects (e.g., can be selected) that can decline or
accept a proposal (e.g., from a vendor, or from an organi-
zation). In some implementations, the service agreement
interface 1200 offers the organization two options: decline
or accept the offer for services. This interface presents the
organization with the relevant details and terms of the
service agreement, ensuring transparency and clarity.
Through a user-friendly interface, the organization can thor-
oughly review the proposal and make an informed choice.
As shown, the service agreement interface 1200 allows the
organization to decline 1202 or accept 1204 the offer for
services by one or more vendors.

[0216] Referring now to FIGS. 13A-13E, a post-incident
report dashboard 1300 can be presented as a tool that allows
vendors to generate detailed reports summarizing the key
aspects of an incident. In FIGS. 13A-13E, the post-incident
report dashboard 1300 showcases the ability of vendors to
provide an overview of the incident, ensuring that all
involved parties gain a comprehensive understanding of the
event’s occurrence and its management. Additionally, as
shown, the vendor can enable or disable various features
using the on/off interactable button switches (e.g., incident
description, incident details, cost breakdown, etc.). In some
implementations, the post-incident report dashboard 1300
includes various sections that offer insights into different
aspects of the incident. For example, vendors can provide IR
team performance statistics and metrics, allowing stakehold-
ers to assess the effectiveness and efficiency of the incident
response efforts.

[0217] In some implementations, the report also encom-
passes details about the incident, such as its origin and
contextual information. This information helps provide a
clear understanding of the incident’s background and cir-
cumstances. Furthermore, the post-incident report dash-
board 1300 can present a breakdown of the costs associated
with the incident, enabling stakeholders to gain insights into
the financial implications of the event. In particular, to
provide a comprehensive view of the incident, the post-
incident report dashboard 1300 incorporates environment
details that outline the specific systems or networks affected.
Another component of the post-incident report dashboard
1300 can be the task summaries and working time by each
team member. This feature allows vendors to outline the
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specific tasks performed by individual team members during
the incident response process. In some implementations, the
incident timeline is provided in the post-incident report
dashboard 1300. It can provide a chronological sequence of
events, capturing the key milestones and actions taken
throughout the incident’s lifecycle.

[0218] Referring now to FIGS. 14A-14B, an invoice 1400
is shown, a generated and provided invoice that allows an
entity, after receiving services from a vendor, to pay the
invoice by selecting selectable button 1402. The invoice
1400 details the services rendered by the vendor, including
the nature of the cybersecurity incident addressed, the dura-
tion of service provision, and the corresponding costs. Upon
clicking the selectable button 1402, the entity is redirected
to a secure payment portal where they can choose from
various payment options, facilitating a secure transaction.
[0219] Referring now to FIGS. 15A-15G, the vendor setup
dashboard 1500 is shown, allowing a vendor to customize,
review, and update their offerings (sometimes referred to
herein as “cybersecurity protection plans™), customers and
firmographics, partners, procurement (e.g., purchase
options, resellers), automations, roles, and team members. In
FIG. 15A, interactive items 1502, 1504, and 1506 provide
vendors with easy access to critical customer-related infor-
mation. By selecting these items, vendors can view existing
customers, prospective customers, and pending verifica-
tions, respectively. The accompanying list 1508 offers a
clear overview of customers, aiding vendors in maintaining
a comprehensive record. Additionally, some features can be
considered “Pro” features that are enabled in response to a
payment or accumulation of activity (e.g., after continuously
using the dashboards for 3 months). In some arrangements,
the “Pro” features can be enabled if the vendor enrolls in an
advertisement tier such that advertisement may be presented
on the dashboards.

[0220] FIG. 15B enables vendors to define their target
customer base and estimate potential opportunities. Through
interactive sliders, vendors can customize the criteria for
evaluating opportunities, such as location, organization size,
and type. This flexible feature empowers vendors to narrow
or broaden their focus, aligning their offerings with specific
market segments. Turning to FIG. 15C, vendors can review
and manage their offerings. For example, the interface
provides a detailed overview of existing offerings, while the
interactive item 1512 allows vendors to easily add new
offerings. This streamlined process ensures that vendors can
continually update and refine their product or service port-
folio.

[0221] In FIG. 15D, vendors have the ability to establish
partnerships with other entities. By selecting the interactive
item 1516, vendors can initiate the partner setup process and
review their existing partners in the accompanying interface
1518. This facilitates collaboration and expands the reach of
vendors’ offerings. FIG. 15E introduces the configuration of
procurement options and resellers. For example, vendors can
easily set up purchase options and specify resellers, ensuring
a smooth and efficient procurement process within their
ecosystem.

[0222] FIG. 15F empowers vendors to configure automa-
tions to streamline their operations. By utilizing the inter-
active button 1520, vendors can add various rules that
govern different aspects of their business. For example,
these rules can include threat response rules, monitoring
rules, and incident response rules, among others. This auto-
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mation capability enhances efficiency and enables vendors
to respond promptly to potential incidents. FIG. 15G allow
vendors to create new rules 1524 and assign specific roles
1526 to individuals within their organization. For example,
roles, such as sales engineer, can be defined with granular
permissions, allowing individuals to accept new incidents,
invite users, generate incident reports, and perform other
designated tasks. This fine-grained role assignment ensures
proper division of responsibilities and access privileges.
[0223] Referring now to FIGS. 16A-16D, the vendor
incident dashboard 1600 is shown, presenting various inci-
dents, including inbound incidents 1602 and 1606 and active
incidents 1604, shown in FIGS. 16A and 16B. Inbound
incidents can automatically allow the vendor to send a
contract using send contract interactive item 1608, add a
team using team interactive item 1610, or allow the vendor
to view details of the incident using details interactive item
161, shown in FIG. 16C2. The contract can be sent to an
organization that is depicted n FIG. 16D that allows the
organization to accept or decline.

[0224] In some implementations, inbound incidents are
prominently displayed on the vendor incident dashboard, as
depicted in FIGS. 16A and 16B. The dashboard provides an
overview of these incidents, enabling vendors to quickly
assess their nature and severity. Interactive items are incor-
porated into the interface to streamline the incident response
process. For instance, the send contract interactive item
1608 allows vendors to promptly send a contract to the
organization associated with the incident. By selecting this
option, the vendor initiates the contractual process, provid-
ing the necessary legal framework for collaboration. Fur-
thermore, the team interactive item 1610 facilitates seamless
team management within the vendor incident dashboard.
Vendors can easily add team members to the incident
response team by utilizing this interactive item. This feature
promotes effective coordination and communication among
team members, enhancing the overall incident resolution
process. The details interactive item 1612, as illustrated in
FIG. 16C, grants vendors access to comprehensive incident
information. By selecting this item, vendors can delve
deeper into the specifics of the incident, such as its origin,
impact, and relevant contextual details. This detailed over-
view assists vendors in gaining a thorough understanding of
the incident, enabling them to provide more targeted and
efficient support.

[0225] Additionally, FIG. 16D depicts how the vendor can
send a contract to the organization involved in the incident.
The contract is transmitted through an interface, allowing
the organization to carefully consider the terms and condi-
tions. Within this interface, the organization is presented
with the option to accept or decline the contract. This
interactive feature streamlines the contracting process,
enabling swift decision-making and fostering effective col-
laboration between the vendor and the organization.
[0226] Referring now to FIG. 17, an incident summary
dashboard 1700 that includes an overview of incidents of the
entity. The dashboard 1700 includes various graphical rep-
resentations 1702, illustrating metrics such as the total
number of cases handled, the cumulative cost of remedia-
tion, and the percentage of incidents involving ransom
payments. These metrics provide a high-level overview of
the entity’s cybersecurity incident history, enabling a quick
evaluation of the overall situation. In some arrangements,
the incident summary dashboard 1700 further enriches this
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overview with additional metrics 1704, 1706, and 1708.
These metrics delve deeper into the nature and handling of
the incidents. For instance, they may include the average
time taken to remediate an incident, which could highlight
the efficiency of the incident response process and identify
potential areas for improvement. The root causes of inci-
dents are also displayed, providing insights into the types of
threats frequently encountered by the entity. The dashboard
1700 can also display the highest payouts made by particular
incident response teams.

[0227] Referring now to FIGS. 18A-18C, a posture dash-
board 1800 that includes a posture stream 1802 and real-
time (or near real-time) information associated with threats
(e.g., threats affecting you 1804, threats affecting similar
orgs 1806, and global threat news 1808). The posture
dashboard 1800 can also provide three different lenses
through which to view the cybersecurity threat landscape.
The “threats affecting you™ section 1804 offers information
about threats directly targeting the entity, providing real-
time updates and context. For instance, it may show whether
peers within the industry are also addressing the same threat,
offering comparative insights and potentially guiding
response strategies. For example, in FIG. 18C, the treats
affecting you can include real-time information about the
particular threat, if the entities peers are acting on it, and
action buttons allowing the entity to perform various
actions. Action buttons within this section allow the entity to
quickly respond to threats. These may include options to
investigate further, escalate the threat to a response team, or
activate specific protection measures. The “threats affecting
similar orgs” section 1806 provides an overview of threats
impacting entities with similar profiles. The “global threat
news” section 1808 offers a wider perspective, delivering
updates on significant cybersecurity incidents and trends
worldwide.

[0228] Expand on FIG. 18A, the posture dashboard 1800
provides a view of the cybersecurity threat landscape, allow-
ing the entity to stay informed and proactive in addressing
potential risks. The posture stream 1802 captures and
records the entity’s posture and coverage levels over time,
taking into account various factors such as the locations of
data (e.g., EC2 servers in AWS), the implemented safe-
guards (e.g., EPP, CSPM), and the specific threats that could
target the entity’s environment based on real incidents. By
continuously monitoring and assessing this combination of
factors, the system determines the current state of the
entity’s security posture, representing it as a dynamic and
immutable record. This enables the entity to gauge its
security readiness and identify any areas that require atten-
tion or improvement. By providing visual indicators such as
green, yellow, or red, the posture dashboard 1800 offers an
overview of the entity’s overall security status at any given
point in time. This empowers the entity to make informed
decisions, allocate resources effectively, and implement
timely measures to mitigate risks and maintain a robust
cybersecurity posture.

[0229] In FIG. 18B, the posture dashboard 1800 also
includes recommended capabilities tailored to the entity’s
specific needs. These capabilities can be easily added by
selecting the interactable buttons 1808 and 1810, streamlin-
ing the process of enhancing the entity’s cybersecurity
posture. Further, the entity can configure automated protec-
tion measures through “adaptation rules” like assessment
management 1812. These are automated actions designed to
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protect the entity’s assets and environment, such as initiating
vulnerability scans or activating intrusion prevention sys-
tems when certain conditions are met.

[0230] Referring now to FIG. 19, the offering dashboard
1900 serves as a comprehensive interface for entities inter-
ested in purchasing a cybersecurity offering. Upon selecting
a particular offering, the dashboard provides a detailed
breakdown of the product, including essential information
about its capabilities and features. The entity can review
what specific tasks the offering can perform—for example,
the creation and management of incident records. Addition-
ally, the dashboard provides clarity on the financial side,
presenting the price and the billing plan associated with the
offering. It ensures transparency, allowing the entity to
assess the value proposition of the offering fully. To stream-
line the purchasing process, a selectable button 1902 is
included on the dashboard. Upon clicking this, the entity can
seamlessly proceed with the purchase, making the acquisi-
tion of the offering a user-friendly and straightforward
process.

[0231] Referring now to FIGS. 20A-20B, the vendor dash-
board 2000 provides an entity with a platform to identity and
select vendors they wish to engage for various cybersecurity
plans. It facilitates the selection of multiple vendors con-
currently, allowing the entity to choose vendors offering
distinct cybersecurity protections to create a diversified and
robust security portfolio. The dashboard presents informa-
tion about each vendor, including their qualifications and
current availability status. Additionally, the entity can also
invite vendors (e.g., by selecting selectable button 2010)
after reviewing vendor qualifications and information pre-
sented in vendor dashboard 2000 and their current state such
as available now state, available in 75 minutes (i.e., avail-
able pending state), or unavailable state. Invitations can be
sent directly from the dashboard by selecting the appropriate
button 2010. An example of the dashboard’s functionality
can be seen with the vendor Sophos MTR, marked as the
best fit 2006 and available now 2012. The entity can easily
select this vendor by checking the corresponding checkbox
2008. In contrast, another vendor might be shown as avail-
able in 30 minutes, as indicated by state element 2014, but
also marked as off-panel, implying they do not currently
have an account on response system 130.

[0232] Referring now to FIGS. 21A-21B, a mobile appli-
cation 2100 can be configured as a pocket companion for
Incident Response (IR) vendors, enabling them to engage,
monitor, and respond to incidents directly from their mobile
devices such as phones, tablets, or VR/AR glasses. With the
mobile app, vendors have the convenience and flexibility to
handle incidents anytime, even in urgent situations when
they are away from their home office. The mobile applica-
tion 2100 offers a transition of the features and functionality
described in the desktop version (FIGS. 10A-10E) to a
mobile interface. Vendors can access their incident dash-
board, providing an overview of all active incidents. They
can efficiently navigate to individual incidents, review
detailed information, and track the progress of ongoing
tasks. By monitoring activity within the mobile application
2100, vendors stay informed about updates and can quickly
respond to any developments.

[0233] In some implementations, the mobile application
2100 also facilitates team collaboration by displaying the
team members involved in each incident. Vendors can
identify their colleagues, fostering efficient communication
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and coordination. Furthermore, the mobile application 2100
provides visibility into existing agreements, ensuring ven-
dors have immediate access to relevant contractual details.
In some implementations, to enhance responsiveness and
situational awareness, the mobile application 2100 includes
an alerts feature. This feature aggregates alerts from multiple
incidents, allowing vendors to monitor critical notifications
and stay informed about significant events or changes. The
mobile application 2100 delivers a user-friendly interface
optimized for mobile devices, enabling vendors to engage
with incidents, review details, manage tasks, monitor activ-
ity, collaborate with team members, and access important
agreements-all while on the go. This mobile experience
empowers IR vendors to stay connected and effectively
respond to incidents, regardless of their physical location,
providing agility and convenience to their incident response
efforts.

[0234] Referring now to FIG. 22, a flowchart for a method
2200 to protect data, in accordance with present implemen-
tations. At least system 100 can perform method 2200
according to present implementations.

[0235] In broad overview of method 2200, at block 2210,
the one or more processing circuits (e.g., response system
130 of FIG. 1A) can determine a security posture. At block
2220, the one or more processing circuits can tokenize and
broadcast the security posture. At block 2230, the one or
more processing circuits can model the security posture and
a security objective. At block 2240, the one or more pro-
cessing circuits can determine at least one cybersecurity
protection plan. At block 2250, the one or more processing
circuits can provide the at least one cybersecurity protection
plan. Additional, fewer, or different operations may be
performed depending on the particular arrangement. In some
embodiments, some, or all operations of method 2200 may
be performed by one or more processors executing on one or
more computing devices, systems, or servers. In various
embodiments, each operation may be re-ordered, added,
removed, or repeated.

[0236] At block 2210, the one or more processing circuits
can determine the security posture based on the entity data.
In some arrangements, this can include analyzing the data
storage systems of the entity to determine the various types
of data being handled. Additionally, the processing circuits
can assess the entity data to identify potential cybersecurity
threats that may pose a risk to the organization. In some
arrangements, the processing circuits can identify entity
assets by accessing the data channels that are communica-
tively linked to these assets. Accordingly, this allows the
processing circuits to understand and evaluate the resources,
devices, and networks that include the entity’s infrastruc-
ture.

[0237] In general, the security posture corresponds to an
assessment of the entity’s overall cybersecurity risk profile.
In some arrangements, the security posture encompasses
multiple dimensions, including the current entity state and
current entity index. For example, the current entity state
represents the current cybersecurity conditions of the entity,
such as system configurations, security policies, and incident
response readiness. In another example, the current entity
index can serve as references or pointers to the entity assets,
enabling efficient retrieval and access of critical information.
Accordingly, the security posture is an aggregate represen-
tation of various aspects, such as the entity’s firmographics,
data types, asset locations, cybersecurity safeguards, cover-
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age, gaps, cyber hygiene practices, third-party attestations,
cybersecurity incidents, and cybersecurity claims. By con-
sidering these factors, the processing circuits can determine
a comprehensive view of the entity’s cybersecurity posture,
enabling organizations and third-parties to assess their secu-
rity risks and make informed decisions. Thus, the security
posture can refer to the overall cybersecurity stance of an
entity, encompassing various factors that contribute to its
risk profile and resilience against potential threats.

[0238] For example, to determine a security posture of an
eCommerce business with a significant online presence that
processes large amounts of consumer data daily, including
sensitive information such as credit card details and personal
identities can include analyzing the entity data of the eCom-
merce business. In some arrangements, the processing cir-
cuits can evaluate the entity data, involving an analysis of
the types of data stored in the company’s databases. These
databases might include customer records, transaction logs,
and financial records. Additionally, in this example the
processing circuits can identify the assets of the company.
This can include accessing various data channels linked to
these assets, which could include servers, computers, soft-
ware applications, and network infrastructure. In the above
example, after the entity data is analyzed, the processing
circuits can begin to assess the current cybersecurity con-
ditions of the company. This current entity state includes the
company’s system configurations, security policies, and the
readiness of their incident response team. The processing
circuits can also identify the current entity index, which
provides as references or pointers to the entity’s assets.
Considering these elements, the processing circuits can now
determine the company’s security posture. In particular, the
security posture provides a holistic assessment that includes
the company’s firmographics, data types, asset locations,
cybersecurity safeguards, coverage, gaps in security, cyber
hygiene practices, third-party attestations, past cybersecurity
incidents, and cybersecurity claims. By considering all these
factors, the processing circuits can provide a comprehensive
view of the entity’s cybersecurity posture.

[0239] At block 2220, the one or more processing circuits
can tokenize and broadcast the security posture to a distrib-
uted ledger. In general, tokenization is the process of con-
verting rights to an asset into a digital token on a blockchain.
In this case, the asset is the security posture of the company.
The processing circuits convert the security posture into a
digital token that can be stored, transmitted, and processed.
In some arrangements, the digital token is a representation
of the security posture that is unique, tamper-resistant, and
encrypted. Broadcasting refers to the process of sending this
digital token to all nodes in the distributed ledger or block-
chain network. The distributed ledger is a decentralized
database that is maintained by multiple nodes or participants
in the network. Broadcasting the token to the distributed
ledger ensures that the token, representing the security
posture, is stored in a decentralized, immutable, and trans-
parent manner. In some arrangements, any changes to the
security posture will require a new token to be generated and
broadcasted, ensuring that there is a historical record of all
changes.

[0240] Over time, the circumstances, assets, and the data
that the entity handles can change. For instance, the com-
pany may adopt new technologies, handle new types of data,
or face new threats. As a result, it can be important to keep
the security posture updated. In some arrangements, the
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processing circuits continuously monitor the entity’s data
and systems for any changes. When new data is accessed,
the processing circuits analyze it to determine how it
impacts the current security posture. For example, this can
include reassessing the types of data the entity handles, the
technologies it uses, its cybersecurity policies, and its over-
all threat landscape. Accordingly, the updated security pos-
ture provides a current and accurate representation of the
entity’s cybersecurity status, reflecting the most recent
changes and developments.

[0241] In some arrangements, once the updated security
posture is determined, the next step can include tokenizing
this updated posture. As mentioned earlier, tokenization
involves converting the updated security posture into a
digital token. After tokenizing the updated security posture,
the processing circuits broadcast this new token to the
distributed ledger. In some arrangements, the processing
circuits provide a public address of the tokenized updated
security posture on the distributed ledger. The public address
is a unique identifier that allows third parties to locate and
access the token on the blockchain. Providing the public
address to a plurality of third parties allows these parties to
verify the updated security posture.

[0242] In some arrangements, the public address provided
by the processing circuits acts as a unique identifier on the
distributed ledger, or blockchain, for the tokenized security
posture. By providing this address to third parties, they can
locate and access the specific token, which represents the
company’s current security posture. That is, the ability for
third-parties to access the tokenized security posture allows
third parties to independently verify its contents. This is
because the tokenization process ensures that the data rep-
resenting the security posture is both tamper-proof and
transparent, lending credibility to its contents. Furthermore,
the decentralized nature of a distributed ledger ensures that
the tokenized data has not been altered without consensus,
adding an extra layer of verification. This means that third
parties, be it auditors, partners, or cybersecurity firms, can
trust the authenticity of the information encapsulated in the
token, thus enabling them to accurately evaluate the orga-
nization’s cybersecurity posture.

[0243] At block 2230, the one or more processing circuits
can model the security posture and a plurality of security
objectives to generate a set of cybersecurity attributes of the
entity. In some arrangements, modeling the security posture
includes constructing a representation of the entity’s current
cybersecurity state. This includes the data collected and
analyzed in previous blocks, such as the types of data the
entity handles, the assets it possesses, its system configura-
tions, its security policies, its cybersecurity incidents, and
other relevant factors. In some arrangements, the processing
circuits can also model a plurality of security objectives. As
user herein, “security objectives” refer to the goals or targets
that the entity aims to achieve in terms of its cybersecurity.
For example, the entity might aim to reduce its vulnerability
to specific types of cyberattacks, improve its incident
response time, or achieve compliance with certain cyberse-
curity standards or regulations. These objectives provide a
framework for evaluating the entity’s security posture and
identifying areas for improvement. In some arrangements,
block 2220 can be skipped or performed at a later point in
time.

[0244] In some arrangements, based on the modeled secu-
rity posture and the security objectives, the processing
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circuits generate a set of cybersecurity attributes of the
entity. Each cybersecurity attribute represents a specific
aspect of the entity’s cybersecurity. For example, one attri-
bute might be the entity’s vulnerability to phishing attacks,
while another might be its adherence to data encryption
standards. Accordingly, the attributes provide a more
detailed and granular view of the entity’s cybersecurity
posture. In some arrangements, each cybersecurity attribute
is associated with at least one of a required cybersecurity
attribute, an additional cybersecurity attribute, or an existing
cybersecurity attribute. A required attribute can be a cyber-
security attribute that the entity must possess to meet its
security objectives. An additional attribute can be a cyber-
security attribute that the entity could benefit from but is not
mandatory. An existing attribute is a cybersecurity attribute
that the entity already possesses. By categorizing the attri-
butes in this way, the processing circuits can identify the
entity’s strengths, weaknesses, and areas for improvement in
its cybersecurity.

[0245] In some arrangements, generating the set of cyber-
security attributes also involves creating a security roadmap.
This is a strategic plan that outlines how the entity can
improve its cybersecurity over time. The roadmap consists
of multiple phases, each associated with a subset of the
cybersecurity attributes. Each attribute is assigned to a phase
based on its importance, urgency, and the entity’s ability to
implement it. For example, the first phase might involve
implementing the required attributes, while later phases
might involve adding the additional attributes. In some
arrangements, modeling the security posture and security
objectives together is a strategic approach that provides a
comprehensive understanding of an entity’s cybersecurity
landscape. This process provides an interplay between the
entity’s current state of security (security posture) and its
desired state of security (security objectives).

[0246] In this context, the security posture represents the
entity’s current cybersecurity status. It includes all relevant
factors such as the types of data the entity handles, the
system configurations, the cybersecurity policies in place,
the incident response readiness, and the history of cyberse-
curity incidents, among others. On the other hand, the
security objectives represent the entity’s goals or targets in
terms of cybersecurity. These might include reducing vul-
nerability to specific types of cyberattacks, improving inci-
dent response time, achieving compliance with certain
cybersecurity standards, or enhancing the security of spe-
cific assets. In some arrangements, when modeling the
security posture and security objectives together, the pro-
cessing circuits can map out the path from the current state
to the desired state. For example, the map can identify the
gaps between the security posture and the security objec-
tives, and outline the steps that need to be taken to bridge
these gaps.

[0247] Invarious arrangements, the modeling process also
involves generating a set of cybersecurity attributes of the
entity, each reflecting a specific aspect of the entity’s cyber-
security. By considering the security posture and the security
objectives together, the processing circuits can develop a
nuanced understanding of the entity’s cybersecurity land-
scape. They can identify the strengths and weaknesses in the
current security posture, align these with the security objec-
tives, and define a clear path towards achieving these
objectives. This holistic approach ensures that the entity’s
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cybersecurity strategy is both grounded in its current reality
and focused on its future goals.

[0248] It should be understood that modeling the security
posture and security objectives can involve executing com-
putational algorithms and machine learning techniques. The
processing circuits would analyze various data points,
including system configurations, network structures, user
behaviors, security incident history, and more, to create a
multi-dimensional model of the entity’s current security
posture. This model could be represented in various forms,
such as a statistical model, a graphical model, or a neural
network, depending on the complexity of the data and the
specific needs of the analysis. Concurrently, the security
objectives would be defined and encoded in a format that can
be integrated into the model. This could involve setting
target values for certain metrics, specitying desired states for
different aspects of the cybersecurity, or defining specific
conditions that should be met. The processing circuits could
then map the security posture onto the security objectives,
identifying the gaps and generating the set of cybersecurity
attributes that represent specific areas for improvement. This
mapping process could involve various computational tech-
niques, such as optimization algorithms, decision tree analy-
sis, or reinforcement learning, depending on the complexity
of the security posture and objectives. In some arrange-
ments, the output would be a model that represents the
entity’s current security posture, its security objectives, and
the path to bridge the gap between them.

[0249] At block 2240, the one or more processing circuits
can determine utilizing one or more protection parameters,
at least one cybersecurity protection plan corresponding to a
new cybersecurity attribute to protect the entity. In some
arrangements, the new cybersecurity attribute is an attribute
from the generated set of cybersecurity attributes of the
entity after modeling the security posture and a plurality of
security objectives. Protection parameters refer to specific
criteria or guidelines that are used to design the cybersecu-
rity protection plan. For example, these could include, but
are not limited to, the entity’s resources, the severity of the
threats it faces, the criticality of its assets, its regulatory
requirements, and its risk tolerance. In particular, the pro-
tection parameters provide a framework for tailoring the
cybersecurity protection plan to the entity’s specific needs
and circumstances.

[0250] In some arrangements, each cybersecurity protec-
tion plan corresponds to a new cybersecurity attribute. As
discussed herein, the cybersecurity attributes represent spe-
cific aspects of the entity’s cybersecurity that were identified
in the modeling process. A new cybersecurity attribute might
represent an area for improvement, a gap in the current
security posture, or a step towards achieving a security
objective. The process of determining a cybersecurity pro-
tection plan can include defining the actions, measures, or
strategies that will improve the entity develop or strengthen
the new cybersecurity attribute. For instance, if the new
attribute relates to improving incident response readiness,
the protection plan might involve training staff, establishing
an incident response team, or implementing an incident
management system. In some arrangements, the cybersecu-
rity protection plan is also designed to be adaptable. This
means it can be updated or modified based on changes in the
entity’s security posture, security objectives, or the cyber-
security landscape. This adaptability ensures that the pro-
tection plan remains effective and relevant over time. Fur-
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thermore, while a cybersecurity protection plan is designed
for a specific attribute, it can also have broader effects on the
entity’s overall cybersecurity. For instance, a plan designed
to improve incident response readiness might also enhance
the entity’s resilience to cyberattacks, reduce downtime in
the event of an incident, and improve its reputation for
cybersecurity.

[0251] In various arrangements, once the processing cir-
cuits have determined a cybersecurity protection plan based
on the entity’s security posture and objectives, the process-
ing circuits can consider the practical implementation of the
plan. It’s important to note that there could be multiple
cybersecurity protection plans that offer the same essential
protection but come from different vendors and have differ-
ent price points, features, support levels, and other variables.
Each of these elements can significantly influence the choice
of protection plan. For example, suppose the determined
cybersecurity protection plan involves the deployment of a
specific type of firewall to enhance network security. There
could be several vendors in the market that offer firewall
solutions. While each solution essentially serves the same
purpose—protecting the network from unauthorized
access—there could be significant differences in their fea-
tures, performance, ease of use, compatibility with the
existing IT infrastructure, and more. Some firewalls might
offer advanced features such as deep packet inspection,
intrusion prevention systems, or integrated virtual private
network (VPN) support, while others might focus on pro-
viding a user-friendly interface or extensive customization
options.

[0252] Furthermore, price can be another factor in choos-
ing a protection plan. Different vendors may offer their
solutions at different price points, depending on factors such
as the sophistication of the technology, the reputation of the
vendor, the level of customer support provided, and the
licensing model (for example, one-time purchase versus
subscription-based). The entity can be presented with one or
more plans corresponding to a new cybersecurity attribute to
protect the entity with different price points so that the entity
can consider its budget and the potential return on invest-
ment of each solution. Additionally, other factors such as the
vendor’s reputation, the quality of customer support, the
vendor’s understanding of the entity’s industry, and the
vendor’s commitment to future updates and enhancements
can also influence the choice of a cybersecurity protection
plan. Therefore, the processing circuits can consider all
these factors and potentially integrate additional data (e.g.,
vendor information, product reviews, and budget con-
straints) to select or offer the most suitable cybersecurity
protection plan for the entity. This ensures that the chosen
plan not only meets the entity’s cybersecurity needs but also
aligns with its financial, operational, and strategic require-
ments.

[0253] In general, the processing circuits can connect the
organizations with the relevant cybersecurity vendors. They
can do this by integrating with a database or network of
vendors, or by utilizing a platform that facilitates such
connections. By acting as a bridge between the organization
and the vendors, the processing circuits can streamline the
process of finding and implementing cybersecurity solu-
tions. They can automatically match the organization’s
needs, as defined by the cybersecurity protection plans, with
the offerings of various vendors, taking into account factors
such as features, price, vendor reputation, and support
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levels. This not only improves accessibility for both the
organization and vendors by improving the selection pro-
cess, but it also leads to improved technology and security
for the organization. The automation and data-driven
approach of the processing circuits ensure that the organi-
zation is connected with the most suitable vendors, allowing
it to benefit from the latest cybersecurity technologies that
align with its security posture and objectives. This ultimately
contributes to a stronger and more effective cybersecurity
infrastructure for the organization.

[0254] In some arrangements, at block 2240, the process-
ing circuits can determine at least one cybersecurity protec-
tion plan based on an assortment of qualifying and addi-
tional cybersecurity protection plans. These plans may come
from a diverse set of third-party vendors and are presented
to the entity computing system via a cybersecurity market-
place. For example, a qualifying cybersecurity protection
plan refers to a plan that meets the minimum requirements
established by the entity’s security objectives and the iden-
tified cybersecurity attributes. This could include factors
such as the type of protection needed, compliance with
certain standards, compatibility with the existing IT infra-
structure, and others. The qualifying plan provides the basic
level of security that the entity needs to address its identified
cybersecurity attributes. In another example, an additional
cybersecurity protection plan refers to a plan that goes
beyond the minimum requirements to provide extra features,
higher performance, or other benefits. This could include
advanced threat detection capabilities, integrated incident
response tools, superior customer support, and more. The
additional plan can offer a higher level of protection and can
provide more value to the entity, although it might also come
at a higher cost. In some arrangements, the security objec-
tives used to guide this determination process can be entity-
specific. That is, they can be tailored to the unique needs,
risks, and goals of the entity, which ensures that the deter-
mined protection plans are highly relevant and targeted.

[0255] At block 2250, the one or more processing circuits
can provide the at least one cybersecurity protection plan to
an entity computing system of the entity. In some arrange-
ments, the cybersecurity protection plan is provided to the
entity’s computing system through a cybersecurity market-
place. For example, this can be a digital platform that
connects entities with a wide range of third-party cyberse-
curity vendors. The marketplace enables the entity to easily
browse, compare, and select from various cybersecurity
protection plans. It also allows vendors to showcase their
offerings to potential customers. Within the cybersecurity
marketplace, the processing circuits identify the cybersecu-
rity protection plans associated with a plurality of third
parties. This includes a first cybersecurity protection plan
offered by a first third-party and a second cybersecurity
protection plan offered by a second third-party. Each of these
plans is associated with the new cybersecurity attribute
identified during the modeling process, meaning they are
designed to address this specific aspect of the entity’s
cybersecurity. In some arrangements, each cybersecurity
protection plan is associated with one of a plurality of
availability states. These states indicate whether the plan is
currently available for the entity to implement (an “available
now” state), whether it will become available in the future
(an “available pending” state), or whether it is not available
at all (an “unavailable” state).
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[0256] In addition to identifying and providing the cyber-
security protection plans, the processing circuits can also
facilitate the implementation of these plans. This could
involve, for instance, integrating the chosen protection plan
with the entity’s existing IT systems, configuring the plan’s
settings according to the entity’s needs and preferences, or
monitoring the plan’s deployment to ensure its functioning
as expected. The processing circuits can also provide ongo-
ing support for the protection plan, such as troubleshooting
issues, providing updates, or adapting the plan based on
changes in the entity’s security posture or the cybersecurity
landscape. Moreover, the processing circuits can manage the
entity’s interactions with third-party vendors. The process-
ing circuits can handle communications between the entity
and the vendors, negotiate contracts or service agreements,
manage payment transactions, and ensure that the vendors
fulfill their obligations. By acting as an intermediary, the
processing circuits can help streamline the vendor manage-
ment process, reduce the entity’s administrative burden, and
ensure a smooth and successful collaboration.

[0257] In some arrangements, the processing circuits can
also provide valuable analytics and reporting capabilities.
For example, the processing circuits can track the perfor-
mance of the cybersecurity protection plans, measure their
impact on the entity’s security posture, and generate reports
that provide insights into the entity’s cybersecurity progress.
This can help the entity understand the effectiveness of its
cybersecurity efforts, identify areas for improvement, and
make informed decisions about its future cybersecurity
strategy. These analytics and reporting capabilities can be
particularly valuable in demonstrating the entity’s compli-
ance with regulatory requirements or industry standards, as
well as in building trust with stakeholders such as customers,
partners, or investors.

[0258] In some arrangements, the processing circuits can
scan the plurality of data channels to access third-party data
from a range of third-parties. For example, this can include
data about third-party vendors, partners, customers, or other
entities that interact with the organization. Such third-party
data can provide insights into the external aspects of the
entity’s cybersecurity, such as the security practices of its
partners or the threats posed by its digital ecosystem. In this
context, modeling involves integrating this third-party data
into the determination of the set of cybersecurity attributes
of the entity. This ensures that the model captures a holistic
view of the entity’s cybersecurity, encompassing both inter-
nal and external factors. In some arrangements, the process-
ing circuits can determine a set of existing security attributes
of' the entity based on both the entity data and the third-party
data. These existing security attributes represent the current
state of the entity’s cybersecurity, including its existing
defenses, vulnerabilities, and threat exposures. By compar-
ing these existing attributes with the desired attributes
identified in the modeling process, the processing circuits
can pinpoint the gaps that need to be addressed and guide the
development of the cybersecurity protection plan.

[0259] In some arrangements, the processing circuits can
determine an incident readiness based on the set of cyber-
security attributes of the entity. In particular, the incident
readiness corresponds to a calculated level that indicates
how prepared the entity is to respond to a cybersecurity
incident. For example, this could involve factors such as the
robustness of the entity’s incident response plan, the skills
and resources of its incident response team, the effectiveness
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of its communication channels, and its capacity for detect-
ing, analyzing, and containing incidents. Similarly, the pro-
cessing circuits can determine an insurance readiness based
on the set of cybersecurity attributes. The insurance readi-
ness refers to a calculated level that indicates how prepared
the entity is to obtain cybersecurity insurance. For example,
this could consider factors such as the entity’s risk profile,
its compliance with insurance requirements, the adequacy of
its security controls, and its history of cybersecurity inci-
dents. In some arrangements, the set of cybersecurity attri-
butes of the entity is associated with at least the incident
readiness or the insurance readiness. That is, these readiness
levels can be parts of the entity’s overall cybersecurity
profile, reflecting its ability to respond to incidents and its
readiness to obtain insurance. By considering these readi-
ness levels in its analysis, the processing circuits can provide
a more nuanced and comprehensive assessment of the
entity’s cybersecurity posture.

[0260] In various arrangements, the incident readiness and
insurance readiness could be calculated through a weighted
scoring system that combines various cybersecurity attri-
butes. For example, the incident readiness score might take
into account the robustness of the entity’s incident response
plan (weighted at 30%), the skills and resources of its
incident response team (30%), the effectiveness of its com-
munication channels (20%), and its capacity for detecting,
analyzing, and containing incidents (20%). Each attribute
could be scored on a scale from 1 to 10, with the scores then
multiplied by their respective weights and summed to pro-
duce the overall incident readiness score. Similarly, the
insurance readiness score might consider the entity’s risk
profile (weighted at 40%), its compliance with insurance
requirements (30%), the adequacy of its security controls
(20%), and its history of cybersecurity incidents (10%).
Again, each attribute could be scored on a scale from 1 to 10,
with the scores multiplied by their weights and summed to
produce the insurance readiness score. Accordingly, the
scores provide a quantitative measure of the entity’s readi-
ness levels, allowing for comparison and tracking over time.

[0261] In some arrangements, the one or more processing
circuits can (1) receive a portion of the entity data from a
user device via an application programming interface (API),
(2) tokenize and extract content of the portion of the entity
data into a plurality of tokens, (3) generate a unique iden-
tifier for each of the plurality of tokens, (4) store a mapping
between the unique identifier and each of the plurality of
tokens, (5) populate, from each of the plurality of tokens, a
plurality of fields of a data object associated with the
security posture based on the extracted content of the portion
of entity data stored in each of the plurality of tokens, and
(6) verify accuracy of the populated plurality of fields. In
general, the processing circuits can enhance the entity’s
security posture assessment by actively engaging with user
devices via an application programming interface (API).
Through this interface, they can receive a portion of the
entity data, tokenize and extract content, generate unique
identifiers for each token, and store a mapping between these
identifiers and tokens. This process enables a granular
analysis of the entity data, allowing the processing circuits
to identify specific security attributes and nuances that may
be concealed in the aggregated data.

[0262] In some arrangements, the processing circuits can
populate a data object associated with the security posture
using the extracted content from the tokens. Each field of the
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data object corresponds to a specific aspect of the security
posture, such as incident readiness, insurance readiness, risk
profile, or compliance status. By populating these fields with
precise data extracted from the tokens, the processing cir-
cuits can ensure that the data object accurately represents the
entity’s security posture. Furthermore, the processing cir-
cuits can verify the accuracy of the populated fields. For
example, this could involve cross-checking the data with
other sources, applying data validation rules, or using
machine learning algorithms to detect anomalies or incon-
sistencies.

[0263] In some arrangements, the processing circuits can
receive a request to set up a cybersecurity protection
account. This request could come from an entity that wants
to enhance its cybersecurity posture or from a third-party
such as a cybersecurity vendor or consultant. Setting up a
cybersecurity protection account is the first step towards
building a robust cybersecurity strategy, as it provides a
centralized platform for managing all cybersecurity-related
activities. Upon receiving the request, the processing circuits
can generate a first graphical user interface (GUI) including
interactable elements. The GUI serves as the main interface
for users to interact with the cybersecurity protection
account. The interactable elements could include menus,
buttons, forms, or other components that allow users to input
data, navigate the platform, or perform specific actions.
When a user interacts with one of these elements, the
processing circuits can receive, via the first GUI, a portion
of the entity data. This data could correspond to various
aspects of the entity’s operations, such as team information,
asset information, current third-party providers, and current
cybersecurity protection plans.

[0264] Next, the processing circuits can model the current
cybersecurity protection plans. This involves analyzing the
plans to understand their features, benefits, limitations, and
effectiveness. It also includes implementing the plan, which
could involve coordinating with the vendor, integrating the
plan with the entity’s systems, and ensuring its proper
operation. By modeling the current plans, the processing
circuits can identify potential improvements or gaps that
need to be addressed in the new cybersecurity strategy. In
some arrangements, the processing circuits can generate a
second GUI including additional interactable elements.
These elements are associated with the security posture, a
plurality of incidents, and the plurality of security objec-
tives. This second GUI provides users with a more detailed
view of their cybersecurity situation, including their current
posture, past incidents, and future objectives.

[0265] In some arrangements, the processing circuits can
implement, test, and manage (sometimes referred to collec-
tively as “modeling™) the cybersecurity protection plans.
After a plan is selected, the processing circuits can facilitate
the integration (or modeling) process between the vendor’s
solution and the entity’s systems. For example, this might
involve configuring the entity’s networks, devices, and
applications to work with the vendor’s cybersecurity tools,
testing the integrated solution to ensure that it functions
correctly, and addressing any issues or conflicts that arise
during this process. Moreover, the processing circuits can
continuously monitor the entity’s systems to assess the
effectiveness of the protection plan. This can include ana-
lyzing system logs, network traffic, user behavior, and other
relevant data to detect any signs of cybersecurity incidents.
It also includes coordinating with the vendor to receive
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updates about new threats, patches, or improvements to the
protection plan. These updates can then be incorporated into
the entity’s systems to ensure that the protection plan
remains up-to-date and effective against evolving cyberse-
curity threats. In the event of a potential incident, the
processing circuits can alert the entity and the vendor,
providing detailed information about the incident’s nature,
scope, and potential impact. This allows the entity and the
vendor to respond quickly and effectively, minimizing the
damage and downtime caused by the incident. Furthermore,
the processing circuits can analyze the incident to under-
stand its causes, impacts, and lessons, and use this informa-
tion to further improve the protection plan and the entity’s
overall cybersecurity posture.

[0266] In some arrangements, the processing circuits can
model the selected cybersecurity protection plan by testing
it within the entity’s infrastructure. This can include simu-
lating various scenarios to evaluate the plan’s effectiveness
and resilience against potential threats. Through this testing
process, the processing circuits can identify any gaps, vul-
nerabilities, or implementation issues, ensuring that the plan
is not only compatible with the entity’s systems but also
robust enough to provide the necessary level of protection.
In some arrangements, a vendor plan can be tested by
enabling stepping through the incident response plan as
documented, including taking iterative steps to check if the
plan would indeed work for a particular modeled threat
scenario. By virtually executing the plan and monitoring its
response to simulated threats, the processing circuits can
assess its practicality and effectiveness, making any neces-
sary adjustments or improvements to ensure optimal inci-
dent response readiness. This testing approach enhances the
confidence in the selected cybersecurity protection plan,
enabling the entity to deploy a proactive and reliable secu-
rity strategy.

[0267] In some arrangements, the one or more processing
circuits can generate a security posture stream including a
timeline of incidents, changes in the security posture, and
corresponding cybersecurity threat levels. This timeline pro-
vides a historical record of the entity’s security posture over
time. By reviewing the posture stream, the entity can gain
insights into the effectiveness of their cybersecurity mea-
sures, identify recurring vulnerabilities or patterns, and
make data-driven decisions for future enhancements. The
processing circuits can also apply advanced analytics and
machine learning algorithms to the posture stream, enabling
predictive capabilities to anticipate potential threats and
proactively strengthen the entity’s security posture.

[0268] In addition to the aforementioned capabilities,
some arrangements may leverage generative artificial intel-
ligence (AI) algorithms to enhance the security posture
analysis. Generative Al algorithms can analyze large vol-
umes of data from various sources, such as threat intelli-
gence feeds, incident reports, and security best practices, to
identify patterns, trends, and potential vulnerabilities that
human analysts may not have detected. By utilizing genera-
tive Al, the processing circuits can uncover hidden insights,
predict emerging threats, and recommend proactive security
measures to fortify the entity’s defenses. In various arrange-
ments, the use of generative Al further augments the capa-
bilities of the processing circuits, enhancing the accuracy,
efficiency, and scalability of the security posture analysis,
and ultimately contributing to the overall resilience and
robustness of the entity’s cybersecurity framework.
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[0269] Referring now to FIG. 23, a flowchart for a method
2300 to protect data, in accordance with present implemen-
tations. At least system 100 can perform method 2300
according to present implementations.

[0270] In broad overview of method 2300, at block 2310,
the one or more processing circuits (e.g., response system
130 of FIG. 1A) can receive a cybersecurity plan offering. At
block 2320, the one or more processing circuits can imple-
ment the cybersecurity plan offering. At block 2330, the one
or more processing circuits can monitor the environmental
data of an entity. At block 2340, the one or more processing
circuits can generate a new cybersecurity incident. At block
2350, the one or more processing circuits can provide the
new cybersecurity incident to a dashboard. Additional,
fewer, or different operations may be performed depending
on the particular arrangement. In some embodiments, some,
or all operations of method 2300 may be performed by one
Or more processors executing on one or more computing
devices, systems, or servers. In various embodiments, each
operation may be re-ordered, added, removed, or repeated.
[0271] At block 2310, the processing circuits can receive
one or more cybersecurity plan offerings associated with a
third-party. These offerings represent a variety of cyberse-
curity solutions that the third-party has developed to address
different types of threats and vulnerabilities. The offerings
may include active plans, which are ready to be imple-
mented immediately, as well as plans that are to be offered
on the marketplace for entities to activate. In general, the
marketplace is a digital platform where entities can be
provided, explore, compare, and select the cybersecurity
plans that best meet their needs. It provides a wide range of
options, catering to entities with different risk profiles,
business models, and budget constraints. Upon receiving the
cybersecurity plan offerings, the processing circuits then
provide these offerings to the marketplace. The plans can be
made available for activation by a plurality of entities,
broadening the third-party vendor’s reach and giving them
access to a wider customer base. The processing circuits
facilitate this process, ensuring that the offerings are pre-
sented accurately and attractively in the marketplace.
[0272] In some arrangements, the processing circuits can
receive an activation of a cybersecurity plan offering from an
entity’s computing system. This signals that the entity has
selected a plan from the marketplace and is ready to imple-
ment it. The activation triggers a series of processes, includ-
ing setting up the necessary connections between the entity
and the third-party (described in block 2320), configuring
the plan according to the entity’s specific requirements, and
monitoring the implementation to ensure that it is success-
ful. In some arrangements, the processing circuits can pro-
vide the cybersecurity plan offerings to entities for purchase
before the modeling process at block 2320 takes place. This
is based on one or more third-party customer parameters,
which could include factors such as the entity’s size, indus-
try, risk profile, or specific cybersecurity needs.

[0273] In some arrangements, the cybersecurity offerings
may be tailored and made available only to certain entities
based on both or either of the entity and vendor preferences.
On one hand, an entity may have specific preferences or
needs for cybersecurity protection plans based on their
industry, size, geographical location, or regulatory require-
ments. On the other hand, the vendor may also have pref-
erences for the types of entities they cater to, depending on
factors such as the entity’s risk profile, the vendor’s area of
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expertise, or strategic business decisions. This customiza-
tion of offerings ensures that each entity is presented with
cybersecurity plans that are most relevant and suitable for
their specific needs, while vendors can focus on providing
services to entities that align with their capabilities and
business strategy. This bespoke approach to cybersecurity
planning enhances the efficiency and effectiveness of the
cybersecurity marketplace.

[0274] At block 2320, the one or more processing circuits
can model the one or more cybersecurity plan offerings,
setting the stage for the application of the plans within the
entity’s infrastructure. For example, this process can being
with the generation and activation of a cybersecurity pro-
tection obligation between the entity and the third-party
vendor. These attributes encapsulate the specifics of the
cybersecurity plan, detailing parameters such as the scope of
coverage, the service level agreements, the roles and respon-
sibilities of each party, and the cost and payment terms,
among others. In some arrangements, the processing circuits
can provide the entity’s security posture, entity data, and the
details of the cybersecurity protection obligation to a third-
party computing system of the third-party. This sharing of
information can be important to the successful implemen-
tation of the cybersecurity plan. The entity’s security posture
and data allow the third-party to understand the unique
cybersecurity landscape of the entity and tailor their offer-
ings accordingly. In some arrangements, the processing
circuits can provide a public address to the tokenized
security posture of the entity. The security posture can
provide insights into the entity’s existing security frame-
work, potential vulnerabilities, and overall security objec-
tives, thereby equipping the third-party with the context
necessary to deliver effective protection.

[0275] In some arrangements, the processing circuits, in
response to the activation of the cybersecurity protection
obligation, model the activated cybersecurity plan offering.
This modeling phase translates the theoretical aspects of the
plan into practical measures that are incorporated into the
entity’s existing infrastructure. It could involve the configu-
ration and deployment of specific cybersecurity tools, the
establishment of monitoring protocols, and the setup of
incident response mechanisms, among other actions. The
completion of this modeling phase signifies the full integra-
tion of the cybersecurity plan into the entity’s infrastructure,
positioning the entity to benefit from enhanced cybersecurity
protection. For example, when a state is inconsistent or
identified the processing circuits automatically analyze the
current configurations of security tools employed by the
vendor and the operating systems of the organization. Based
on this analysis, appropriate modifications are made to the
configurations or the agreement between the vendor and
organization, ensuring that the security measures are aligned
with the specific needs and risks of the entity.

[0276] In some arrangements, prior to generating and
activating the cybersecurity protection obligations, the one
or more processing circuits can underwrite the cybersecurity
plan by leveraging the data collected from the insured’s
security tools and configurations. This data, which provides
a detailed and accurate representation of the insured’s secu-
rity posture, is assessed against the underwriting criteria
established by the insurer. The processing circuits analyze
various factors, including the effectiveness of the security
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measures implemented, the coverage level provided by the
cybersecurity plan, and the compliance history of the
insured.

[0277] For example, a Fortune 500 company is seeking
cybersecurity insurance. The processing circuits can collect
data from the company’s security tools and configurations,
including information about their network infrastructure,
access controls, incident response protocols, and data pro-
tection measures. By analyzing this data, the processing
circuits can assess the company’s overall security posture
and identify any potential vulnerabilities or gaps in their
defenses. The processing circuits can also evaluate the
company’s compliance history, including past incidents or
breaches, and their adherence to industry best practices and
regulatory requirements. Based on this analysis, the pro-
cessing circuits can determine the level of threat associated
with insuring the company and provide an accurate under-
writing assessment.

[0278] In another example, a small business owner who is
applying for cybersecurity insurance. The processing cir-
cuits can collect data from the business owner’s security
tools, such as firewalls, antivirus software, and intrusion
detection systems, as well as information about their data
encryption practices and employee training programs. The
processing circuits can also assess the business owner’s
compliance with relevant cybersecurity regulations and their
incident response capabilities. By analyzing this data, the
processing circuits can evaluate the effectiveness of the
security measures in place and determine the level of threat
associated with insuring the business. The processing cir-
cuits can identify any areas where additional safeguards or
improvements may be needed and provide recommenda-
tions to mitigate potential risks. Based on this underwriting
assessment, the processing circuits can generate a tailored
cybersecurity plan that aligns with the business owner’s
specific needs and offers appropriate coverage for their
computing environment.

[0279] Insome arrangements, the processing circuits takes
a proactive approach to modeling the cybersecurity plan
offerings by engaging in deployment and configuration
activities. This involves deploying and configuring third-
party tools and various systems within the computing infra-
structure of the entity, in accordance with the specific
requirements outlined in the cybersecurity plan offerings.
Furthermore, in the modeling of the cybersecurity plan
offerings, the processing circuits can establish connections
and integrate the third-party tools within the existing com-
puting infrastructure of the entity. By establishing these
connections and integrating the tools, the processing circuits
ensures that the cybersecurity measures are incorporated
into the entity’s computing environment, creating a holistic
and robust defense against potential threats.

[0280] At block 2330, the one or more processing circuits
initiate a monitoring process, leveraging the plurality of data
channels to keep a watch on the environmental data of the
entities that are being modeled using the one or more
cybersecurity plan offerings. This monitoring process pro-
vides real-time threat detection and response mechanisms.
By maintaining a consistent surveillance over the environ-
mental data, the processing circuits are able to detect any
anomalies or deviations that might signify a potential cyber-
security threat or breach. Environmental data in this context
refers to an extensive array of information that encapsulates
the operational environment of the entities. This data
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includes network traffic details, system logs, user activity,
application activity, and other relevant metrics. Importantly,
environmental data also includes information about the
external threat landscape, such as updates about new types
of cyber threats, threat intelligence feeds, and other relevant
details. By monitoring this data, the processing circuits can
maintain an updated understanding of the entity’s cyberse-
curity status.

[0281] In some arrangements, the monitoring process is
carried out using a variety of data channels. These channels
could include direct network connections, API feeds, and
other communication interfaces that allow the processing
circuits to tap into the entity’s systems. The choice of data
channels can depend on the specific architecture and require-
ments of the entity’s information systems. Once the moni-
toring process is set in motion, the processing circuits are not
just passively observing the data flow. They are actively
scanning, analyzing, and interpreting the environmental data
to pick up on any signs of cyber threats. For example,
algorithms and artificial intelligence mechanisms can be
deployed to sift through the vast volumes of data, identifying
patterns and correlations that might escape human scrutiny.
Any detected anomalies are promptly flagged, triggering
appropriate response mechanisms as detailed in the cyber-
security plan offerings. This continuous, vigilant monitoring
is instrumental in ensuring the entity’s cybersecurity is
always one step ahead of potential threats.

[0282] At block 2340, the one or more processing circuits
are configured to generate a new cybersecurity incident, this
operation is triggered upon detecting an anomaly or poten-
tial threat within the environmental data associated with any
entity from the plurality of entities. The generation of a new
cybersecurity incident is a step in the cybersecurity work-
flow. It signifies the identification of a potential threat,
vulnerability, or breach within the entity’s systems, based on
the analysis of the environmental data. It should be under-
stood that may times the detection of a new cybersecurity
incident is not a simple binary process; it can include a
multi-faceted analysis of the environmental data. For
example, machine learning algorithms, statistical models,
neural networks, or heuristic rules could be employed to
analyze the data for signs of malicious activity. For instance,
sudden spikes in network traffic, unusual login attempts, or
patterns that match known attack signatures could all trigger
the generation of a new cybersecurity incident. This incident
is then logged and tracked, with all relevant information
captured for further analysis and response.

[0283] In some arrangements, the processing circuits can
identify and engage with one or more partners of the
third-party vendor. For example, the partners could be other
cybersecurity service providers, third-party software ven-
dors, or even internal teams within the entity’s organization.
Through job routing for cases and conditions, as shown in
FIG. 15F, the processing circuits categorize the identified
gaps and match them to suitable solutions or vendors
capable of remedying those gaps. This matching process can
be facilitated through an insurer marketplace portal, lever-
aging the capabilities provided by response system 130. By
collaborating with partners, the processing circuits ensure
that the entity gains access to the expertise, technologies,
and resources necessary to address specific security gaps
effectively.

[0284] In some arrangements, the processing circuits
facilitate the linking of preferred products or solutions to
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pre-existing relationships between vendors, customers, and
insurers. By leveraging the data and insights gathered from
the ecosystem partner APIs, the processing circuits can
identify vendors that have established relationships with the
entity’s preferred customers or insurers. This linkage
enables a streamlined procurement process, where the entity
can benefit from pre-negotiated contracts, favorable pricing,
or tailored solutions. The processing circuits can evaluate
the compatibility of preferred products with the entity’s
security objectives and seamlessly integrate them into the
existing cybersecurity infrastructure.

[0285] In some arrangements, once partners are identified,
the processing circuits can configure one or more routing
rules that dictate the flow of information and action items in
response to the detected cybersecurity incident. These rules
could be based on various factors such as the nature of the
incident, the specific systems or data affected, the capabili-
ties of the partner, or even pre-defined response plans. For
instance, if a certain type of cybersecurity incident requires
the expertise of a specific partner, the routing rules would
ensure that all relevant action items are automatically sent to
that partner. In particular, the routing rules facilitate
improved and efficient response to cybersecurity incidents,
ensuring that the right people are alerted at the right time
with the right information. This coordinated, automated
response mechanism significantly enhances the overall effi-
cacy of the cybersecurity protection plan, reinforcing the
entity’s defenses against cyber threats.

[0286] At block 2350, the one or more processing circuits
can be configured to deliver the newly identified cyberse-
curity incident to a dashboard managed by the one or more
processing circuits In some arrangements, the dashboard
includes a set of categories under which incidents are
organized. These categories include inbound incidents,
active incidents, and past incidents, each of which provides
a different perspective on the entity’s cybersecurity status.
Inbound incidents refer to newly detected threats or vulner-
abilities that have not yet been addressed. They include the
security posture information associated with the entity,
which gives context about the entity’s overall cybersecurity
health and potentially vulnerable areas. The information
might encompass details about the entity’s network archi-
tecture, the nature of its data, its existing cybersecurity
measures, and its previous history of incidents.

[0287] In some arrangements, active incidents, pertain to
ongoing issues that are currently being handled. These
incidents come with real-time status updates and states,
providing the third-party with a dynamic view of the inci-
dent’s progression. The real-time statuses can include infor-
mation on the current stage of incident response, such as
investigation, containment, eradication, or recovery. The
states may describe the condition of the incident, like open,
pending, escalated, or closed, which helps in understanding
the immediate attention that an incident requires.

[0288] In some arrangements, past incidents consist of
resolved threats or breaches and serve as a historical record
of the entity’s cybersecurity events. Moreover, the dash-
board can include an Incident Room for each of the active
incidents. An Incident Room can serve as a dedicated space
for collaborative incident response, where all relevant par-
ties can communicate, share updates, and coordinate their
actions. It consolidates all information related to a particular
incident, such as logs, alerts, action plans, timelines, and
other relevant data, thereby facilitating a streamlined and
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efficient response process. In some arrangements, the Inci-
dent Room also enables the tracking of response efforts,
ensuring accountability and promoting continuous improve-
ment in the entity’s cybersecurity practices.

[0289] In some arrangements, the one or more processing
circuits can automatically renew at least one of the one or
more cybersecurity plan offerings with at least one of the
plurality of entities. The automation process is designed to
ensure continuity of protection by eliminating the risk of
lapses due to manual renewal processes. This can be
achieved by tracking the expiry dates of the cybersecurity
plans and triggering the renewal process in advance. The
renewal terms could be based on the existing contract
between the entity and the third-party, or they could be
subject to negotiation. The process also includes updating
the entity’s profile and security posture, and recalibrating the
cybersecurity plan’s specifications to align with any changes
that may have occurred in the entity’s environment or needs.
Notifications about the renewal process, including any
changes in terms or pricing, can be sent to the entity and
vendor.

[0290] In some arrangements, the automatic renewal pro-
cess for cybersecurity plan offerings is built on procedures
to ensure a seamless and efficient experience for both the
entities and vendors. The processing circuits keep track of
the expiration dates of the cybersecurity plans and initiates
the renewal process in advance, eliminating the need for
manual intervention and mitigating the risk of coverage
lapses. The renewal terms and conditions can be based on
the existing contract between the entity and the third-party
vendor, ensuring consistency and alignment with the agreed-
upon terms. In addition to the contractual aspects, the
processing circuits can also takes into account any changes
in the entity’s profile, security posture, or specific needs,
allowing for the recalibration of the cybersecurity plan’s
specifications to provide tailored protection. Throughout the
renewal process, notifications are sent to the entity and the
vendor, providing updates on any changes in terms, pricing,
or other relevant information, facilitating transparency and
effective communication between all parties involved.

[0291] In some arrangements, in response to receiving an
indication of the completion of the new cybersecurity inci-
dent, the processing circuits can automatically generate and
provide an invoice of the new cybersecurity incident to the
entity. The invoice could include details such as the type of
incident, the duration of the response, resources utilized, and
the cost associated with each line item. The processing
circuits could also include detailed explanations of each
charge, enabling the entity to understand the cost drivers.
Furthermore, upon completion of the new cybersecurity
incident, the processing circuits can generate an incident
summary. The summary can include a report that provides
an overview of the incident from origination to resolution. It
includes performance metrics such as the time to detect the
incident, time to respond, time to contain, and time to
recover. These metrics can provide insights into the effec-
tiveness and efficiency of the entity’s incident response
process. Origination details can provide information about
the source of the incident, its nature, and how it infiltrated
the entity’s defenses, which can be crucial for future pre-
vention strategies. The incident timeline can be a chrono-
logical representation of the incident’s progression and the
response activities, providing a clear picture of the incident’s
lifecycle. The incident summary can be provided to the
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entity and relevant stakeholders, serving as a valuable
resource for post-incident reviews, improvement of security
strategies, and compliance reporting.

[0292] In some arrangements, the processing circuits can
collect cybersecurity data from the third-party tool interface
and analyze and identify the data that aligns with the
underwriting requirements. This analysis involves matching
the collected cybersecurity data with the specific underwrit-
ing criteria, ensuring that the plan meets the necessary
standards and guidelines. Once the data has been identified
and categorized, the processing circuits package the infor-
mation and seamlessly provide it to an application program-
ming interface (API). This API serves as a conduit for
transmitting the wrapped cybersecurity data, along with the
underwriting requirements, to the underwriting system.
[0293] Referring now to FIG. 24, a flowchart for a method
2400 to protect data, in accordance with present implemen-
tations. At least system 100 can perform method 2400
according to present implementations.

[0294] In broad overview of method 2400, at block 2410,
the one or more processing circuits (e.g., response system
130 of FIG. 1A) can identify a protection plan. At block
2420, the one or more processing circuits can receive
activation. At block 2430, the one or more processing
circuits can generate and activate protection obligation. At
block 2440, the one or more processing circuits can model
the protection plan. At block 2450, the one or more pro-
cessing circuits can establish data monitoring. Additional,
fewer, or different operations may be performed depending
on the particular arrangement. In some embodiments, some,
or all operations of method 2400 may be performed by one
Or more processors executing on one or more computing
devices, systems, or servers. In various embodiments, each
operation may be re-ordered, added, removed, or repeated.
[0295] At block 2410, the processing circuits identify at
least one cybersecurity protection plan associated with a
plurality of third-parties. This identification process is
guided by the previously modelled cybersecurity attributes,
ensuring that the identified protection plan is relevant to the
entity’s cybersecurity needs. For example, the protection
plan may be offered by a first third-party and a second
third-party. Each of these plans is associated with the new
cybersecurity attribute, demonstrating their capacity to
address the specific cybersecurity needs identified during the
modeling process. To provide more choice and flexibility for
the entity, each cybersecurity protection plan is associated
with one of several availability states.

[0296] At block 2420, the processing circuits are config-
ured to receive an activation request from the entity’s
computing system for a selected cybersecurity protection
plan. This activation signifies the entity’s commitment to
implementing the chosen protection plan. It might be, for
example, that the entity has decided to proceed with the
cybersecurity protection plan associated with the first third-
party. The activation request signals the entity’s decision to
the processing circuits and triggers the next step in the
process. Still at block 2420, the processing circuits generate
and activate a cybersecurity protection obligation between
the entity and the first third-party. This protection obligation
represents a formal agreement between the entity and the
third-party provider, stipulating the provision of cybersecu-
rity services as per the selected protection plan. In some
arrangements, the protection obligation includes a plurality
of protection attributes, which could include the specific
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services to be provided, the duration of the agreement, the
obligations of each party, and the terms for monitoring,
reporting, and responding to cybersecurity incidents. The
activation of this obligation effectively sets the selected
cybersecurity protection plan into motion, transitioning the
entity into a phase of enhanced cybersecurity protection.

[0297] The process of generating and activating a cyber-
security protection obligation involves several steps, for
example, the creation of a formal contractual agreement
between the entity and the third-party vendor. This contract
outlines the scope and specifics of the cybersecurity services
to be provided, in line with the selected protection plan. The
document can detail the responsibilities and obligations of
both parties, including the specific cybersecurity tasks to be
undertaken by the vendor, and the cooperation and access
required from the entity. The contract can be reviewed by
both parties, and sometimes the processing circuits can
automatically begin executing to fulfil contract terms based
on previous relationship or authorizations by the vendor
and/or entity. In some arrangements, the processing circuits
may generate an invoice for the entity, reflecting the cost of
the cybersecurity services as per the agreed-upon protection
plan. This invoice might include details such as the price of
individual services, any discounts or package deals, taxes,
and payment terms. Payment processing can also be facili-
tated through the processing circuits, providing a seamless
and convenient transaction experience for the entity.

[0298] At block 2430, the processing circuits provide the
security posture, the entity data, and the cybersecurity
protection obligation to the third-party computing system of
the chosen vendor. This information transfer enables the
vendor to understand the current cybersecurity state of the
entity, their specific needs, and the obligations outlined in
the protection plan. In particular, following financial settle-
ment or prior to financial settlement based on the agreement,
the processing circuits can provide the vendor the necessary
access to the entity’s infrastructure. In some arrangements,
this can be achieved through a secure Application Program-
ming Interface (API), which allows the vendor’s systems to
interact directly with the entity’s systems. The API may
provide the vendor with access to various aspects of the
entity’s infrastructure, depending on the services outlined in
the protection plan. For instance, it could allow the vendor
to monitor network traffic, manage security protocols, or
deploy software patches. In some arrangements, there can be
two separate APIs where the entity communicates with the
processing circuits via a first API and the vendor commu-
nicates with the processing circuits via a second API. Thus,
the activation of the cybersecurity protection obligation
signifies the commencement of the cybersecurity services. It
represents the implementation phase of the protection plan,
where the vendor starts executing the agreed-upon services,
guided by the contract terms and enabled by the access
provided through the API. This activation indicates a tran-
sition from the planning stage to the action stage, setting the
entity on a path towards improved cybersecurity.

[0299] At block 2440, the processing circuits model the
cybersecurity protection plan. This involves configuring the
vendor’s tools and systems to work within the entity’s
infrastructure, based on the agreed-upon rules of engage-
ment. This configuration process can be automated, with the
processing circuits sending specific instructions to the ven-
dor’s systems via an API. These instructions could include
access permissions, monitoring parameters, alert settings,
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and various other operational details that will guide the
execution of the protection plan. The successful modeling of
the protection plan at this stage provides that the vendor’s
systems are well-integrated into the entity’s infrastructure
and are ready to provide the required cybersecurity services.
[0300] In order to implement (or deploy/configure) (i.e.,
model) the protection plan and integrate the vendor’s tools
into the entity’s infrastructure, several steps can be taken. In
some arrangements, the organization can establish the nec-
essary credentials and permissions for the vendor to access
the relevant systems or platforms. For example, if the entity
utilizes AWS for its cloud infrastructure, the organization
can provide the vendor with the required AWS credentials to
facilitate the deployment of their tools on the entity’s EC2
instances. In various arrangements, the organization can
leverage automation capabilities to streamline the deploy-
ment process. This automation can be set up to automatically
deploy the vendor’s tools to the appropriate systems within
the entity’s infrastructure. By defining clear rules and con-
figurations, the automation system can ensure that the
deployment is consistent, efficient, and aligned with the
organization’s security requirements. During the deploy-
ment process, the processing circuits can monitor the prog-
ress and provide real-time feedback on the integration of the
vendor’s tools. They can validate that the tools are properly
installed, configured, and connected to the relevant compo-
nents within the entity’s infrastructure.

[0301] For example, suppose an organization operates a
cloud-based infrastructure using platforms like Amazon
Web Services (AWS). To integrate the vendor’s tools into
this environment, the organization can leverage automation
tools. They can create infrastructure-as-code templates that
define the desired state of the infrastructure and include the
necessary configurations for deploying the vendor’s tools.
Using these templates, the organization can automatically
provision the required infrastructure components, such as
EC2 instances, security groups, and networking resources.
The templates can be configured to install and configure the
vendor’s tools on the provisioned instances, ensuring that
they are integrated into the organization’s cloud environ-
ment.

[0302] Inanother example, in the case of endpoint security
solutions, the organization may have a diverse range of
devices and operating systems across its network. To inte-
grate the vendor’s endpoint security tools into these devices,
the organization can utilize a unified endpoint management
(UEM) platform (e.g., executed and deployed by the
response system 130 and stored in database 140). The UEM
platform can provide a centralized management console and
agent-based deployment capabilities. The organization can
configure the UEM platform to push the vendor’s endpoint
security agent to all managed devices within the network.
The agent can be configured to communicate with the
vendor’s cloud-based security platform or an on-premises
management server. Through the UEM platform, the orga-
nization can enforce security policies, monitor endpoint
activities, and receive alerts and notifications from the
vendor’s tools.

[0303] In some arrangements, the configuration of vendor
tools is carried out by customizing the settings and param-
eters to align with the organization’s specific security
requirements. This includes defining rules, policies, and
thresholds within the tools to effectively monitor, detect, and
respond to security incidents. For instance, configuring
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firewalls to enforce access control policies, fine-tuning intru-
sion detection systems to detect specific attack patterns, or
setting up encryption protocols for secure data transmission.
In some arrangements, establishing connections between the
vendor’s tools and the organization’s infrastructure allows
for data flow and security monitoring. This involves inte-
grating the tools with existing systems, such as log man-
agement platforms, identity and access management solu-
tions, or security information and event management
(SIEM) systems. Through these integrations, the organiza-
tion can consolidate and correlate security events, streamline
incident response workflows, and gain a comprehensive
view of the overall security posture. In some arrangements,
the deployment and implementation of vendor tools encom-
pass the installation, activation, and configuration of the
tools within the organization’s environment. This can
involve deploying software agents on endpoints, installing
network appliances or sensors, or provisioning virtual
instances in cloud environments. The deployment process
ensures that the vendor tools are properly installed, con-
nected, and ready to perform their intended functions. In
some arrangements, testing and validation procedures are
conducted after the deployment phase to ensure the effec-
tiveness and reliability of the vendor tools and connections.
This includes testing the tools’ functionality, performance,
and interoperability with other systems. Security assess-
ments, vulnerability scans, and penetration testing may also
be conducted to verify the tools’ capability to detect and
respond to various threats and attacks.

[0304] In some arrangements, modeling, as part of the
implementation process, refers to the systematic and strate-
gic approach of configuring, integrating, and deploying
vendor tools and connections within an organization’s infra-
structure. This involves a series of steps to ensure that the
tools are appropriately tailored to meet the organization’s
specific security needs and seamlessly integrated with exist-
ing systems and processes. During the modeling phase,
organizations collaborate closely with the vendor to define
and customize the configuration settings of the tools. This
includes determining the appropriate thresholds, policies,
and rules that align with the organization’s security objec-
tives. For example, the modeling process may involve
fine-tuning intrusion detection systems to detect specific
attack patterns or configuring security information and event
management (SIEM) systems to correlate and analyze secu-
rity events effectively. Once the configuration settings are
defined, the modeling process moves to the deployment
stage. This can include the installation, activation, and
integration of the vendor tools within the organization’s
infrastructure. The tools are deployed across various com-
ponents, such as endpoints, network devices, servers, and
cloud environments, to provide comprehensive security cov-
erage. To ensure the successful integration and functionality
of the vendor tools, thorough testing and validation are
conducted during the modeling phase. Accordingly, the
modeling process encompasses the implementation and
deployment of vendor tools and connections. It involves
configuring the tools to match the organization’s security
requirements, integrating them within the existing infra-
structure, and conducting thorough testing to ensure their
effectiveness.

[0305] At block 2450, the processing circuits establish a
continuous data monitoring channel between the entity and
the vendor. This involves the creation of two secure com-
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munication connections using APIs. The first connection is
established between the entity’s computing system or assets
and the processing circuits, allowing the circuits to monitor
the entity’s systems in real-time. The second connection is
established between the vendor’s computing system and the
processing circuits, enabling the vendor to receive real-time
updates and alerts about the entity’s security status. This
continuous data monitoring channel can be a component of
the protection plan, as it allows for immediate (or periodic)
detection and response to any cybersecurity incidents. It
ensures that the vendor is up-to-date with the entity’s
security status and can provide the necessary support
promptly and efficiently.

[0306] In some arrangements, the processing circuits can
respond to changes in the security objectives or the security
posture of the entity. When the processing circuits receive an
updated security objective from the plurality of security
objectives or detect a new security objective, or when they
detect a change in the security posture, the processing
circuits can determine an updated cybersecurity attribute of
the set of cybersecurity attributes of the entity. This can be
a dynamic process, reflecting the fact that cybersecurity is
not a static data structure. As threats evolve and the entity’s
business environment changes, its security objectives and
posture may need to be adjusted. The processing circuits are
designed to handle such changes, updating the entity’s
cybersecurity attributes as needed to ensure that the protec-
tion plan remains effective.

[0307] Once the updated cybersecurity attribute has been
determined, the processing circuits then reconfigure the
security objective via the second API. This reconfiguration
could involve adjusting the parameters of the security objec-
tive, changing its priorities, or even replacing it entirely with
a new objective. In some arrangements, this process can be
done in consultation with the vendor and the entity, ensuring
that any changes to the security objective align with the
entity’s current needs and risk tolerance. The reconfigura-
tion via the second API allows these changes to be imple-
mented promptly and seamlessly, minimizing any potential
disruption to the entity’s operations. In some arrangements,
when an objective of the entity is updated, the processing
circuits analyze the corresponding state data, which includes
information about the entity’s safeguards, coverage, threats,
insurance, and other relevant factors. If the analysis reveals
an imbalance or a gap in the combination of these factors,
the processing circuits notify the entity (e.g., through a gap
manager). For example, this notification prompts the entity
to take automated actions to address the gap, such as
modifying insurance policies, adjusting technology configu-
rations, or implementing additional security measures.
[0308] For example, assume a Fortune 500 company has
experienced a significant increase in targeted cyber threats
aimed at their customer data. Through the analysis of the
state data, the processing circuits identify a gap in the
entity’s existing security objective related to data protection.
The gap manager alerts the entity about this imbalance and
triggers an automated response. The processing circuits, in
consultation with the entity and the vendor, reconfigure the
security objective to prioritize enhanced data encryption,
real-time monitoring, and incident response measures. In the
above example, the second API could be utilized to promptly
implement these changes across the organization’s infra-
structure, ensuring that the security objective is aligned with
the heightened threat landscape.



US 2024/0236121 Al

[0309] While this specification contains many specific
implementation details and/or arrangement details, these
should not be construed as limitations on the scope of any
inventions or of what may be claimed, but rather as descrip-
tions of features specific to particular implementations and/
or arrangements of the systems and methods described
herein. Certain features that are described in this specifica-
tion in the context of separate implementations and/or
arrangements can also be implemented and/or arranged in
combination in a single implementation and/or arrangement.
Conversely, various features that are described in the context
of a single implementation and/or arrangement can also be
implemented and arranged in multiple implementations and/
or arrangements separately or in any suitable subcombina-
tion. Moreover, although features may be described above as
acting in certain combinations and even initially claimed as
such, one or more features from a claimed combination can
in some cases be excised from the combination, and the
claimed combination may be directed to a subcombination
or variation of a subcombination.

[0310] Additionally, features described with respect to
particular headings may be utilized with respect to and/or in
combination with illustrative arrangement described under
other headings; headings, where provided, are included
solely for the purpose of readability and should not be
construed as limiting any features provided with respect to
such headings.

[0311] Similarly, while operations are depicted in the
drawings in a particular order, this should not be understood
as requiring that such operations be performed in the par-
ticular order shown or in sequential order, or that all illus-
trated operations be performed, to achieve desirable results.
In some cases, the actions recited in the claims can be
performed in a different order and still achieve desirable
results. In addition, the processes depicted in the accompa-
nying figures do not necessarily require the particular order
shown, or sequential order, to achieve desirable results.
[0312] In certain circumstances, multitasking and parallel
processing may be advantageous. Moreover, the separation
of various system components in the implementations and/or
arrangements described above should not be understood as
requiring such separation in all implementations and/or
arrangements, and it should be understood that the described
program components and systems can generally be inte-
grated together in a single software product or packaged into
multiple software products.

[0313] Having now described some illustrative implemen-
tations, implementations, illustrative arrangements, and
arrangements it is apparent that the foregoing is illustrative
and not limiting, having been presented by way of example.
In particular, although many of the examples presented
herein involve specific combinations of method acts or
system elements, those acts, and those elements may be
combined in other ways to accomplish the same objectives.
Acts, elements and features discussed only in connection
with one implementation and/or arrangement are not
intended to be excluded from a similar role in other imple-
mentations or arrangements.

[0314] The phraseology and terminology used herein is for
the purpose of description and should not be regarded as
limiting. The use of “including” “including” “having” “con-
taining” “involving” “characterized by” “characterized in
that” and variations thereof herein, is meant to encompass
the items listed thereafter, equivalents thereof, and addi-
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tional items, as well as alternate implementations and/or
arrangements consisting of the items listed thereafter exclu-
sively. In one arrangement, the systems and methods
described herein consist of one, each combination of more
than one, or all of the described elements, acts, or compo-
nents.

[0315] Any references to implementations, arrangements,
or elements or acts of the systems and methods herein
referred to in the singular may also embrace implementa-
tions and/or arrangements including a plurality of these
elements, and any references in plural to any implementa-
tion, arrangement, or element or act herein may also
embrace implementations and/or arrangements including
only a single element. References in the singular or plural
form are not intended to limit the presently disclosed sys-
tems or methods, their components, acts, or elements to
single or plural configurations. References to any act or
element being based on any information, act or element may
include implementations and/or arrangements where the act
or element is based at least in part on any information, act,
or element.

[0316] Any implementation disclosed herein may be com-
bined with any other implementation, and references to “an
implementation,” “some implementations,” “an alternate
implementation,” “various implementation,” “one imple-
mentation” or the like are not necessarily mutually exclusive
and are intended to indicate that a particular feature, struc-
ture, or characteristic described in connection with the
implementation may be included in at least one implemen-
tation. Such terms as used herein are not necessarily all
referring to the same implementation. Any implementation
may be combined with any other implementation, inclu-
sively or exclusively, in any manner consistent with the
aspects and implementations disclosed herein.

[0317] Any arrangement disclosed herein may be com-
bined with any other arrangement, and references to “an
arrangement,” “some arrangements,” “an alternate arrange-
ment,” “various arrangements,” “one arrangement” or the
like are not necessarily mutually exclusive and are intended
to indicate that a particular feature, structure, or character-
istic described in connection with the arrangement may be
included in at least one arrangement. Such terms as used
herein are not necessarily all referring to the same arrange-
ment. Any arrangement may be combined with any other
arrangement, inclusively or exclusively, in any manner
consistent with the aspects and arrangements disclosed
herein.

[0318] References to “or” may be construed as inclusive
so that any terms described using “or” may indicate any of
a single, more than one, and all of the described terms.
[0319] Where technical features in the drawings, detailed
description or any claim are followed by reference signs, the
reference signs have been included for the sole purpose of
increasing the intelligibility of the drawings, detailed
description, and claims. Accordingly, neither the reference
signs nor their absence have any limiting effect on the scope
of any claim elements.

[0320] The systems and methods described herein may be
embodied in other specific forms without departing from the
characteristics thereof. Although the examples provided
herein relate to controlling the display of content of infor-
mation resources, the systems and methods described herein
can include applied to other environments. The foregoing
implementations and/or arrangements are illustrative rather
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than limiting of the described systems and methods. Scope
of the systems and methods described herein is thus indi-
cated by the appended claims, rather than the foregoing
description, and changes that come within the meaning and
range of equivalency of the claims are embraced therein.

What is claimed is:

1. A data protection system for protecting data, the data
protection system comprising:

one or more processing circuits comprising memory and

processors configured to:

receive a portion of entity data from a user device via
an application programming interface (API);

tokenize and extract content of the portion of the entity
data into a plurality of tokens;

generate a unique identifier for each of the plurality of
tokens;

store a mapping between the unique identifier and each
of the plurality of tokens; and

populate, from each of the plurality of tokens, a plu-
rality of fields of a data object associated with a
security posture based on the extracted content of the
portion of entity data stored in each of the plurality
of tokens.

2. The data protection system of claim 1, wherein the
portion of the entity data is received based on a drag and
drop file tokenization feature.

3. The data protection system of claim 2, wherein the
extracted content is sensitive information, and wherein the
plurality of fields correspond to a third party application.

4. The data protection system of claim 2, wherein the drag
and drop file tokenization feature is activated on the user
device based on a gesture.

5. The data protection system of claim 1, wherein the one
or more processing circuits are further configured to:

verify accuracy of the populated plurality of fields.

6. The data protection system of claim 1, wherein the one
or more processing circuits are further configured to:

determine a security posture based on the entity data; and

tokenize and broadcast the security posture to a distrib-
uted ledger.
7. The data protection system of claim 6, wherein the one
or more processing circuits are further configured to:
determine, utilizing one or more protection parameters, at
least one cybersecurity protection plan corresponding
to a new cybersecurity attribute to protect the entity;

provide the at least one cybersecurity protection plan to an
entity computing system of the entity; and

model the security posture and a plurality of security

objectives to generate a set of cybersecurity attributes
of the entity.

8. The data protection system of claim 7, wherein deter-
mining the security posture further comprises:

determining a plurality of data types based on analyzing

data storage systems of the entity;

determining at least one cybersecurity threat based on the

entity data;

identifying entity assets based on accessing at least one of

the plurality of data channels communicatively coupled
to at least one of the entity assets; and

wherein the security posture corresponds to an assessment

of the entity’s overall cybersecurity risk profile.

9. The data protection system of claim 8, wherein the
security posture comprises a current entity state and a
current entity index, wherein the current entity state corre-

Jul. 11, 2024

sponds to current cybersecurity conditions of the entity, and
wherein the current entity index corresponds to references or
pointers to the entity assets of the entity.

10. A method for protecting data, comprising:

receiving, by one or more processing circuits, a portion of

entity data from a user device via an application
programming interface (API);

tokenizing and extracting, by the one or more processing

circuits, content of the portion of the entity data into a
plurality of tokens;
generating, by the one or more processing circuits, a
unique identifier for each of the plurality of tokens;

storing, by the one or more processing circuits, a mapping
between the unique identifier and each of the plurality
of tokens; and

populating, by the one or more processing circuits from

each of the plurality of tokens, a plurality of fields of a
data object associated with a security posture based on
the extracted content of the portion of entity data stored
in each of the plurality of tokens.

11. The method of claim 10, wherein the portion of the
entity data is received based on a drag and drop file
tokenization feature.

12. The method of claim 11, wherein the extracted content
is sensitive information, and wherein the plurality of fields
correspond to a third party application.

13. The method of claim 11, wherein the drag and drop
file tokenization feature is activated on the user device based
on a gesture.

14. The data protection system of claim 10, further
comprising:

verifying, by the one or more processing circuits, accu-

racy of the populated plurality of fields.

15. The method of claim 10, further comprising:

determining, by the one or more processing circuits, a

security posture based on the entity data; and
tokenizing and broadcasting, by the one or more process-
ing circuits, the security posture to a distributed ledger.
16. The method of claim 15, further comprising:
determining, by the one or more processing circuits
utilizing one or more protection parameters, at least one
cybersecurity protection plan corresponding to a new
cybersecurity attribute to protect the entity;

providing, by the one or more processing circuits, the at
least one cybersecurity protection plan to an entity
computing system of the entity; and

modeling, by the one or more processing circuits, the

security posture and a plurality of security objectives to
generate a set of cybersecurity attributes of the entity.

17. The method of claim 16, wherein determining the
security posture further comprises:

determining, by the one or more processing circuits, a

plurality of data types based on analyzing data storage
systems of the entity;
determining, by the one or more processing circuits, at
least one cybersecurity threat based on the entity data;

identifying, by the one or more processing circuits, entity
assets based on accessing at least one of the plurality of
data channels communicatively coupled to at least one
of the entity assets; and

wherein the security posture corresponds to an assessment

of the entity’s overall cybersecurity risk profile.

18. The method of claim 17, wherein the security posture
comprises a current entity state and a current entity index,
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wherein the current entity state corresponds to current
cybersecurity conditions of the entity, and wherein the
current entity index corresponds to references or pointers to
the entity assets of the entity.

19. A non-transitory computer readable medium (CRM)
comprising one or more instructions stored thereon and
executable by one or more processors to:

receive a portion of entity data from a user device via an

application programming interface (API);

tokenize and extract content of the portion of the entity

data into a plurality of tokens;

generate a unique identifier for each of the plurality of

tokens;

store a mapping between the unique identifier and each of

the plurality of tokens; and

populate, from each of the plurality of tokens, a plurality

of fields of a data object associated with a security
posture based on the extracted content of the portion of
entity data stored in each of the plurality of tokens.

20. The non-transitory CRM of claim 19, wherein the
portion of the entity data is received based on a drag and
drop file tokenization feature, and wherein the extracted
content is sensitive information, and wherein the plurality of
fields correspond to a third party application, and wherein
the drag and drop file tokenization feature is activated on the
user device based on a gesture.
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