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(57) A generation unit (15b) generates a search que-
ry, using words appearing in the user generation content
for each service. A collection unit (15c) collects the user
generation content generated in a plurality of services,
using the generated search query. A calculation unit
(15d) calculates a feature amount of the user generation
content of the collected predetermined service. A learn-
ing unit (15e) performs learning, using the feature amount
of the user generation content generated by a normal
user and a feature amount of a content generated by a
malicious user. A determination unit (15f) determines
whether the user generation content is generated by a
malicious user by the learned model. An extraction unit
(15g) accesses an entrance URL described in the user
generation content and outputs a feature amount of an
attack of the user generation content as threat informa-
tion, when the user generation content is determined to
be generated by the malicious user.
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Description

[Technical Field]

[0001] The present invention relates to a detection device, a detection method, and a detection program.

[Background Art]

[0002] A social engineering (SE) attack which abuses the vulnerability of a user’s mind is becoming the mainstream
as a threat on the Web. As paths leading to malicious Web sites, user generated content such as moving images, blogs,
and writing on bulletin board posts generated by an attacker through an online service and posted on the Web is increasing.
[0003] On the other hand, generated content of an attacker is intensively generated in a large amount in real time with
an event such as a specific concert or sporting event as a target, and spread by providing it to regular users on a large
number of services. Therefore, a detection technique having high detection accuracy, a high detection speed, and a
wide detection range is anticipated.
[0004] For example, in the related art, a search engine is used to detect a malicious site and recursively create a query
for searching for the malicious site (see NPL 1). Also (see NPL 2). Also (see NPL 3). Further, a technique for analyzing
Web content of malicious sites is disclosed (see NPL 4).

[Citation List]

[Non Patent Literature]

[0005]

[NPL 1] Luca Invernizzi, Paolo Milani Comparetti,"EVILSEED: AGuided Approach to Finding Malicious Web Pages,"
[online], [retrieved July 27, 2020], Internet <URL: https://sites.cs.ucsb.edu/~vigna/publications/2012-
SP_Evilseed.pdf>
[NPL 2] Hongyu Gao, et al.,"Towards Online Spam Filtering in Social Networks,"[online] [retrieved July 27, 2019],
Internet <URL: http://cucis.ece.northwestern.edu/publications/pdf/GaoChe12.pdf>
[NPL 3] Sangho Lee, Jong Kim,"WARNINGBIRD: Detecting Suspicious URLs in Twitter Stream," [online], [retrieved
July 27, 2020], Internet <URL: https://www.ndss-symposium.org/wp-content/uploads/2017/09/11_1.pdf>
[NPL 4] M. Zubair Rafique, et al.,"It’s Free for aReason: Exploring the Ecosystem of Free Live Streaming Services,"
[online], [retrieved July 27, 2020], Internet <URL: https://www.ndss-symposium.org/wp-content/up-
loads/2017/09/free-reason-exploring-ecosystem-free-live-streaming-services .pdf>

[Summary of Invention]

[Technical Problem]

[0006] However, the related art was insufficient in terms of detection accuracy, detection speed, and detection range.
For example, the technique described in NPL 1 has a problem that it is necessary to access a malicious site and the
detection speed is slow. In addition, in the technique described in NPL 2, in order to capture various attacks, design of
a feature amount for detection is not appropriate, and the detection accuracy and the detection range were insufficient.
Further, in the technique described in NPL 3, since a feature amount based on the assumption that all URLs are accessed
is used, the detection speed is insufficient and the detection accuracy is also insufficient. Further, the technique described
in NPL 4 is a technique using a specialized feature amount for false live stream site fraud, and therefore there is a
problem that a detection range is limited.
[0007] The present invention has been devised in view of the foregoing circumstances and an object of the present
invention is to rapidly perform detection of malicious sites over a wide area.

[Solution to Problem]

[0008] In order to solve the above-mentioned problem and to achieve the purpose, a presentation device according
to the present invention includes: an acquisition unit configured to acquire user generated content generated in each
service in a predetermined period; a generation unit configured to generate a search query using words appearing in
the user generated content for each service; a collection unit configured to collect the user generated content generated
in a plurality of services using the generated search query; a calculation unit configured to calculate a feature amount
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of the collected user generated content of a predetermined service; a learning unit configured to perform learning using
the feature amount of the user generated content generated by a normal user and a feature amount of content generated
by a malicious user; a determination unit configured to determine whether the user generated content is generated by
a malicious user based on a learned model; and an extraction unit configured to access an entrance URL described in
the user generated content and output a feature of an attack of the user generated content as threat information when
the user generated content is determined to be generated by a malicious user.

[Advantageous Effects of Invention]

[0009] According to the present invention, it is possible to perform detection with high detection accuracy, high detection
speed, and a wide detection range.

[Brief Description of Drawings]

[0010]

[Fig. 1]
Fig. 1 is a diagram for describing an outline of a detection device according to this embodiment.
[Fig. 2]
Fig. 2 is a schematic diagram for describing an example of an overall configuration of the detection device according
to this embodiment.
[Fig. 3]
Fig. 3 is a diagram for describing processing of a collection function unit.
[Fig. 4]
Fig. 4 is a diagram for describing processing of a generation unit.
[Fig. 5]
Fig. 5 is a diagram for describing processing of a determination function unit.
[Fig. 6]
Fig. 6 is a diagram for explaining processing by a calculation unit.
[Fig. 7]
Fig. 7 is a diagram for explaining processing by the calculation unit.
[Fig. 8]
Fig. 8 is a diagram for explaining processing by the calculation unit.
[Fig. 9]
Fig. 9 is a diagram for explaining processing by the calculation unit.
[Fig. 10]
Fig. 10 is an explanatory drawing of processing of an extraction function unit.
[Fig. 11]
Fig. 11 is a diagram for explaining threat information.
[Fig. 12]
Fig. 12 is a diagram for explaining threat information.
[Fig. 13]
Fig. 13 is a flowchart showing a processing procedure of the collection function unit.
[Fig. 14]
Fig. 14 is a flowchart showing a processing procedure of the determination function unit.
[Fig. 15]
Fig. 15 is a flowchart showing a processing procedure of the determination function unit.
[Fig. 16]
Fig. 16 is a flowchart which shows processing procedure of an extraction function unit.
[Fig. 17]
Fig. 17 is a flowchart showing the processing procedure of the extraction function unit.
[Fig. 18]
Fig. 18 is a diagram showing an example of a computer that executes a detection program.

[Description of Embodiments]

[0011] Hereinafter, an embodiment of the present invention will be described in detail with reference to the drawings.
The present invention is not limited to the present embodiment. Further, in the description of the drawings, the same
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parts are denoted by the same reference signs.
[0012] [Outline of Detection Device] Fig. 1 is a diagram for explaining an outline of a detection device. A detection
device 1 according to the present embodiment collects user generated content such as moving images, blogs, and
bulletin board posts generated by users and posted on the Web in online services such as Facebook (registered trade-
mark) and Twitter (registered trademark), and performs analysis.
[0013] Specifically, attention is focused on an attacker intensively generating and spreading a large amount of user
generated content for an event to which users pay attention, and generating the user generated content in a similar
context such that the user wants to access a malicious site.
[0014] Then, the detection device 1 efficiently collects user generation contents having a high possibility of being
malignant, generated by the attacker, using a feature that the user generation contents generated by the attacker are
spread in a similar context at a specific timing, and analyzes whether it is malignant. When it is determined that the
content is malicious user generation content as a result of the analysis, the detection device 1 extracts, from the malicious
user generation content, threat information which is a feature that may become a threat, and outputs a threat report.
[0015] For example, the detection device 1 extracts similar contexts of user generated content to generate a search
query, and efficiently collects user generated content having a high possibility of being malicious using the search query.
In addition, by learning a feature difference specialized for a specific service between user generated content generated
by an attacker and user generated content generated by a normal user, the maliciousness determination of a large
amount of user generated content of the specific service generated at the same time is performed.
[0016] The detection device 1 learns a feature difference of Web content obtained by accessing a URL described in
user generated content about the user generated content generated by the attacker and the user generated content
generated by the regular user in an arbitrary service. Then, the detection device 1 performs maliciousness determination
on user generated content generated in large amounts in an arbitrary service at the same time using the learned feature
difference.
[0017] When it is determined that the content is malicious user generated content, the detection device 1 extracts
threat information that is a feature that can be a threat from the malicious user generated content, and outputs a threat
report. In this way, the detection device 1 detects an attack that may become a threat in real time.
[0018] [Configuration of Detection Device] Fig. 2 is a schematic diagram for describing an example of an overall
configuration of the detection device according to this embodiment. As shown in Fig. 2, the detection device 1 of this
embodiment is configured to include a collection function unit 15A, a determination function unit 15B, and an extraction
function unit 15C. Each of these functional units may be mounted on hardware different from that of the detection device
1. That is, the detection device 1 may be implemented as a detection system having a collection device, a determination
device, and an extraction device.
[0019] The detection device 1 is realized as a general-purpose computer such as a PC, and includes an input unit 11,
an output unit 12, a communication control unit 13, a storage unit 14, and a control unit 15.
[0020] The input unit 11 is implemented, using an input device such as a keyboard or a mouse, and inputs various
pieces of instruction information, such as start of processing, to the control unit 15 in response to an input operation by
an operator. The output unit 12 is implemented by a display device such as a liquid crystal display or a printing device
such as a printer. For example, the output unit 12 displays the result of the detection process described later.
[0021] The communication control unit 13 is implemented by, for example, a Network Interface Card (NIC), and controls
electric communication between the control unit 15 and an external device via a telecommunication line such as a Local
Area Network (LAN) or the Internet. For example, the communication control unit 13 controls communication between
a server which manages user generation content for each service, etc. and the control unit 15.
[0022] The storage unit 14 is implemented by a semiconductor memory device such as a Random Access Memory
(RAM) or a flash memory, or a storage device such as a hard disc or an optical disc. A processing program for operating
the detection device 1, data used during execution of the processing program, and the like are stored in advance in the
storage unit 14 or are stored temporarily each time the processing is performed. Note that the storage unit 14 may also
be configured to communicate with the control unit 15 via the communication control unit 13.
[0023] In the embodiment, the storage unit 14 14 stores threat information and the like obtained as a result of the
detection process to be described later. Further, the storage unit 14 may store user generated content acquired from a
server or the like of each service by an acquisition unit 15a to be described later prior to the detection processing.
[0024] Returning to explanation of Fig. 2. The control unit 15 is realized using a central processing unit (CPU) or the
like, and executes a processing program stored in a memory. As a result, the control unit 15 functions as the collection
function unit 15A, the determination function unit 15B, and an extraction function unit 15C, as shown in Fig. 2.
[0025] The collection function unit 15A includes an acquisition unit 15a, a generation unit 15b, and a collection unit
15c. The determination function unit 15B includes a calculation unit 15d, a learning unit 15e, and a determination unit
15f. The extraction function unit 15C includes an extraction unit 15g, a learning unit 15e, and a determination unit 15f.
[0026] Note that each or some of these function units may be mounted on a different piece of hardware. For example,
as described above, the collection function unit 15A, the determination function unit 15B, and the extraction function unit
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15C may be mounted on different hardware as a collection device, a determination device, and an extraction device,
respectively. Also, the control unit 15 may include another function unit.
[0027] [Collection Function Unit] Fig. 3 is a diagram showing processing of the collection function unit. As shown in
Fig. 3, the collection function unit 15A extracts similar context as a key phrase from a user generated content group
generated at the same time by a certain service, and generates a retrieval query. The collection function unit 15A
efficiently collects user generated content of an arbitrary service having a high possibility of being malicious using the
generated retrieval query of the key phrase having a high possibility of being malicious.
[0028] The description of Fig. 2 is now resumed. An acquisition unit 15a acquires user generated content generated
in each service in a predetermined period. Specifically, the acquisition unit 15a acquires user generated content from a
server or the like of each service via an input unit 11 or a communication control unit 13.
[0029] For example, the acquisition unit 15a acquires user generated content in which a URL is described for a
predetermined service. At this time, the acquisition unit 15a may acquire the user generated content periodically at
predetermined time intervals or by designating the posting time using "since" or "until." Also, the acquisition unit 15a
may acquire the user generated content only in which the URL is described using "filters." Thus, the acquisition unit 15a
can acquire the user generated content in which the URL of the external site is described in real time.
[0030] The acquisition unit 15a may store the acquired user generated content in the storage unit 14, for example,
prior to processing of the generation unit 15b to be described later.
[0031] The generation unit 15b generates a retrieval query using words appearing in user generated content for each
service. For example, the generation unit 15b generates a retrieval query using a combination of appearing words.
[0032] . Specifically, the generation unit 15b converts the acquired user generated content into a feature vector of a
predetermined number of dimensions. For example, the generation unit 15b sets a vector of a distributed expression of
words representing a combination of words appearing in each piece of user content as a feature vector of the user
generated content in a vector space representing a vocabulary appearing in the user generated content, that is, all
appearing words. Then, the generation unit 15b learns a model of the distributed expression of words in advance and
applies a sentence summarization technique. That is, in the sentence summarization technique, a combination of words
with a distributed expression similar to the distributed expression of the entire target sentence (text) is extracted as a
key phrase.
[0033] Thus, the generation unit 15b extracts a key phrase representing the context of each piece of user generated
content. The generation unit 15b generates a retrieval query for retrieving user generated content including the extracted
key phrase.
[0034] Specifically, the generation unit 15b calculates the degree of similarity between the entire text of the user
generated content and the key phrase candidate according to the following Formula (1). Here, doc is the entire target
sentence, C is a key phrase candidate, and K is a set of extracted word combinations (phrases).
[Math. 1]

[0035] By changing λ in the above Formula (1), it is possible to extract various key phrases.
[0036] For example, the generation unit 15b extracts a combination of words by an n-gram method for extracting n
consecutive words from the text. Then, the generation unit 15b calculates cosine similarity between the whole text of
the user generated content and each phrase of the extracted n-gram by the Formula (1), and extracts the maximum
phrase among phrases whose calculated similarity value is higher than a predetermined threshold as a key phrase.
[0037] Here, Fig. 4 is a diagram for describing processing performed by the generation unit 15b. In an example shown
in Fig. 4, the generation unit 15b extracts a combination of words by a 3-gram. Also, the generation unit 15b extracts
key phrases by calculating the cosine similarity between entire text of user generation content "Japan vs United States
Free live streaming click here" and each 3-gram phrase "Japan vs united", "vs united states", "united states free",..
[0038] Alternatively, the generation unit 15b generates the retrieval query, using the appearance frequency of each
word. For example, the generation unit 15b totalizes frequencies of appearance of a phrase of 2-gram and a phrase of
3-gram in a text of user generation content acquired in a predetermined period. Then, the generation unit 15b extracts
a phrase whose appearance frequency is equal to or more than a predetermined threshold as a key phrase, and generates
a retrieval query for retrieving user generation contents including the key phrase.
[0039] For example, the generation unit 15b extracts a phrase of a 3-gram from the text of all user generation contents
posted every hour in 24 hours of March 1, and calculates the appearance frequency of each phrase. Next, the generation
unit 15b extracts a statistically abnormal value (outlier) among the 3-gram phrases that appeared in the user generation
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content for 1 hour from 0:00 to 1:00 on March 2, the next day, as a key phrase. That is, the generation unit 15b sets the
phrase as a key phrase when a large amount of user generation contents including phrases which do not appear normally
are posted at specific timing.
[0040] . For example, the generation unit 15b calculates a positive outlier value, using z-score. In the example shown
in Fig. 4, for the phrase "japan vs united", it is assumed that the number of appearances per hour for 24 hours on March
1 is 0,0,0,2,4,10,2,5,10,2,4,5,6,2,2,5,12,20,15,20,10,20,25,30, respectively. In this case, the average is 8.792 times and
the standard deviation is 8.602.
[0041] It is also assumed that this phrase appears 50 times in 1 hour from 0:00 to 1:00 on March 2. The z-score in
this case is calculated as Z=(50-8.792)/8.602=4.790. Further, when the threshold value of the outlier is 1.96 corresponding
to the significant appearance frequency of 5%, the generation unit 15b uses this phrase "japan vs united" as a key
phrase, and generates a search query to search for user generation content that includes this key phrase.
[0042] The generation unit 15b selects a retrieval query which may become malignant for each service. For example,
the generation unit 15b calculates the degree of malignancy of the generated retrieval query on the basis of the retrieval
query used for the retrieval of the user generation content determined to be malignant most recently for each service.
Then, the generation unit 15b selects a retrieval query whose malignancy is equal to or more than a predetermined
threshold as a retrieval query of the service.
[0043] Here, the generation unit 15b calculates the percentage of the number of user generation content determined
to be malignant, using the number of user generation content searched using this search query and determined to be
malignant or benign in the past 24 hours, as the degree of malignancy of the search query. The generation unit 15b
calculates an average value of the degree of malignancy of each word of the key phrase by regarding it as the degree
of malignancy of the detection query.
[0044] For example, it is assumed that, in the service in the past 24 hours, the number of malicious user generation
contents searched by the search query of the key phrase "rugby world cup streaming" is 20, and the number of benign
user generation contents is 50. Also, it is assumed that the number of malicious user generation contents retrieved by
the retrieval query of the key phrase "free live streaming" is 100, and the number of benign user generation contents is
100. Further, it is assumed that the number of malicious user generation contents retrieved by the retrieval query of the
key phrase "Rugby japan vs korea" is 10, and the number of benign user generation contents is 100.
[0045] In this case, the degree of malignancy of the word "japan" is α=10/(10+100). The degree of malignancy of the
word "rugby" is β={20/(20+50)+10/(10+100)}/2. In addition, the degree of malignancy of the word "streaming" is
y={20/(20+50)+100/(100+100)}/2.
[0046] Therefore, the score of the degree of malignancy of the search query of the key phrase "Japan rugby streaming"
is calculated as (α+β+γ)/3=0.225.
[0047] In this way, the generation unit 15b calculates the degree of malignancy of the retrieval query for each service,
and selects the retrieval query whose calculated malignancy is equal to or more than a threshold as the retrieval query
of the user generation content which may become the degree of malignancy of the service.
[0048] The collection unit 15c collects user generation contents generated in the plurality of services, using the gen-
erated retrieval query. For example, the collection unit 15c collects user generation contents of other services, using a
retrieval query generated by the user generation contents of a certain service. Also, the collection unit 15c also collects
a plurality of types of user generation content in each service together with the generated date and time using the same
search query.
[0049] For example, the collection unit 15c applies the same search query to three types of collection URLs for the
service a in which user generation content for text posting, video posting, and event notification is generated, and collects
each of the three types of user generation content along with the date and time when it was posted (generated). The
same search query is applied to a common collection URL to a service b in which user generation contents of moving
image contribution and moving image distribution are generated, and two kinds of user generation contents are collected
together with the date and time of contribution.
[0050] Thus, the collection unit 15c can efficiently collect the user generation contents spread in the similar context
at the specific timing. Especially, the collection unit 15c can easily and quickly collect user generation contents having
high possibility of being malignant for each service, using the retrieval query which can be malignant selected by the
generation unit 15b.
[0051] The collection unit 15c collects the user generation contents by providing an upper limit to the collection amount,
for example, such as 100 queries per hour. Thus, the load of the server of each service being the collection destination
can be reduced.
[0052] [Determination Function Unit] Fig. 5 is a diagram for describing processing of a determination function unit. As
shown in Fig. 5, a determination function unit 15B acquires a machine learning model representing each feature amount
by learning, using a difference in features between user generation contents generated by an attacker and user generation
contents generated by a normal user for a specific service. The determination function unit 15B learns a machine learning
model, using a text feature amount representing co-occurrence of phrases of the user generation content and a group
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feature amount representing similarity of words appearing in each user generation content as feature amounts.
[0053] Thus, the determination function unit 15B can determine whether the user generation content of the service
generated thereafter is malignant, using the learned machine learning model. For example, the determination function
unit 15B can determine the degree of malignancy of a large amount of user generation contents of a specific service
generated at the same time in real time.
[0054] The description of Fig. 2 is now resumed. The calculation unit 15d calculates a feature amount of user generation
content generated by a user in a predetermined service in a predetermined period. In the present embodiment, the
feature amount of the user generation content is a text feature amount representing a feature of a combination of words
co-occurring in a plurality of user generation contents, and a group feature amount representing a feature related to
similarity of words between the plurality of user generation contents generated in a predetermined period.
[0055] Here, Figs. 6 to 9 are each a diagram for explaining processing performed by the calculation unit. First, the
calculation unit 15d calculates a text feature amount representing a feature of a combination of words co-occurring in a
plurality of user generation contents. Specifically, the calculation unit 15d calculates the text feature amount of the set
of user generation contents, using the model of the distributed expression of optimized words for each of phrases co-
occurring in the set of collected user generation contents.
[0056] More specifically, as shown in Fig. 6, the calculation unit 15d optimizes a model for outputting a feature vector
of distributed expression by phrases co-occurring in each user generation content of a set of user generation contents
in advance. In the example shown in Fig. 6, the calculation unit 15d sets each of the word (1-gram phrase) and 2-gram
phrase appearing in the set of malicious user generation content as each row, and uses the matrix (see 1.) with each
column used as the input weight each user generation content (document). The calculation unit 15d calculates the
average of each line corresponding to each phrase (see 2.).
[0057] Further, the calculation unit 15d calculates the inner product using each document as each row and the matrix
with each word as each column as the output weight (see 3.), and optimizes the model that outputs the feature vector
of the distributed expression of each phrase (see 4.)
[0058] Then, as shown in Fig.7, the calculation unit 15d first extracts a word existing in the dictionary from the character
string of the URL in the content for the set U of the collected user generation content, and replaces it with the character
string of the URL. (WordSegmentation).
[0059] The calculation unit 15d optimizes the distributed expression model for the words (1-gram phrases) and 2-gram
phrases that appear in the set U of user generation content in advance, as shown in Fig. 6. Then, the calculation unit
15d generates a set of feature vectors VECu of each user generation content u, using an optimized distributed expression
model (Word Embeddings). Then, the calculation unit 15d calculates the average of the feature vector VECu of each
user generation content u as the text feature amount of the set of user generation content.
[0060] Here, even in events at different timings, there is a tendency that many similar words exist in malicious user
generation contents. Therefore, for the set U of malicious user generation content, the average of the feature vector
VECu of each user generation content u calculated as described above can be a feature amount that reflects the features
of the set U of user generation content.
[0061] The calculation unit 15d calculates a group feature amount representing a feature related to similarity of words
between a plurality of user generation contents generated in a predetermined period. Specifically, as shown in Fig.8,
the calculation unit 15d applies the Minhash-LSH algorithm to the appearing words (1-gram phrases) for the set U of
user generation contents collected at the same time, and calculates the degree of similarity between the user generation
contents. Here, the same time means that the time difference between the date and time generation is within a prede-
termined time threshold . When the calculated similarity exceeds a predetermined similarity threshold , the calculation
unit 15d sets the set of user generation contents as a similar user generation content set.
[0062] A calculation unit 15d specifies a group feature amount for a similar user generation content set. The group
feature amount is SIZE OF SET, the number of users in the set, the number of unique URLs described in the set, the
average number of URLs described in the user generation content in the set, or the average posting time interval in the set.
[0063] For example, as shown in Fig. 9, a calculation unit 15d determines whether the user generation content set is
a similar user generation content set for each collected user generation content set, and when the content is a similar
user generation content set, a group feature amount is specified.
[0064] Fig. 9 shows, for example, that the user generation content 1 is generated by user1 and the appearing word
is "Free live streaming URL1 URL1". Also, it is shown that the user generation contents 1 to 3 are the same similar user
generation contents set. Also, as the group feature amount of this similar user generation content set, the average
posting time interval, the set size is 3, the number of unique users of the set is 2 (user1, user2), the number of unique
URL of the set is 2 (URL1, URL2), and the average number of URLs of one content is 1.67.
[0065] Also, it is shown that the user generation contents 4 and 5 are the same similar user generation contents set.
Also, it is shown that the user generation contents 6 and 7 are not similar user generation contents set.
[0066] The malicious user generation content tends to be spread at the same time in a similar context. Thus, the group
feature amount can be identified as described above for a malicious user generation content set. That is, when the group
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feature amount can be specified in this way, it means that the set of user generation contents is highly likely to be malignant.
[0067] The description of Fig. 2 is now resumed. A learning unit 15e performs learning, using the calculated feature
amount of the user generation content generated by the regular user and the feature amount of the content generated
by the malicious user. The determination unit 15f determines whether the user generation content is generated by the
malicious user by the learned model.
[0068] Specifically, the learning unit 15e performs supervised learning of the machine learning model, using a text
feature amount representing co-occurrence of phrases of the user generation content and a group feature amount
representing similarity of words appearing in each user generation content. The determination unit 15f determines
whether the user generation content of the service acquired thereafter is malignant, using the learned machine learning
model.
[0069] In this way, the determination function unit 15B can learn the features of the user generation contents which
are generated at a specific timing such as an event and have a high possibility of being malignant, and determines the
degree of malignancy of the user generation contents collected in real time, using the learning result.
[0070] [Extraction Function Unit] Fig. 10 is a diagram for explaining the processing of the extraction function unit. As
shown in Fig. 10, the extraction function unit 15C extracts the feature amount of the Web content obtained by accessing
the URL included in the user generation content in an arbitrary service. For example, the extraction function unit 15C
specifies the IP address of the FQDN (completely designated domain name) which will be finally reached.
[0071] The extraction function unit 15C learns user generation contents generated by an attacker and user generation
contents generated by a normal user, using the feature amount. Then, an extraction function unit 15C performs a
determination of malignancy on the user generation contents generated in large amounts by an arbitrary service at the
same time, using the learned feature amount.
[0072] When it is determined that the content is malicious user generation content, the extraction function unit 15C
extracts threat information that is a feature that can be a threat from the malicious user generation content, and outputs
a threat report. In this way, the extraction function unit 15C can detect an attack that may become a threat in real time.
[0073] The description of Fig. 2 is now resumed. An extraction unit 15g accesses an entrance URL described in user
generation content generated by a user in a plurality of services in a predetermined period to extract a feature amount
of the user generation content. The extracted feature amount includes a feature amount related to the Web content of
the arriving Web site which arrives and a feature amount related to a plurality of user generation contents generated in
a predetermined period.
[0074] Specifically, first, the extraction unit 15g accesses the entrance URL using the URL described in the collected
user generation content as the entrance URL, and identifies the URL of the site finally reached, that is, the arrival URL.
When the entrance URL is the one utilizing the URL shortening service, it is regarded as the entrance URL as it is.
[0075] The URL described in the user generation content includes ones that use URL shortening services such as
com bit [.] Ly, tinyuri [.] com. The URL shortening service is a service for converting a long URL into a short and simple
URL and issuing it. Most of the URL shortening services are redirected to the original long URL when access to the
short URL is made by associating the long URL of the other site with the short URL issued under the control of the own
service.
[0076] Then, the extraction unit 15g creates a Web crawler by combining, for example, the scraping framework Scrapy
and the headless browser Splash capable of rendering Javascript (registered trademark). Thus, the extraction unit 15g
accesses the URL described in the user generation content and records the communication information.
[0077] For example, the extraction unit 15g records the Web content of the Web site which finally reaches and the
number of times of redirection. When the communication pattern transitions in the order of the entrance URL "ht-
tp://bit.ly/aaa" -> "http://redirect.com/" -> the arrival URL "http://malicious.com", the number of redirections twice, Web
contents of the final arrival website "malicious.com" and the like are recorded.
[0078] Then, the extraction unit 15g extracts the feature amount of Web contents, such as the number of tags of each
HTML of the arrival site, the distributed expression of the character string displayed on the arrival site, the number of
redirects, the number of FQDN (fully specified domain name) transitioning from the entrance URL to the arrival URL,
and the like. Here, the tag to be added by the HTML is, for example, a tag of a TOP 30 frequently appearing in a malignant
site, and the extraction unit 15g can extract the feature amount of malicious user generation content.
[0079] The extraction unit 15g specifies the IP address of the FQDN which finally reaches. When the same IP address
is reached from a plurality of services at the same time, the extraction unit 15g sets the set of the user generation contents
as a similar user generation content set.
[0080] Then, the extraction unit 15g extracts, for the similar user generation content set, feature amounts of user
generation contents, such as the number of user generation contents in the set, the number of services, the number of
entrance URLs, the number of users, and the distributed expression of text.
[0081] The learning unit 15e performs learning, using the extracted feature amount of the user generation content
generated by the normal user and the feature amount of the content generated by the malicious user. The determination
unit 15f determines whether the user generation content is generated by the malicious user by the learned model.
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[0082] Specifically, the learning unit 15e performs supervised learning of the machine learning model, using the ex-
tracted feature amount related to the Web content of the final arrival Web site and the feature amount related to the user
generation content generated at the same time. The determination unit 15f determines whether the user generation
content of the service acquired thereafter is malignant, using the learned machine learning model.
[0083] In this way, the learning unit 15e learns features of a user generation content set which is generated in a similar
context at a specific timing such as an event and has a high possibility of being malignant and in which URLs reaching
the same IP address are described. Therefore, the determination unit 15f can determine the degree of malignancy of
the user generation content collected in real time, using the learning result.
[0084] When it is determined that the user generation content is generated by the malicious user, the extraction unit
15g outputs the feature of the attack of the user generation content as threat information. Figs. 11 and 12 are diagrams
for explaining threat information. As shown in Fig. 11, the threat information includes, for example, a key phrase included
in the user generation content, an entrance URL and an arrival URL described in the user generation content of each
service or the like. In the example shown in Fig. 11, the user generation contents of the service a and the service b
including the key phrase "rugby world cup", the entrance URL described in each of the service a and the service b, and
the arrival URL common to the service a and the service b are shown. The extraction unit 15g outputs the threat information
to a predetermined providing destination via an output unit 12 or a communication control unit 13.
[0085] Specifically, as shown in Fig. 12, attention calling such as notification to a providing destination, and a black
list are provided as threat information. In the example shown in Fig. 12, attention is drawn to user generation content in
the context including, for example, the words "regular holding (once a week), free, live broadcasting, J League" and the
like. In particular, an account of an attacker using this context and an abused service are reported. A blacklist including
an entrance URL described in the user generation content, a relay URL transited from the entrance URL, and an arrival
URL finally reaching from the relay URL is presented.
[0086] The example shown in Fig. 12 shows that the arrival URL is a common malicious site, about the malignant user
generation content in the above context and the malignant user generation content in the context including the word
"regular holding (once every four years), free, live broadcast, Tokyo Olympics", etc.
[0087] In this way, the extraction function unit 15C determines the degree of malignancy of the user generation contents
generated in large amounts by an arbitrary service at the same time and having high possibility of the degree of malignancy,
using the feature amount obtained by accessing the entrance URL. When it is determined that the content is malicious
user generation content, the extraction function unit 15C extracts threat information from the malicious user generation
content and outputs a threat report. Thus, the extraction function unit 15C can detect an attack which may become a
threat in real time among user generation contents which are generated in large amounts by an arbitrary service at the
same time and have high possibility of being malignant, and output attack information.
[0088] When the determination function unit 15B determines that the content is a malicious user generation content,
the extraction unit 15g may output features of an attack such as a character string and a URL included in the guidance
context of the user generation content as threat information.
[0089] [Detection Processing] Next, detection processing of the detection device 1 according to the present embodiment
will be described with reference to Figs. 13 to 17. Fig. 13 is a flowchart showing a collection processing procedure of
the collection function unit. The flowchart of Fig. 13 is started, for example, at the timing when the user inputs an operation
instructing the start.
[0090] First, the acquisition unit 15a acquires user generation contents generated in each service in a predetermined
period (step S1). Specifically, the acquisition unit 15a acquires user generation contents from a server or the like of each
service via the input unit 11 or the communication control unit 13.
[0091] Next, the generation unit 15b generates a retrieval query, using words appearing in the user generation contents
for each service. For example, the generation unit 15b generates a search query, using a combination of appearing
words (step S2).
[0092] The generation unit 15b calculates the degree of malignancy of the retrieval query for each service, and selects
the retrieval query whose calculated malignancy is equal to or more than a threshold as the retrieval query of the user
generation content which may become the degree of malignancy of the service.
[0093] The collection unit 15c collects user generation contents generated in a predetermined service, using the
selected retrieval query (step S3). In this way, a series of collection processes ends.
[0094] Next, Figs. 14 and 15 are flowcharts showing the processing procedure of the determination function unit. First,
the flowchart of Fig. 14 shows the learning process in the determination function unit 15B, and is started at the timing
when, for example, the user inputs an operation instructing the start.
[0095] The calculation unit 15d calculates the feature amount of the user generation content of the predetermined
service collected by the collection function unit 15A in a predetermined period (step S4). Specifically, the calculation unit
15d calculates a text feature amount representing a feature of a combination of words co-occurring in a plurality of user
generation contents, and a group feature amount representing a feature related to similarity of words between the plurality
of user generation contents generated in a predetermined period.
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[0096] Also, the learning unit 15e performs learning, using the calculated feature amount of the user generation content
generated by the normal user and the feature amount of the content generated by the malicious user (step S5). With
this, a series of the learning processing is ended.
[0097] Next, the flowchart of Fig. 15 shows the determination process in the determination function unit 15B, and is
started at the timing when, for example, the user inputs an operation instructing the start.
[0098] The calculation unit 15d calculates the feature amount of the user generation content of the predetermined
service collected by the collection function unit 15A in a predetermined period (step S4).
[0099] Next, the determination unit 15f determines whether the user generation content is generated by a malicious
user by the learned model (step S6).
[0100] Accordingly, the series of learning processing are ended.
[0101] Figs. 16 and 17 are flowcharts showing the processing procedure of the extraction function unit. First, the
flowchart of Fig. 16 shows the learning process in the extraction function unit 15C, and is started at the timing when, for
example, the user inputs an operation instructing the start.
[0102] First, the extraction unit 15g accesses an entrance URL described in user generation contents of a plurality of
services collected by the collection function unit 15A in a predetermined period, and extracts a feature amount of the
user generation contents (step S14). Specifically, the extraction unit 15g extracts a feature amount related to the Web
content of the arriving Web site which arrives and a feature amount related to a plurality of user generation contents
generated in a predetermined period.
[0103] Also, the learning unit 15e performs learning, using the extracted feature amount of the user generation content
generated by the normal user and the feature amount of the content generated by the malicious user (step S5). With
this, a series of the learning processing is ended.
[0104] Next, the flowchart of Fig. 17 shows the determination process in the extraction function unit 15C, and is started
at the timing when, for example, the user inputs an operation instructing the start.
[0105] First, the extraction unit 15g accesses an entrance URL described in user generation contents of a plurality of
services collected by the collection function unit 15A in a predetermined period, and extracts a feature amount of the
user generation contents (step S14).
[0106] Also, the determination unit 15f determines whether the user generation content is generated by a malicious
user by the learned model (step S6).
[0107] Then, when the determination unit 15f determines that the user generation content is generated by the malicious
user, the extraction unit 15g outputs the feature of the attack of the user generation content as threat information (step
S7). Accordingly, the series of learning processing are ended.
[0108] In the same way as the process of Fig. 17, the process of step S7 may be performed after the process of step
S6 shown in Fig. 15. That is, when the determination function unit 15B determines that the user generation content is
generated by the malicious user, the extraction unit 15g may output the feature of the attack of the user generation
content as threat information.
[0109] As described above, in the collection function unit 15A of the present embodiment, the acquisition unit 15a
acquires the user generation content generated in each service in a predetermined period. The generation unit 15b
generates a retrieval query, using words appearing in user generation contents for each service. The collection unit 15c
collects user generation contents generated in the plurality of services, using the generated retrieval query.
[0110] Thus, the collection function unit 15A can efficiently collect user generation contents which are spread in a
similar context at a specific timing and have high possibility of being malignant. As a result, the detection device 1 can
quickly and accurately detect a malignant site in a wide range.
[0111] The generation unit 15b selects a retrieval query which may become malignant for each service. Thus, the
collection function unit 15A can easily and quickly collect user generation contents having a high possibility of being
malignant for each service.
[0112] In the determination function unit 15B, the calculation unit 15d calculates the feature amount of user generation
contents generated by the user in a predetermined period. The learning unit 15e performs learning, using the calculated
feature amount of the user generation content generated by the regular user and the feature amount of the content
generated by the malicious user. The determination unit 15f determines whether the user generation content is generated
by the malicious user by the learned model.
[0113] Thus, the determination function unit 15B can learn the features of the user generation contents generated at
a specific timing such as an event, and determines the degree of malignancy of the user generation contents collected
in real time, using the learning result. Thus, the determination function unit 15B can quickly and accurately detect the
malignant site.
[0114] The feature amount of the user generation content calculated by the calculation unit 15d includes a text feature
amount representing the feature of a combination of words co-occurring in the plurality of user generation contents, and
a group feature amount representing the feature related to the similarity of words between the plurality of user generation
contents generated in a predetermined period.
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[0115] Thus, the determination function unit 15B performs learning, using the features of the user generation contents
having high possibility of being malignant, and performs the determination of the degree of malignancy of the user
generation contents collected in real time, using the learning result.
[0116] In the extraction function unit 15C, the extraction unit 15g accesses the entrance URL described in the user
generation content generated by the user in a plurality of services in a predetermined period, and extracts the feature
amount of the user generation content. The learning unit 15e performs learning, using the extracted feature amount of
the user generation content generated by the normal user and the feature amount of the content generated by the
malicious user. The determination unit 15f determines whether the user generation content is generated by the malicious
user by the learned model.
[0117] Thus, the extraction function unit 15C can determine the degree of malignancy of the user generation contents
collected in real time, using the features of the user generation contents of various services generated at a specific
timing such as an event. Thus, the extraction function unit 15C can quickly and accurately detect the malignant site in
a wide range.
[0118] The feature amount extracted by the extraction unit 15g includes a feature amount related to the Web content
of the arriving Web site which arrives, and a feature amount related to a plurality of user generation contents generated
in a predetermined period. Thus, the extraction function unit 15C can extract threat information of an effective malignant
site.
[0119] When it is determined that the user generation content is generated by the malicious user, the extraction unit
15g outputs the feature of the attack of the user generation content as threat information. Thus, the extraction function
unit 15C can present the threat information of the effective malignant site to a predetermined providing destination.
[0120] In the detection device 1 of the present embodiment, the acquisition unit 15a acquires user generation contents
generated in each service in a predetermined period. The generation unit 15b generates a retrieval query, using words
appearing in user generation contents for each service. The collection unit 15c collects user generation contents gen-
erated in the plurality of services, using the generated retrieval query. The calculation unit 15d calculates the feature
amount of the user generation content of the collected predetermined service. The learning unit 15e performs learning,
using the feature amount of the user generation content generated by the regular user and the feature amount of the
content generated by the malicious user. The determination unit 15f determines whether the user generation content is
generated by the malicious user by the learned model. When it is determined that the user generation content is generated
by the malicious user, an extraction unit 15g accesses an entrance URL described in the user generation content and
outputs the feature of the attack of the user generation content as threat information.
[0121] Thus, the detection device 1 can quickly detect malicious user generation content, using the features of user
generation content generated at a specific timing such as an event, and can present threat information of effective
malicious site to a predetermined providing destination. Thus, the detection device 1 can quickly detect a malignant site
in a wide range.
[0122] The generation unit 15b selects a retrieval query which may become malignant for each service. Thus, the
detection device 1 can easily collect user generation contents having high possibility of being malignant and detect the
malignant user generation contents more quickly.
[0123] The feature amount of the user generation content calculated by the calculation unit 15d includes a text feature
amount representing the feature of a combination of words co-occurring in the plurality of user generation contents, and
a group feature amount representing the feature related to the similarity of words between the plurality of user generation
contents generated in a predetermined period. Thus, the detection device 1 can more quickly detect malicious user
generation content with the user generation content having high possibility of being malicious as a processing object.
[0124] The learning unit 15e performs learning using the feature amounts of the user generation contents of the plurality
of services extracted by the extraction unit 15g, and the determination unit 15f determines whether the user generation
contents of the plurality of services are generated by the malicious user, by the learned model. Thus, the malicious user
generation content can be detected more quickly, using the feature of the user generation content of an arbitrary service.
[0125] The feature amount extracted by the extraction unit 15g includes a feature amount related to the Web content
of the arriving Web site which arrives and a feature amount related to a plurality of user generation contents generated
in a predetermined period. Thus, the detection device 1 can present threat information of an effective malignant site to
a predetermined providing destination.
[0126] [Program] It is also possible to create a program in which the processing executed by the detection device 1
according to the above embodiment is described in a language executable by a computer. As one embodiment, the
detection device 1 can be implemented by installing a detection program for executing the detection processing as
package software or online software in a desired computer. For example, by causing the information processing device
to execute the detection program, the information processing device can be made to function as the detection device
1. The information processing device includes a desktop type or laptop type personal computer. In addition, information
processing devices include mobile communication terminals such as smartphones, mobile phones and Personal Hand-
yphone System (PHS) and slate terminals such as Personal Digital Assistants (PDAs). Furthermore, the functions of
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the detection device 1 may be implemented in a cloud server.
[0127] Fig. 18 is a diagram showing an example of a computer that executes the detection program. A computer 1000
has a memory 1010, a CPU 1020, a hard disc drive interface 1030, a disc drive interface 1040, a serial port interface
1050, a video adapter 1060, and a network interface 1070, for example. These units are connected by a bus 1080.
[0128] The memory 1010 includes a read only memory (ROM) 1011 and a RAM 1012. The ROM 1011 stores, for
example, a boot program such as a Basic Input Output System (BIOS). The hard disc drive interface 1030 is connected
to the hard disc drive 1031. The disc drive interface 1040 is connected to a disc drive 1041. A detachable storage medium
such as a magnetic disc or an optical disc, for example, is inserted into the disc drive 1041. A mouse 1051 and a keyboard
1052, for example, are connected to the serial port interface 1050. A display 1061, for example, is connected to the
video adapter 1060.
[0129] Here, the hard disc drive 1031 stores, for example, an OS 1091, an application program 1092, a program
module 1093, and program data 1094. Each of the pieces of information described in the above embodiment is stored
in, for example, the hard disc drive 1031 or the memory 1010.
[0130] The detection program is stored in the hard disc drive 1031 as the program module 1093 in which commands
executed by the computer 1000 are described, for example. Specifically, the program module 1093 in which respective
processes executed by the detection device 1 described in the embodiment are described is stored in the hard disc drive
1031.
[0131] The data used for information processing by the detection program is stored in the hard disc drive 1031, for
example, as the program data 1094. Thereafter, the CPU 1020 reads out and loads the program module 1093 and the
program data 1094 stored in the hard disc drive 1031 to the RAM 1012 when necessary, and executes each of the
above-described procedures.
[0132] Note that the program module 1093 and program data 1094 related to the detection program are not limited to
being stored in the hard disc drive 1031, and may also be stored in, for example, a removable storage medium and read
out by the CPU 1020 via the disc drive 1041, etc. Alternatively, the program module 1093 and the program data 1094
related to the detection program may be stored in another computer connected via a network such as a LAN or Wide
Area Network (WAN), and may be read by the CPU 1020 via the network interface 1070.
[0133] Although the embodiment to which the invention made by the present inventor has been applied has been
described above, the present invention is not limited by the description and the drawings that form a part of the disclosure
of the present invention according to the present embodiment. That is, other embodiments, examples, operational
techniques, and the like made by those skilled in the art or the like on the basis of the present embodiment are all included
in the category of the present invention.

[Reference Signs List]

[0134]

1 Detection device
11 Input unit
12 Output unit
13 Communication control unit
14 Storage unit
15 Controller
15A Collection function unit
15B Determination function unit
15C Extraction function unit
15a Acquisition unit
15b Generation unit
15c Collection unit
15d Calculation unit
15e Learning unit
15f Determination unit
15g Extraction function unit

Claims

1. A detection device comprising:
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an acquisition unit configured to acquire user generated content generated in each service in a predetermined
period;
a generation unit configured to generate a search query using words appearing in the user generated content
for each service;
a collection unit configured to collect the user generated content generated in a plurality of services using the
generated search query;
a calculation unit configured to calculate a feature amount of the collected user generated content of a prede-
termined service;
a learning unit configured to perform learning using the feature amount of the user generated content generated
by a normal user and a feature amount of content generated by a malicious user;
a determination unit configured to determine whether the user generated content is generated by a malicious
user based on a learned model; and
an extraction unit configured to accesse an entrance URL described in the user generated content and output
a feature of an attack of the user generated content as threat information when the user generated content is
determined to be generated by a malicious user.

2. The detection device according to claim 1, wherein the generation unit selects a search query that may become
malicious for each service.

3. The detection device according to claim 1, wherein the feature amount of the user generated content calculated by
the calculation unit includes: a text feature amount representing a feature of a combination of words co-occurring
in a plurality of pieces of user generated content, and a group feature amount representing a feature related to
similarity of words between the plurality of pieces of user generated content generated in a predetermined period.

4. The detection device according to claim 1, wherein the learning unit further performs learning using feature amounts
of the user generated content of the plurality of services extracted by the extraction unit, and
the determination unit further determines whether the user generated content of the plurality of services is generated
by the malicious user based on the learned model.

5. The detection device according to claim 1, wherein the feature amount extracted by the extraction unit includes a
feature amount related to Web content of an arrival web site at which a user will arrive, and feature amounts related
to a plurality of pieces of user generated content generated in a predetermined period.

6. A detection method which is executed by a detection device, the detection method comprising:

an acquisition process of acquiring user generated content generated in each service in a predetermined period;
a generation process of generating a search query using words appearing in the user generated content for
each service;
a collection process of collecting the user generated content generated in a plurality of services using the
generated search query;
a calculation process of calculating a feature amount of the collected user generated content of a predetermined
service;
a learning process of performing learning using the feature amount of the user generated content generated
by a normal user and a feature amount of content generated by a malicious user;
a determination process of determining whether the user generated content is generated by a malicious user
based on a learned model; and
an extraction process of accessing an entrance URL described in the user generated content and outputting a
feature of an attack of the user generated content as threat information when the user generated content is
determined to be generated by a malicious user.

7. A detection program that causes a computer to execute:

an acquisition step of acquiring user generated content generated in each service in a predetermined period;
a generation step of generating a search query using words appearing in the user generated content for each
service;
a collection step of collecting the user generated content generated in a plurality of services using the generated
search query;
a calculation step of calculating a feature amount of the collected user generated content of a predetermined
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service;
a learning step of performing learning using the feature amount of the user generated content generated by a
normal user and a feature amount of content generated by a malicious user;
a determination step of determining whether the user generated content is generated by a malicious user based
on a learned model; and
an extraction determination step of accessing an entrance URL described in the user generated content and
outputting a feature of an attack of the user generated content as threat information when the user generated
content is determined to be generated by a malicious user.
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